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Abstract  

Data-driven disciplines like data mining and knowledge management already provide process-based 
frameworks for data analysis projects, such as the well-known cross-industry standard process for data 
mining (CRISP-DM) or knowledge discovery in databases (KDD). Although the domain of data science 
addresses a much broader problem space, i.e., also considers economic, social, and ecological impacts 
of data-driven projects, a corresponding domain-specific process model is still missing. Consequently, 
based on a total of four identified meta requirements and 17 corresponding requirements that were 
collected from experts of theory and practice, this contribution proposes the empirically grounded data 
science process model (DASC-PM)—a framework that maps a data science project as a four-step 
process model and contextualizes it among scientific procedures, various areas of application, IT 
infrastructures, and impacts. To illustrate the phase-oriented specification capabilities of the DASC-
PM, we exemplarily present competence and role profiles for the analysis phase of a data science 
project. 
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1 Introduction 

Traditional methods of data analysis have reached their limits due to several recent developments. On 
the one hand, available data are increasingly heterogeneous and unstructured (Hendler 2014). Large 
amounts of data are freely available in different formats, including in text, images, and video, whose 
analysis requires integration, interpretation, and sense-making (Alharthi et al. 2017; Dhar 2013; 
Oussous et al. 2017). The integration and analysis of such data rely on the combination of approaches 
from different disciplines, including social science, cognitive science, information science, and 
mathematics (Cao 2018). On the other hand, computers are increasingly being used as agents that 
interpret data automatically (Dhar 2013). When computers act as decision-makers, several new 
dynamics emerge that warrant consideration, ranging from the costs of wrong decisions to ethical and 
data protection issues (Cao 2018; Dhar 2013). Because those dynamics cannot be captured with 
traditional data analysis, their investigation justifies a new, distinct field of research: data science. 

To date, data science has generated solutions to overcome some of those emerging limitations, 
including analysis procedures for high-dimensional data (Gao 2015), multimedia data of various 
formats (Gandomi and Haider 2015; Pouyanfar et al. 2018), and procedures that combine approaches 
from different disciplines for analysis purposes (Hu and Zhang 2017). At the same time, isolated 
solutions are also often developed for specific problems that primarily rely on mathematical, 
statistical, or technological approaches focused on the data-driven problem space (Cao 2018; Oussous 
et al. 2017; Pouyanfar et al. 2018). However, data science is more than simply experimenting with 
data-driven approaches, and a holistic, more project-oriented approach to the field can expand the 
data-driven perspective to include business and decision-making goals, as well as an understanding of 
the underlying problem. In turn, the approach can expand the problem space to include goal- and 
problem-driven aspects (Cao 2018).  

To address the problem space holistically, it is essential to provide a framework that embeds the 
process of data science projects in its environment, comprising, e.g., academia, areas of application, IT 
infrastructures, associated requirements, and impacts. Although model-based frameworks developed 
for data analysis projects are already available in related disciplines, including knowledge management 
(Azevedo and Santos 2008; Piatetsky-Shapiro 1993) and data mining (Azevedo and Santos 2008; 
Wirth and Hipp 2000), no comprehensive framework specifically for data science projects has been 
developed, at least to the best of our knowledge and belief. Against that backdrop, the goal of our 
research is the development of a framework for data science projects by means of a process model. Our 
basis for doing so is knowledge of essential requirements imposed upon such a process model in both 
theory and practice. To that purpose, we formulated two research questions (RQ): 

RQ1: Which theoretical and practical requirements are imposed upon data science process models? 

RQ2: How can a data science process model that is aligned with relevant theoretical and practical 
requirements be conceptualized? 

To answer our RQs, we conducted multiple structured surveys from April 2019 to February 2020, 
aimed at identifying theoretical and practical requirements placed upon data science models and, 
moreover, at developing an empirically grounded process model for data science projects. Data 
collection was conducted in a working group consisting of 22 experts, including 9 professors as well as 
13 practitioners and scientists with relevant theoretical and practical experience in data science.  

In the first round of surveys, we addressed the theoretical background of data science. We analyzed 
definitions of the term formulated thus far and surveyed what practitioners and scientists in the 
working group understand by data science. Based on the results, we condensed a new working 
definition in Section 2. We distinguish that definition from related terms, such as data mining and 
knowledge management. In the second round of surveys, we empirically identified 17 requirements of 
typical data science process models from theoretical and practical perspectives, which serve to answer 
RQ1. We present these requirements in Section 3.1 and subsume them under four meta-requirements 
(MR). In the third round of surveys, we sought well-known models from related disciplines. We 
ultimately pinpointed models from knowledge management, data mining, and data science, as 
presented in Section 3.2, all of which are widely implemented in research and practice. Building upon 
the working group’s assessments, in Section 3.3 we evaluate those models with respect to the 
previously identified requirements. As our analysis in Section 3.3 shows that none of the related 
process models meets all the requirements, in Section 4, we present the main contribution of the 
paper—the data science process model (DASC-PM)—a framework that maps a data science project as a 
four-step process model and contextualizes it among scientific procedures, various areas of 
application, IT infrastructures, and impacts. The model addresses RQ2, was conceptualized by a core 
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team in the working group and revised during several rounds of improvement until all 22 participants 
agreed that the requirements had been sufficiently met. In Section 4.1, we discuss the 
conceptualization of the DASC-PM and its phases, followed by an elaboration of the model’s analysis 
phase in terms of competence and role profiles in Section 4.2. The paper concludes in Section 5 with a 
summary of the major results, a discussion of the limitations, and an outlook on future research. 

2 Theoretical Background of Data Science 

Taken literally, data science is the study of data. Of course, real-world practice bears out the fact that 
science always involves data in one way or another. In the following, we shed some light on what data 
science truly entails and why it has emerged as a unifying scientific discipline specializing in the study 
of data. 

The term data science was originally discussed in mathematical and statistical communities in the 
context of modern methods of data analysis (Cao 2017b; Donoho 2017; Naur 1974; Weihs and Ickstadt 
2018). For example, Cao (2017) has described how Peter Naur (1968) argued that data science, or 
datalogy, was an appropriate term for the field that instead became better known as computer science. 
By contrast, Jeff Wu (2020) suggested in a public lecture that data science would be an adequate term 
for modern statistics. Today, the term has become increasingly common, extends far beyond the 
original focus of data-driven research in data mining and machine learning, and even refers to “the 
next generation of statistics” (Cao 2017a). With the advent of the big data era, data science has 
emerged as an important topic and gained considerable momentum, even ubiquity, in both business 
and academia. The trend can be observed, for example, not only in the increased number of courses in 
data science degree programs but also in the growing demand for experts to conduct data science 
projects in an array of businesses and areas of application. Even so, in scientific discourse, two 
important questions linger (Cao 2017b; Carmichael and Marron 2018; Donoho 2017; Patil 2011; van 
der Aalst and Damiani 2015; Weihs and Ickstadt 2018): 1) How does data science differ from 
disciplines of traditional data analysis?, and 2) Is it justifiable to delimit data science as an 
independent field of research?  

Most authors agree that data science somehow involves converting data into insights by way of data 
analysis or analytics (Cao 2017b). However, aside from data science, there is a plethora of other names 
for the field and related ones that focus on analyzing data, including machine learning and data 
mining. Most people would probably regard the terms data mining and data science as synonyms. As 
an unsurprising consequence, the cross-industry standard process for data mining (CRISP-DM), the 
most used process model for data mining, was silently adopted as a data science process model. Still 
others regard data science as a superset comprising all of the various disciplines dealing with data 
analysis as well as any discipline focusing on collecting, accessing, storing, and processing data in 
general. Therefore, data science should be understood more broadly as a comprehensive discipline 
concerned with the study of data and converting data into insights. To provide a foundation for our 
process model for conducting data science projects, here we first provide our new working definition of 
data science. To that end, our working group conducted a rigid collection and synthesis of the key 
properties of data science projects and initiatives, which ultimately yielded eight major aspects that 
form the cornerstones of a concise yet comprehensive definition of data science. 

To begin, the chief purpose of data science projects is to gain knowledge about the data (1) that have 
been selected as the basis of the analysis. Although our understanding of data science focuses on using 
analysis methods (2), we do not restrict its meaning to the use of any specific category of methods or 
algorithms. Because it is important only that each result created has been systematically generated, we 
emphasize that data science initiatives need to follow a scientific approach (3), which in data science is 
inevitably interdisciplinary (4) (van der Aalst 2016). Where the explanatory power and technical 
capabilities of traditional fields end, they need to branch out to other professions. That necessity is 
especially the case in data science, which requires, among other fundamentals, a thorough 
understanding of a certain application-specific domain, mathematical knowledge, and a solid 
technological background. In recent years, big data has operated as a widely accepted term for 
unstructured data in high volumes (Chen 2014). Although we agree that the trend toward big data has 
strengthened research in data science (Dhar 2013), we acknowledge that data science is not limited to 
that field and consider that all forms of complex data (5) to be valid (and necessary) sources for 
analysis. Because using technology is vital in processing complex data and essential to guaranteeing 
reproducibility, the procedures need to be at least semiautomatic (6) before they can be considered to 
represent data science. Because every aspect of the world has or could become dataficated, data 
science can have massive influence on society, as illustrated by the Cambridge Analytica scandal. 
Therefore, the potential use and misuse of data and its effects on society (7) need to be considered. 
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Nonetheless, utilizing data-borne insights (8) in market-oriented forms is a major step in any data 
science project, especially if not done for purely academic purposes. The value of any data science 
project is determined by its results, its processes, and the overarching knowledge gained. Considering 
all of the above, we define data science as follows: 

Data science is a field of interdisciplinary expertise in which scientific procedures are used to 
(semi)automatically generate insights from conceivably complex data leveraging existing or newly 
developed analysis methods. The knowledge gained is subsequently utilized, taking into account the 
effects on society. 

Although our definition provides a thorough foundation for data science initiatives, it does not focus 
on the people involved—that is, data scientists. Recent advances in computer technology and easy 
access to vast amounts of data in the last few decades have given data analysis new momentum, while 
public awareness of the term data scientist rose dramatically when an article in Harvard Business 
Review named the profession of data scientist “the sexiest job of the 21st century” (Davenport and 
Patil 2012, p. 70). Simply put, data scientists are the people who work on data-driven projects. 
However, as clear from the comprehensive definition of data science, the number of professional 
competencies required is potentially overwhelming. Building upon the contributions of Conway 
(2020) and Davenport and Patil (2012), data scientists are characterized by competencies in 
mathematics, statistics, IT, application domains, strategy, and management. Depending upon the 
specific application, in-depth competencies in one or a subset of the areas mentioned may be necessary 
as well. If the individuals lack competencies in one of these key areas, then they cannot be treated as 
fully trained data scientists. Furthermore, data scientists should also be able to communicate with all 
stakeholders in a suitable language as a means to oversee the management of data science projects and 
strategically classify activities (Davenport and Patil 2012).  

Generally speaking, however, it is unlikely that a single person can develop profound skills in all of the 
areas listed (Zschech et al. 2018). For that reason, data scientists need to have general knowledge in all 
areas but specialize in only one or a few of them. The process model proposed in this paper provides a 
convenient structured approach to arranging the roles and steps in a data science project. 

3 Related Work 

The examination of related work involves three steps. First, we discuss the requirements of data 
science process models that were identified as relevant by our working group. The requirements were 
collected via a survey, cover both scientific and practical aspects, and, thus, address RQ1. Next, the 
identified requirements were subsumed under four MR: horizontal completeness (MR1), vertical 
completeness (MR2), guidance (MR3), and realities and impact (MR4). Horizontal completeness 
refers to the completeness of the process model at the given level of abstraction and includes aspects 
such as domains of application, scientificity, elements of the data and their analysis, utility and 
usability, and required infrastructures. By contrast, vertical completeness refers to the model’s 
scalability considering different levels of abstraction, team members and their roles, as well as all 
necessary information flows and terms. Guidance refers to the ability of a process model to provide 
targeted recommendations to support the process of the data science project and offer guidance in 
critical decision-making and documentation. Last, realities and impact refers to the consideration of 
realities as well as economic, ecological, and social impacts. Altogether, the four MRs encompass 17 
requirements, hereafter labeled with “R” and discussed at length in Section 3.1. Second, we outline 
related process models that the working group classified as highly related to the topic. Third, we 
evaluate the related process models in terms of the requirements discussed in the first step. 

3.1 Requirements of Data Science Process Models 

In general, the quality of data science projects should be improved by using a process model. The 
completion of all steps, from project conception to the utilization of the knowledge gained, has to be 
considered and documented. In our case, we regard a process model for data science as being complete 
when it provides a process for not only analyzing (R1.1) but also gathering and handling data (R1.2) 
as well as utilizing (R1.3) and using (R1.4) results. In particular, the point at which insights are 
gained by applying analytical methods has to be recognized, and interpretations have to be 
supplemented by domain-specific knowledge (R1.5). That process ensures the reproducibility, 
reusability, and generalizability of the results, all of which are vital aspects of any scientific method 
(R1.6), albeit depending upon the domain and necessary infrastructure (R1.7).  

Furthermore, the model has to be sufficiently scalable (R2.1) to support projects of different sizes. To 
that end, when developing a process model, determining the level of the abstraction (R2.2) of the 
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tasks contained is pivotal. If the chosen level of abstraction is too high, then few benefits result, all 
limited to the conceptual level. If the chosen level of abstraction is too low, however, then the model’s 
generalizability, which is vital due to data science’s various fields of application, and comprehensibility 
become more difficult, which in turn endangers the model’s applicability. Beyond that, a high level of 
complexity can cause the conscious or unconscious omission of tasks and thus calls into question the 
general use of a standardized approach. By dividing the model into levels of different degrees of 
abstraction, the model’s clarity is maintained, and assistance can be provided in resolving detailed 
questions. At lower levels of abstraction, modularization can also be useful. In concrete applications, 
the irrelevant components of the model can be ignored without significantly influencing the project 
process. However, such omissions also require suitable, documented justification in order to preserve 
the traceability of the generation of results. As an alternative to modularization, specialized variants of 
the process model can be created according to the domain under consideration and/or the analytical 
methods used. Suitable interfaces between the model’s individual building blocks have to be defined at 
every level of abstraction and in every form of instantiation. 

Large projects require a team of experts from different areas with complementary expertise whose 
cooperation can be supported by the process model (R2.3). For example, by using the model, the 
participants should be able to identify their own tasks and understand the tasks of others. Active 
exchange (R2.4) between the team members on a data science project should also be promoted by 
suitable recommendations for action, which can ensure that analytical procedures are applied correctly 
and in a targeted manner from the perspective of all groups involved. In that context, the process 
model should also provide a framework for a uniform understanding of terms (R2.5) in order to 
simplify communication between the different groups of people involved.  

In scalable models, it is additionally necessary to distinguish project activities to be performed from 
qualitative requirements for project coordination and organization. It is also essential to depict special 
features of each phase and to provide clear recommendations for the further application of the project. 
To that end, it is necessary to provide clear directions (R3.1) for using the model in the context of a 
specific application and to provide guidance with critical decision-making (R3.2) and all 
documentation required (R3.3). 

Because numerous analytical procedures can often be used in data science projects, the time needed to 
become familiar with new topics and to test and reject various analytical procedures also has to be 
considered. Although those tasks may not contribute directly to the project’s success, they are 
necessary to the project’s processes. That requirement is only one example of how a process model 
needs to account for realities (R4.1). 

Last, because data science exerts economic, social, and ecological impacts, those dimensions also need 
to be considered in the process model (R4.2). However, that process can occur only in the context of 
the specific application domain.  

3.2 Related Process Models 

In the following, we briefly describe the four process models that our working group identified as being 
the most relevant following our survey. 

3.2.1 Cross-Industry Standard Process for Data Mining (CRISP-DM) 

The CRISP-DM provides “a framework for carrying out data mining projects which is independent of 
both the industry sector and the technology used” (Wirth and Hipp 2000, p. 29f). As its name 
suggests, the CRISP-DM focuses on data mining but explicitly adds nontechnical steps to that process 
(e.g., business understanding). In particular, the CRISP-DM’s reference model emphasizes the 
iterative character of the data-mining process, which consists of the phases of business understanding, 
data understanding, data preparation, modeling, evaluation, and deployment. The first four phases 
involve bidirectional interactions and can be subdivided at multiple levels into generic tasks, 
specialized tasks, and process instances. The concretization of generic tasks to specialized tasks, in 
turn, is achieved by applying the context to the generic task. Other than the reference model, CRISP-
DM also provides a user guide containing details about each phase and documents such as checklists, 
questionnaires, tips regarding tools and techniques, stepwise sequences, points at which decision-
making should occur, and common pitfalls. Although an independent, remarkably well documented 
tool (Azevedo and Santos 2008), the CRISP-DM, particularly its reference model, remains rather 
compact and neatly conceptualized. In 2015, IBM published the “Analytics Solution Unified Method 
for Data Mining and Predictive Analytics” (ASUM-DM) (IBM 2016), often regarded as a refined 
version of CRISP-DM, despite being less specific and less popular. 
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3.2.2 Team Data Science Process (TDSP) 

The team data science process (TDSP) is “an agile, iterative data science methodology” developed by 
Microsoft (2020). At the TDSP’s core is a data science life cycle comprising the five stages of business 
understanding, data capture and understanding, modeling, deployment, and customer acceptance. 
Each stage consists of tasks, which in turn consist of steps, and artifacts that serve as deliverables are 
defined for each stage. The stages are profoundly interlinked except for the final stage of customer 
acceptance that concludes a project. TDSP also differentiates four roles—group manager, team lead, 
project lead, and data scientist—and their corresponding tasks, as well as provides a standardized 
project structure, makes recommendations about infrastructure and resources, and identifies tools and 
utilities. 

3.2.3 Knowledge Discovery in Databases (KDD) 

The knowledge discovery in databases (KDD) process model from Fayyad et al. (1996) describes the 
process of generating knowledge from data. In contrast to the CRISP-DM and TDSP, the KDD model 
almost exclusively focuses on the required technological and programming steps and pays only slight 
attention to business logic. It describes the process as involving five steps: selecting a subset of the 
target dataset, conducting preprocessing, transforming data, applying data-mining methods to identify 
patterns, and interpreting and evaluating them as a means to answer questions that could not be 
answered before the process. As a result, knowledge is created. According to Fayyad et al. (1996), any 
number of iterations of the KDD model can be executed between steps. Although the data-mining step 
has probably received the most coverage in the literature, the authors have stressed that the other 
steps are equally necessary in order to ensure the successful application of the KDD process. 

3.2.4 Sampling, Exploring, Modifying, Modeling, and Assessing (SEMMA) 

The sampling, exploring, modifying, modeling, and assessing (SEMMA) process was developed by the 
SAS Institute and, similar to the KDD model, consists of five stages (SAS 2020). In a sense, the 
SEMMA process can be regarded as a practical implementation of the KDD process, for it was indeed 
implemented in the SAS Enterprise Miner software (Azevedo and Santos 2008). In Step 1 (i.e., 
sampling), input data are identified, samples are taken, and datasets are divided into training, 
validation, and test datasets (SAS 2003). Step 2 (i.e., exploring) involves graphing data, generating 
descriptive statistics, identifying key variables, and performing association analyses (SAS 2003). In 
Step 3 (i.e., modifying), additional variables are considered or transformed, outliers are identified, 
missing values are replaced, and cluster analyses are performed (SAS 2003). In Stage 4 (i.e., 
modeling), a predictive model is fitted by using regression models, decision trees, and/or neural 
networks. In Step 5 (i.e., assessing), competing predictive models are compared (SAS 2003). 

3.3 Evaluation of Related Process Models 

In this section, we examine the extent to which the related process models fulfill the requirements 
discussed in Section 3.1. Table 1 offers an overview of the results of our investigation by the specific 
requirement and process model. Filled Harvey balls indicate that a requirement is addressed by the 
respective process model, half-filled ones that a requirement is at least mentioned, and empty ones 
that a requirement is neither mentioned nor addressed. As indicated in Table 1, none of the considered 
models fulfills all of the requirements of a comprehensive data science process model.  

First, the KDD model, due to its distinct technological focus, almost wholly neglects the requirements 
of vertical completeness. The model provides valuable guidelines for processing data, as Fayyad et al. 
(1996) have demonstrated for various interdisciplinary areas of application. However, its strong 
technological focus leaves questions unanswered that inevitably arise from taking a holistic view on a 
data-mining project. Although some of these questions (e.g., regarding organizational structuring) are 
addressed in the CRISP-DM, the different roles in a data-mining team and their specific 
responsibilities, means of project documentation, and the overall economic, ecological, and social 
impact of the project remain unclear. Moreover, the SEMMA process shares all of those weaknesses 
and is even less complete and specific. 

Even the CRISP-DM, though a firmly established model with strengths in applicability for many data-
mining projects and hands-on material for practitioners, has several shortcomings. For one, its less 
pronounced differentiation of procedural steps requires, on the one hand, the groups involved to 
cooperate more closely and, on the other hand, does not allow the exact delimitation of tasks as is 
possible within the KDD model. For another, because the CRISP-DM was developed in the idustry, it is 
inherently limited to the business context and does not explicitly account for scientific requirements. 
Furthermore, although the CRISP-DM extends the KDD model with a deployment phase, the phase 
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remains rather undefined amid rapid rises in data-driven products and services. On top of that, its 
sections on technological issues are slightly outdated, as demonstrated in multiple papers introducing 
extensions such as stream analytics, cyber-physical production systems, and Industry 4.0 scenarios 
(Kalgotra and Sharda 2016; Huber et al. 2019). Last, the CRISP-DM neither provides insights into the 
roles and profiles of team members, nor does it offer any consideration of the economic, social, and 
ecological impacts of the project’s data usage and insights. 

(Meta-)Requirement KDD SEMMA CRISP-DM TDSP 

MR1: Horizontal completeness     

 R1.1: Analysis      

 R1.2: Data     

 R1.3: Utilization      

 R1.4: Usage      

 R1.5: Domain     

 R1.6: Scientific method     

 R1.7: Infrastructure     

MR2: Vertical completeness      

 R2.1: Scalability     

 R2.2: Different levels of abstraction     

 R2.3: Team roles and composition     

 R2.4: Defined information exchange     

 R2.5: Defined terminology     

MR3: Guidance      

 R3.1: Directedness      

 R3.2: Guidance regarding decisions      

 R3.3: Guidance regarding documentation     

MR4: Reality and impact     

 R4.1: Account for realities     

 R4.2: Economic, social, and ecological impact     

Note. KDD = knowledge discovery in databases process; SEMMA = sampling, exploring, modifying, 
modeling, and assessing process; CRISP-DM = cross-industry standard process for data mining; 
TDSP= team data science process; MRi = meta requirement i; Ri.j = requirement j of meta-

requirement i;  = Ri.j is neither mentioned nor addressed;  = Ri.j is at least mentioned;  = Ri.j is 
addressed. 

Table 1. (Meta-)Requirements of a data science process model. 

The TDSP’s most obvious merit is in providing a management structure, with standardized uses and 
tools, including a file structure for repositories, that support the management of data science projects. 
Beyond that, the artifacts and single steps in each stage of the life cycle can serve as a checklist to track 
progress. Indeed, that management-oriented view shapes the TDSP as a whole. However, IT roles 
deduced from the organizational hierarchy do not account for the variety of skills needed and persons 
engaged in data science projects. Also, it is strictly focused on programming and documentation, 
meaning that it neglects to incorporate all stakeholders and to address economic, social, and scientific 
aspects of data science projects. Apart from that, the TDSP is heavily intertwined with the cloud 
computing platform Microsoft Azure, although it can be deployed independently of any platform. 
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In all, it can be concluded that the process models discussed principally focus on data mining. As such, 
they are not at all or only weakly sufficient regarding vertical completeness, referring to the 
specification of roles and information exchange on teams. Finally, they often end with analysis or 
utilization but do not account for usage, let alone economic, social, or ecological impacts. 

4 The Novel Data Science Process Model (DASC-PM)  

Recognizing that none of the related, well-known process models could fulfill the 17 identified 
requirements placed upon process models for data science projects, our working group developed a 
novel data science process model called DASC-PM to address RQ2. The model was constructed with 
reference to March and Smith’s (1995) methodology, which prescribes building models based on 
domain-specific knowledge and empirical findings such that they can represent new theories and/or 
phenomena in their various elements and connections. According to March and Smith (1995), such 
models are not primarily about truth but about usefulness. Therefore, we conceptualized the DASC-
PM based on insights from the theoretical background in Section 2 and our requirements analysis in 
Section 3. 

4.1 Model Conception and Phase Description 

Any data science project is embedded in the domain of its application—that is, where the problem 
being analyzed benefits from the solution developed. In contrast to the specifications of the CRISP-DM 
and TDSP, the domain of application is not limited to a corporate context but can comprise elements 
related to medicine, natural sciences, and/or engineering, among others. In the domain, use cases that 
justify data analysis are identified, and a concrete project order formulated based on one or more use 
cases is processed as a data science project. If domain experts can formulate explicit requirements at 
that point of the project, then the requirements often represent domain-specific conditions that 
influence tasks to be completed in other phases. Therefore, the domain continuously needs to be taken 
into account. 

The defined project order is processed in each project phase following a scientific procedure (i.e., 
compliance with guidelines for research integrity and good scientific practice). Such adherence ensures 
that the results are not only generated by utilizing up-to-date methods but also both comprehensible 
and reproducible. It also affords a thorough discussion of assumptions made and the limitations as a 
result. Although scientific procedures have not been treated as a key area in any existing process 
model, such procedures, especially compared with processes in engineering science, confer a cachet of 
thoroughness and logic, thereby increasing the potential to learn from past projects and recycle 
artifacts. For that reason, key findings should continue to be published or otherwise disseminated 
within the scientific community. Last, the required level of scientific knowledge has to be determined 
in consideration of the project’s real-world circumstances and domain-related specifics. 

The phase of data provision involves data preparation (i.e., data acquisition, integration, 
transformation, and storage), data management, and exploratory analysis to survey the data. 
Ultimately, the result of undertaking data provision is a data source suitable for analysis from a 
methodological and technical point of view. The analysis phase entails the application of existing 
methods or the development of novel methodological approaches. The identification of suitable 
methods can constitute a considerable challenge. The phase’s artifact is an analytical result evaluated 
from both a methodological and a technical perspective. 

In the deployment phase, the results of analysis have to be prepared such that they are suitable for 
their intended use, which can vary greatly depending on the specific project. For instance, the artifacts 
may consist of results made available to the addressees verbally or by means of technical reports. 
Models and even the analytical procedures may also constitute the results of a data science project. 
However, the subsequent utilization of such artifacts, which is addressed in the utilization phase, is 
seldom regarded as a principal part of data-driven projects to date and was thus not considered in any 
of the mentioned process models. Nevertheless, depending on the concrete form of utilization, 
monitoring usage may be necessary to ensure the model’s continued suitability for the application and 
to gain insights for further developments.  

All steps of a data science project depend on the underlying IT infrastructure, which is currently only 
addressed in the TDSP. The true extent of dependence, however, has to be assessed on a project-
specific basis. Even if the ordering organization predetermines the use of specific hardware and 
software, both the IT infrastructure’s limiting and enabling characteristics have to be taken into 
account in all phases of the project. 
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Figure 1 depicts the procedural phases in a simplified, concise manner. Solid arrows indicate a primary 
path in the DASC-PM, whereas dashed arrows indicate the possibility of a return to previous phases, 
which may become necessary if the intermediate results of the current phase are unsatisfactory. The 
degree of adaption in such a case can range from the minor adjustment of parameters to the complete 
revision of the phase. Although not visualized in Figure 1, the termination of a data science project 
should also be considered in each individual project phase. However, even if the goal defined in the 
project order is not achieved, that outcome does not necessarily mean that the project has failed 
completely. After all, the knowledge gained up to the time of termination can be used in the 
application’s domain and in subsequent data science projects.  

Each phase of the DASC-PM can be further divided into specific activities. Thus, the abstract phases of 
the model only appear in the form of white boxes at the highest level of abstraction. Although specific 
activities in the process phases, along with their interactions, were elaborated in our working group, 
limitations of space prevent us from further specifying them here. 

Data provision

Analysis

Deployment

Utilization
IT 

infrastructure

Application domain

 

Figure 1: The novel data science process model (DASC-PM). 

4.2 Example Specification of the Analysis Phase: Competencies and Roles 

In a final in-depth round of interviews, we determined what kinds of competencies are needed in each 
phase of the model, with a goal to support the planning and staffing of a data science project. As 
mentioned in Section 2, data scientists are attributed six core competencies: mathematics and/or 
statistics, IT, the scope of application, communication, strategy, and management. As part of our 
survey, each member of the working group assessed the relevance of each competency. If their 
estimates, all recorded on numerical scales, deviated significantly from each other, then the reasons 
for the deviations were discussed within the working group, and group members were allowed to 
revise their estimates. After a consensus was reached, all estimates were combined into a single 
numerical value for each competency. The resulting numerical values, displayed in radar charts, 
provide a quick overview of the distribution of competencies for each phase. In a similar way, we 
assessed the degree to which each role in the project is typically involved in particular phases. The 
results, again illustrated in radar charts, characterize the involvement of the various roles in each 
phase of the project. As part of our survey, we collected and evaluated the competence and role profiles 
for all phases of the DASC-PM. Due to limited space, we are unable to present them in full. However, 
Figure 2 exemplarily illustrates the competence (Figure 2, left) and role profiles (Figure 2, right) of the 
DASC-PM’s analysis phase.  
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Figure 2. Competence profile (left) and role profile (right) for the analysis phase.  

5 Conclusion 

Data science is a field of research that involves examining aspects of the data-driven problem space, 
which can entail large amounts of data, heterogeneous and unstructured data, and data that are 
available in different formats. To address those challenges, data science builds upon 
interdisciplinarity—that is, the use of knowledge and approaches from different disciplines of 
research—including social science, cognitive science, information science, or mathematics. However, 
data science differs from related fields such as data mining and knowledge discovery by considering 
challenges that arise over the course of data science projects and that go beyond pure data analysis. 
Thus, data science involves more than the mere exploration of data-driven approaches. A holistic, 
more project-oriented approach to data science can extend the data-driven perspective to business and 
decision-making goals and to the understanding of underlying problems. It can also expand the 
problem space to include goal- and problem-oriented aspects. 

To investigate the procedural character of data science projects in greater detail, we raised two 
questions in this paper. With RQ1, we sought to pinpoint the requirements placed upon data science 
process models from theoretical and practical perspectives. Among the results, our analysis has 
revealed four MRs that experts place on data science process models—horizontal completeness, 
vertical completeness, guidance, as well as reality and impact—and our survey of experts identified 17 
requirements that can be subsumed under those four MRs. Our results show that related process 
models (i.e., the CRISP-DM, the TDSP, the KDD process, and the SEMMA process) particularly lack 
scientific methods and do not consider any economical, ecological, or social impacts. The requirements 
pertaining to vertical completeness, referring to the specification of roles and the exchange of 
information in teams, are also largely absent. In addition, none of the four models could fulfill all 17 
identified requirements of a data science process model.  

Next, with RQ2, we sought to determine how to conceptualize a data science process model that is 
aligned with the 17 requirements. In response, we presented a data science process model called 
DASC-PM, a novel framework that maps a data science project as a four-step process and situates it in 
terms of scientific procedures, areas of application, IT infrastructure, and related impacts. From the 
results of our survey, we also identified specific activities, interactions, and related competence and 
role profiles for all phases of the DASC-PM. Although limited space prevented us from presenting 
anything but the competence and role profiles for the analysis phase of a data science project, we plan 
to publish our survey findings for all phases of the DASC-PM in the future. 

Our results stand to make important contributions to research and practice. For one, researchers can 
use the identified MRs to evaluate the completeness of process models for data science projects and to 
compare them with the requirements discussed. For another, practitioners as well as researchers can 
use the DASC-PM to structure data science projects in a phase-oriented way. Beyond that, it is possible 
to support the phases of the DASC-PM with competence and role profiles, as shown by the example of 
the analysis phase presented here. In that light, the DASC-PM provides a strong starting point for the 
standardized execution of data science projects. 
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To adequately assess the impact of our results, our study’s limitations should be taken into account. 
First, both the collection of requirements placed upon data science process models and the conception 
of the DASC-PM itself were based on a survey of only 22 experts in data science: 9 professors as well as 
13 practitioners and scientists. Although we are confident that our results are sound nevertheless, a 
larger sample might have facilitated the identification of additional requirements. Second, it is 
questionable whether a data science process model should be designed exclusively by experts in the 
first place. After all, it is possible that study participants without expert knowledge of data science can 
also provide interesting starting points for conceiving or revising such a model. Accordingly, the 
investigation of the requirements placed on data science process models should be supplemented by a 
larger sample in future research, one that also includes participants without expert status.  

Moreover, models always represent an abstraction of reality. Accordingly, DASC-PM is only a 
simplified representation of the process of a data science project. Although the model is based both on 
a well-founded analysis of the theoretical background and the expertise of 22 scientists and 
practitioners, it does not claim to be comprehensive. The model constitutes a solid foundation for 
conducting data science projects by considering relevant data-, problem-, and goal-driven challenges. 
Although the model is empirically grounded, a summative empirical evaluation is still needed. 
Consequently, empirically evaluating whether the DASC-PM meets practical and scientific 
requirements constitutes a natural next step of research. The DASC-PM should not be considered as a 
finished deliverable, but more as a framework that can be continuously improved through scientific 
and practical discourse. 
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