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Abstract

In this thesis, a method is presented for the numerical determination of tunnel
splittings of the rotational quantum states of methyl groups at low tempera-
tures and in the presence of realistic condensed-phase chemical environment.
The rotational quantum states are obtained via direct diagonalization of the
corresponding Hamiltonian in one and two dimensions (single methyl quantum
rotor and two coupled methyl quantum rotors, respectively). The rotational
potential and the methyl–methyl coupling strength are obtained quantitatively
via quantum chemical calculations of the corresponding potential energy sur-
face within the framework of density functional theory combined with the
nudged elastic band method.

Experimentally, a large tunnel splitting can be exploited for enforcing the
almost exclusive population of the lowest rotational quantum state of the
methyl groups of a macroscopic sample at low temperatures. This well-defined
population in turn can be transferred to the proton spin state, yielding a large
spin hyperpolarization well beyond the Boltzmann level, which results in a
signal amplification in NMR spectroscopy by several orders of magnitude.

The relationship between the dynamics of the methyl rotators and their en-
vironments at low temperature for two specific systems, γ-picoline and toluene
are discussed and the results of the calculations are compared with the exper-
iments. The focus is on the effect of chemical environment (supermolecular
packing) on the tunnel splitting. In particular, the influence of coupled mo-
tion of methyl rotators on the tunneling spectrum is investigated within a
pair-coupled model.

A surprising result is that the presence of a coupled second methyl group
can actually decrease the rotational barrier of the two-dimensional quantum
rotor, yielding an unexpectedly large tunnel splitting between the symmetric
and antisymmetric combination of the two individual quantum rotor states.
This effect is observed under the condition that the coupling strength ap-
proximately equals the individual rotor potential, which in turn enables a
low-barrier coherent motion of the two methyls.
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Chapter 1

Introduction

This work is focused on explicit calculations of tunneling splittings of methyl groups
in the condensed phase. At low temperature, methyl groups represent quantum
rotors with quantized rotational states. The lowest excitation energy between the
ground and first excited state, known as the tunnel splitting, is important in the
context of hyperpolarization techniques in nuclear magnetic resonance (NMR) spec-
troscopy. Berger et al.1,2 reported a simple experimental approach, yielding a
13C signal enhancement for the methyl carbon of γ-picoline (C5H4NCH3) of about
×100. This signal enhancement was ascribed to the very low barrier for methyl
group rotation in γ-picoline, which leads to a large quantum rotor splitting and as-
sociated phenomena such as the Haupt effect.3 Recently, Levitt et al.4–6 presented
a theoretical framework describing the relationship between nuclear quantum rotor
states/tunnel splitting energies and the induced NMR polarization effect, which was
termed quantum-rotor-induced polarization .4–7 Here, the focus is on the theoreti-
cal investigation of tunneling splitting phenomena in nanoscale, in particular methyl
groups in molecular crystals are the subject of this work; γ-picoline as a specific case
owning to its large tunneling splittings.

A number of theoretical approaches have been proposed to calculate tunneling
splittings. The most accurate method is the direct solution of Schrödinger equation
by diagonalization of the Hamiltonian. Other formally exact quantum statistical
methods are based on an imaginary time formulation of quantum mechanics such
as diffusion Monte Carlo8 (DMC) and imaginary time path integrals.9,10 DMC is a
suitable method for determining the ground state energy of quantum system, which
takes the advantage of the similarity between the imaginary time Schrödinger equa-
tion and a generalized diffusion equation. This equation can be solved by simulating
random walks of many replicas of the system. The latter exact approaches, based on
an imaginary-time path integral, have been used for the calculation of electron trans-
fer in a fixed environment.11,12 However, their theories are related to the calculation
of tunneling splittings between two degenerate wells and there is no straightforward
generalization of them for treating systems with more than two wells. The com-
mon disadvantage of both above statistical approaches is that sampling over a great
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number of independent configurations is required to reduce the statistical errors.
In general, the application of all these exact methods are limited to small systems.
To treat complex systems in full dimensionality is therefore required approximate
methods which are mostly given based on reduced dimensionality and WKB ap-
proximation; after G. Wentzel, H. A. Kramers and L. Brillouin,13–15 in which the
wavefunction is approximated as eiS(x)ℏ, where S(x) =

∫
dx
√

2m[E − V (x)] is the
classical action, which becomes imaginary in classically-forbidden region. The full
system is then described by a nearly one-dimensional chosen reaction coordinate,
x, and the tunneling splittings is estimated under WKB approximation along the
tunneling path.16,17

One of such approximate methods is based on the ab-initio molecular dynamics
combined with semiclassical method of Makri-Miller.18 The semiclassical model of
Makri-Miller19 for tunneling is based on the WKB approximation. A brief summary
of this method is given in Chapter 2.2. The method is applied to the case of the
umbrella inversion of Ammonia, given in Appendix D. The principle feature of the
model is that it can be implemented within ab-initio trajectory simulation, in order
to incorporate the multidimensional effects associated with the tunneling. The major
drawback, however, is that it requires the prior knowledge of tunneling path and
classical turning points. Furthermore, there is no straightforward recipe to generalize
the tunneling model to multidimensional potential wells. All these drawbacks limit
the application of method to polyatomic molecules and make it inappropriate to
study the rotational tunneling of methyl groups.

The other approximate approach studied within this thesis is the ring-polymer
instanton17,20 based on an imaginary-time path-integral representation of the Boltz-
mann operator. In the semiclassical approximation to the path integral, the prin-
cipal exponential factor is given by the action along the periodic orbit, refer as to
“instanton”, on the upside down potential surface.21 Similar to the WKB method,
the instanton pathway is the one which minimizes the action integral but in mul-
tidimensional systems. The advantage of the instanton method over the WKB is
that it requires no sampling and prior knowledge of the tunneling path and turning
points. A review of the approach is given in Chapter 2.3. The disadvantage of
the approach is that the fluctuations around the instanton are treated harmonically
and the anharmonicity perpendicular to instanton is neglected, which may result
in large errors in systems with low barriers. The method is investigated for the
tunneling in one-dimensional three-fold cosine potential, given in Appendix E. As it
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was expected, the error associated to the low barrier heights is large. In principle,
this approach is promising to estimate the rotational tunneling splittings of methyl
groups in molecular crystals. However, as the results of the one-dimensional test
calculations show, it is not suitable to apply to γ-picoline, which is known to pos-
sess a low methyl rotational barrier. The other difficulty is due to the estimation of
Hessian matrix, second derivative of ab-initio potential with respect to the atomic
coordinates, which is computationally expensive especially for a system containing a
large number of atoms. In the following, the approximate method presented within
this work for the evaluation of tunneling splittings is discussed.

Over the years, many theoretical studies have been performed to extract the am-
plitude and shape of the rotational potential energy surface (PES) of methyl groups
along the tunneling path using empirical or semi-empirical molecular mechanic cal-
culations.22–25 In these studies, the dynamics of methyl group is approximated by
the one-dimensional rotor as a function of its rotational angle rotating around the
C-C bond axis. The rotational potential function is then approximated as the sum
of intramolecular and intermolecular terms, which are fitted empirically with the
limited data obtained mainly by inelastic neutron scattering (INS) experiments.
In semi-empirical PESs, some terms of the potentials are obtained by the quan-
tum chemistry methods for only one single molecule or a small cluster of molecules
which are afterwards adjusted for the whole system. The correct description of
methyl groups, however, requires an electronic structure calculation since the elec-
tron density plays an important role in the intermolecular interactions. Therefore,
such PESs are not accurate enough especially for the application of calculating the
tunnel splittings, which are highly sensitive to the PES. In this work, the accurate
geometrical structures are obtained from the ab initio calculations and the methyl
rotational potential energy surfaces along the tunneling path are determined with a
more sophisticated method without any parameterization.

In this regard, a method of calculation for the tunneling splittings of methyl
rotators is introduced based on the ab initio density functional theory and reduced
dimensionality of Schrödinger equation. The method is inspired by the former stud-
ies in the field of methyl rotational tunneling.24 The optimal tunneling path is
computed with nudged elastic band method,26–28 in which a band of replicas of the
system is minimized along the rotational tunneling path. The numerical solution of
one-dimensional Schrödinger equation on the basis of the PES obtained via NEB
scheme gives the rotational energy levels, and consequently tunnel splittings. The
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theoretical background of the method is given in Chapter 2.1.
In Chapter 3, the most important characteristics of methyl tunneling within a

one-dimensional three-fold cosine potential is presented. The eigenvalue dependence
on the rotational barrier height is discussed in different regime of low, intermediate,
and high rotational barrier heights. The method is explained and applied to the
two real systems, γ-picoline and toluene. The large difference in magnitude of the
tunneling splittings in these systems is explained in terms of the crystal packing
and coupling effects. It turns out that coupling motion of methyl groups in γ-
picoline has a significant effect on the reduction of rotational barrier. This point
will be elaborated in the next chapter. This chapter is based on published material,
Khazaei et al., 2016.

In some systems, such as γ-picoline29 and lithium acetate dihydrate,22,23 an anal-
ysis of the low temperature complex INS spectrum goes beyond the single methyl
rotation description. Generally, the experimentally observed multiple tunneling
peaks arising from a single type of methyl group are assigned to the orientational
interaction between near-lying neighboring pairs of methyl groups, i.e, rotor-rotor
coupling. Chapter 4 presents a computational study of the effects of the rotational
coupling between a pair of one-dimensional methyl rotors on the low-energy level
structure of the system. The rotational potential of coupled pair of methyl rotors is
approximated by three-fold periodic potential terms, describing intramolecular, and
intermolecular interactions. A two-dimensional bound-state Schrödinger equation is
solved by the product basis of two free-rotor functions. The objective is to investigate
how the interplay between the strength of the single-rotor potential and the rotor-
rotor coupling strength manifests in the pattern of the low-lying two-dimensopnal
coupled-rotor levels. Three different cases are considered, with weak, intermediate,
and strong coupling between the rotors. An important observation is that for the
intermediate coupling, the degeneracy of the EE levels is partially lifted. In addition
to these model calculations, the coupled rotations of methyl groups in γ-picoline in
crystalline phas are investigated, which consists of methyl groups with spatially op-
posed to each other. The two-dimensional PES is calculated from condensed-phase
DFT energy profiles. The two-dimensional Schrödinger equation is solved for this
two-dimensional coupled-rotor PES. The results also show splitting of the EE states
into a pair of doubly degenerate levels, due to the coupling. This chapter is based
on published material, Khazaei et al., 2017.
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Chapter 2

Theoretical and computational methods

This chapter is intended to review important concepts for three theoretical ap-
proaches of calculating tunneling splittings.

2.1 Density Functional Theory combined with Nudged

Elastic Band method

An accurate prediction of materials properties requires an excellent representation
of the interactions between ions and electrons. This in principle could be done
exactly by solving the many body Schrödinger equation of quantum theory, but is
impossible to directly solve it for anything beyond simple systems without applying
some approximations. A range of choices for these necessary simplifications have
made it possible to investigate the electronic structure of many body systems, in
particular in the condensed phases. Among different methods, the density functional
theory30–33 (DFT) has vastly been proven to be a reliable approximation to treat the
interactions of electrons and nuclei and consequently to study properties of materials.
In this regard, DFT provides a computational quantum mechanical approach to treat
many body systems non-empirically.

In this work, the structural optimizations and electronic structure calculations
for methyl groups in crystal structure are performed using the DFT. In the following
sections, the general idea and relevant aspects of DFT to this work are presented.
The nudged elastic band (NEB) method26–28 is then introduced for finding the mini-
mum energy path between two potential minima. The NEB method in combination
with electronic structure density functional calculations are used to evaluate the
rotational potential energy surface (PES) of the methyl groups along the tunneling
path. The tunneling splitting is given by the numerical solution of the corresponding
time independent Schrödinger equation for one-dimensional methyl rotors with the
calculated PESs. In this regards, the Numerov method for numerically integrating
the one-dimensional Schrödinger equation34 is described and followed by the nu-
merical solution of the two-dimensional Schrödinger equation35 for a pair of methyl
rotors.
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2.1.1 Born-Oppenheimer approximation

The time independent non-relativistic Schrödinger equation for a system of inter-
acting electrons and nuclei is given by

H Ψ({ri}, {Rα}) = E Ψ({ri}, {Rα}) (2.1)

where E is the total energy of the system and Ψ({ri}, {Rα}) is the full electron-
nuclear wave function. The many body Hamiltonian operator H, is given by

H =
∑

α

− 1
2Mα

∇2
Rα

+
∑

i

−1
2

∇2ri + 1
2
∑
i ̸=j

1
|ri − rj|

+

−
∑

i

∑
α

Zα

|ri − Rα|
+ 1

2
∑
α ̸=β

ZαZβ

|Rα − Rβ|

(2.2)

The first two terms represent the nuclear and electronic kinetic energy operators,
respectively, while the subsequent three terms describe electrons-electrons, electrons-
nuclei, and nuclei-nuclei Coulomb interaction. Note that in this Hamiltonian, Rα

and ri denote the position of nuclei α and electronic particles i, respectively. Mα,
and Zα are the masses and charges of the nuclei in atomic units. Electronic charge
and mass as well as ℏ in atomic units are equal to one.

The Born-Oppenheimer (BO) approximation36 is based on the fact that the
masses of the atomic nuclei are much larger than the ones of the electrons. This
implies a large difference in time scales of their dynamics; the electrons respond
instantaneously to the motion of the nuclei. The decoupling in dynamical evolution
of electrons and nuclei results in a separation of the spectra in such a way that
the electrons are always in their instantaneous ground-state for a given nuclear
configuration. To a high degree the positions of the nuclei can be regarded as
fixed. Vibrations of the nuclei around their equilibrium positions can be treated
adiabatically, leading to a separation of electronic and nuclear parts in full electron-
nuclear wave function. Then the total wavefunction can be written as the product
of the nuclear and electronics parts

Ψ({ri}, {Rα}) = ψRα({ri})Φ({Rα}) (2.3)

where Φ({Rα}) is a function of nuclear coordinates only and ψRα({ri}) is a function
of electron coordinates which parametrically depends on a specific nuclear geometry
{Rα}. Accordingly, at any given instant, the electrons feel a Hamiltonian that
depends on the position of the nuclei at that instant. The essential element of this
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approximation is that applying the nuclear kinetic energy operator to the electronic
wavefunction yields zero, i.e., the derivative of the electronic wavefunction with
respect to the nuclear coordinates is approximated as zero, then∑

α

1
2Mα

∇2
Rα

[
ψRα({ri})Φ({Rα})

]
≈ ψRα({ri})

∑
α

1
2Mα

∇2
Rα

[
Φ({Rα})

]
(2.4)

Accordingly, within this approximation, the Schrödinger equation can be decoupled
into two equations for electrons in a constant field of nuclei and an equation for
nuclei movement. The Hamiltonian for the electronic system becomes

Hel =
∑

i

−1
2

∇2ri + 1
2
∑
i ̸=j

1
|ri − rj|

−
∑

i

∑
α

Zα

|ri − Rα|
(2.5)

The ground-state energy of a system of interacting electrons in the constant field of
fixed nuclei is obtained by solving the electronic Schrödinger equation

Hel ψRα({ri}) = Eel(Rα) ψRα({ri}) (2.6)

where the eigenvalues, Eel(Rα), have a parametric dependence on the particular
nuclear configurations. Once the Eq. (2.6) is solved, one can write down the
Schrödinger equation for the nuclei motion[∑

α

− 1
2Mα

∇2
Rα

+ Eel(Rα) + 1
2
∑
α̸=β

ZαZβ

|Rα − Rβ|︸ ︷︷ ︸
EBO({Rα})

]
Φ({Rα}) = EΦ({Rα}) (2.7)

Therefore, the nuclei move on an effective potential energy surface defined by the
electronic energy. The Born-Oppenheimer energy surface, EBO({Rα}), is defined as
the potential energy of the system, which is a function of nuclear coordinates.

In most cases, the Born-Oppenheimer approximation turns out to be reasonably
accurate, when electronic potential surfaces are well isolated from other surfaces; and
the nuclei displacements are very small from an equilibrium configuration. However
as with any approximation, it has certain limitations. This approximation becomes
problematic when treating excited states and fails to address the effects of degener-
acy, i.e., the coupling between different eigenstates of the electronic Hamiltonian,
known as non-adiabatic coupling. In non-adiabatic cases, two or more potential
surfaces come close energetically or actually intersect one another.37 Although us-
ing the framework suggested by the Born-Oppenheimer approximation leads to the
electronic wavefunction which has only a parametric dependence on the nuclear po-
sitions, however the complexity of solving the electronic Schrödinger equation due
to the electrons-electrons interaction remains. Thereby, additional simplifications
are needed to solve the many body problem.
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2.1.2 Many-body electronic wavefunction

For the simplification of the electronic Schrödinger equation, two branch of ap-
proaches have arisen: wavefunction-based approaches and density functional theory.

The wavefunction-based approaches expand the many electron wavefunction as
a sum of Slater determinants of atomic basis functions. The simplest method of this
type is Hartree-Fock (HF),38 where the many electron wavefunction is approximated
by a single antisymmetrized product wavefunction, i.e., a single Slater determinant
made up of one spin orbital per electron. Employing the variational principle to
minimize the total electronic energy with respect to single electron wavefunction,
under the orthonormality constraint, yields a set of Hartree-Fock equations. The
solutions to the non-linear Hartree-Fock equations behave as if each electron moves
independently of all the others while it is subjected to: (1) the mean field created
by the Coulomb repulsion due to the average positions of all electrons; and (2) the
exchange interaction due to antisymmetrization. Essentially, Hartree-Fock equation
is an eigenvalue problem of an effective single electron Hamiltonian. Although it is
found that the Hartree-Fock method produces reasonable results for many molecular
properties, nevertheless, it has certain limitations because of complete neglection of
correlation between antiparallel spins. For example, a restricted closed shell (doubly
occupied molecular orbitals) HF solution fails to provide a robust description of
reactive chemical events and calculation of dissociation energies in which electron
correlation has a significant role.39

The post Hartree-Fock methods are then developed to improve the accuracy of
HF method by going beyond the ansatz of a single-determinant wavefunction and
considering not only occupied states but also unoccupied atomic orbitals. There ex-
ist two broad categories of such approaches: those based on the variational principle;
as configuration-interaction40/coupled cluster,41–43 and those based on perturbation
theory. Among the latter approaches, the second-order Moller-Plesset perturbation
theory (MP2)44 is the simplest and cheapest method for incorporating electron cor-
relation effects. The common disadvantage of these wavefunction-based correlation
methods is the high scaling of the computational cost. For instance, the scaling of
the computational complexity for MP2 is O(N5), where N is the number of atoms
in molecule; the computational cost scale for the coupled cluster singles and doubles
(CCSD) model is O(N6) and O(N7) for CCSD with perturbative triples correc-
tions. By that means, the application range of these methods is restricted to small
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molecules of rather modest size.45

The second class of theoretical approaches of obtaining an approximate solu-
tion to the electronic Schrödinger equation is based on density functional theory
(DFT). Unlike the previous approach, which deals directly with the many-body
electronic wavefunction, the electron density is used as the fundamental property
in DFT, which depends only on three spatial variables (as opposed to the depen-
dence of electronic wave function to 3N coordinates of N electrons). For this reason,
from computational complexity point of view, the density functional-based meth-
ods are highly attractive for treating large molecular systems. In this method, the
difficult many-body interaction problem is mapped into a system of equations of
non-interacting electrons. The method is described in details, in the following sec-
tions.

2.1.3 Hohenberg-Kohn theorems

Density functional theory is based on two theorems of Hohenberg-Kohn (1964).30

The first Hohenberg-Kohn theorem states:

For systems with a nondegenerate ground-state; the external potential is uniquely de-
termined by the corresponding ground-state electronic density, to within an additive
constant.

The external potential is referred to the last term in Eq. (2.5); the interaction
between electrons in external potential of the fixed nuclei,

Vext =
∑

i

vext(ri) = −
∑

i

∑
α

Zα

|ri − Rα|
(2.8)

The ground-state wavefunction ψ0 for the electronic Hamiltonian, Eq. (2.5), is
completely determined by the number of electrons N and the external potential.
The electronic density n0(r) and N are related through normalization condition,

n0(r) =
∫
dr |ψ0(r)|2 (2.9)

N =
∫
dr n0(r) (2.10)

This theorem as stated above is saying that the ground-state density uniquely deter-
mines the external potential, from which it immediately follows that electron density
also determines the ground-state wave function and all other electronic properties
of the system.
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For the proof, assume two distinct external potentials v1(r) and v2(r) that differ
by more than a constant, with ground-state many body wavefunctions ψ1 and ψ2,
both leading to the same ground-state density. The ground-state energies are

E1 = ⟨ψ1|H1|ψ1⟩

E2 = ⟨ψ2|H2|ψ2⟩
(2.11)

Then, the following inequalities hold

E1 < ⟨ψ2|H1|ψ2⟩ = ⟨ψ2|H2|ψ2⟩ + ⟨ψ2|H1 − H2|ψ2⟩

=E2 +
∫
dr n0(r)[v1(r) − v2(r)]

(2.12)

E2 < ⟨ψ1|H2|ψ1⟩ = ⟨ψ1|H1|ψ1⟩ + ⟨ψ1|H2 − H1|ψ1⟩

=E1 +
∫
dr n0(r)[v2(r) − v1(r)]

(2.13)

Adding Eq. (2.12) to Eq. (2.13) together results in the contradiction

E1 + E2 < E1 + E2 (2.14)

Therefore, the first Hohenberg-Kohn theorem proved by reductio ad absurdum.
The second Hohenberg-Kohn theorem states:

For all ν-representable densities, the one that minimizes the energy functional, E[n(r)],
with a given external potential is the ground state density, n0(r).

The proof relies on a minimum variational principle for the density and following
the direct consequence of the first theorem; so that the ground state energy satisfies
the following inequality

E0 = ⟨ψ0|H|ψ0⟩ ≤ E[n(r)] (2.15)

The Hohenberg-Kohn theorems show that the ground-state energy is then a func-
tional of the ground-state density, from which all properties of the system can be
calculated. But these theorems provide no prescription of how to construct the
functional dependence of energy on the density. One year later, a practical scheme
for approximating the functional energy becomes possible by the work of Kohn and
Sham in 1965.31

2.1.4 Kohn-Sham equations

The Kohn-Sham approach is to replace the difficult interacting many-body system
with a non-interacting auxiliary system, which has the same ground-state density
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as the real, interacting system. Let the one electron orbitals Φi(r) being the eigen-
functions of the set of one-electron Schrödinger-like equations,

HKS Φi(r) = ϵiΦi(r) (2.16)

where the one electron orbitals are called the Kohn-Sham orbitals and the non-
interacting electrons are moving in an effective potential. The kinetic energy and
density are,

TKS[Φ[n]] = −1
2
∑

i

⟨Φi|∇2|Φi⟩ (2.17)

nKS(r) =
∑

i

|Φi(r)|2 (2.18)

where nKS(r) by the Kohn-Sham assumption is equal to the ground-state density,
n(r), of the real system. The Kohn sham energy functional of the non-interacting
system is

EKS[n] = TKS[Φ[n]] + EH [n] + Eext[n] (2.19)

where the electrostatic interactions between clouds of charge distribution is given
by the Hartree energy of the system,

EH [n] = 1
2

∫
drdr′ n(r)n(r′)

|r − r′|
(2.20)

and the interaction between electrons and the external potential provided by a given
configuration of nuclei is

Eext[n] =
∫
dr vext(r)n(r) (2.21)

The difference between the correct energy functional of the many-body interacting
system of Eq. (2.6) and the energy functional of the non-interacting Kohn-Sham
system, EKS[n] in Eq. (2.19) is called as exchange-correlation functional Exc[n] of
the system. The exchange-correlation functional includes; (1) the difference between
the exact electrons-electrons interaction energy and the one for the classical charge
distribution of non-interacting system and (2) the energy difference between the
exact kinetic energy of real system and the one for non-interacting system. The
exact form of this Exc[n] energy functional is unknown, and it is therefore in practice
approximated, that will be discussed in next section.

According to the Hohenberg-Kohn theorem, the electron density that minimizes
the total functional energy is the ground-state density. Applying the variational
principle to total energy functional EKS + Exc under the constraint that the total
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number of electrons has to be conserved and equal to N , and µ as the Lagrange
multiplier yields

δ

δn(r)

[
EKS[n(r)] + Exc[n(r)] − µ

∫
dr n(r)

]
= 0 (2.22)

which is the Euler-Lagrange equation,
δ

δn(r)

[
EKS[n(r)] + Exc[n(r)]

]
= µ (2.23)

To take the derivatives of the energy functionals with respect to the electron density
gives,

δTKS[Φ[n]]
δn(r)

+ vKS(r) = µ (2.24)

in which the effective Kohn-Sham potential is

vKS(r) = vext(r) + vH(r) + vxc(r) (2.25)

where the exchange-correlation potential is defined as

vxc(r) ≡ δExc[n(r)]
δn(r)

(2.26)

Thereby the so-called Kohn-Sham equations, which read[
−1

2
∇2 + vKS(r)

]
Φi(r) = ϵiΦi(r) (2.27)

are then solved by the usual self consistent method, starting with a guess for the
density. Accordingly, one obtains an initial set of Kohn-Sham orbitals, which is then
used to compute an improved density from Eq. (2.18). This iteration is repeated
until the density is converged to within some threshold. On each iterative procedure,
the Kohn-Sham orbitals can be computed either numerically or expressed in terms
of a set of basis set functions. In the latter case, the coefficients in the basis set
expansion are found by the solution of KS equations.

At first glance, the Kohn-Sham equations are very similar to the Hartree-Fock
self consistent one electron equations. In both non-interacting electrons are regarded
as moving in an effective potential. However, the difference between two approaches
is due to the exchange correlation potential term, which contains all the many body
effects.

2.1.5 Exchange-correlation functional

The success behind the density functional theory lies in the fact that the many body
effects can be included via the exchange correlation functional. Nevertheless, the
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challenge for DFT arises to find such a universal functional to fulfill its promise for
description of the quantum nature of the matters. To date, a large number of such
approximations have been developed that can be classified into six major groups; lo-
cal density approximation46 (LDA), generalized gradient approximation47,48 (GGA),
meta-GGA,49,50 hybrid density functionals,51,52 double-hybrid density functionals,53

and range separated density functionals.54–56 These approximations have different
strengths and weaknesses, depending on the molecular systems, and the electronic
properties that are studied.57,58 Here, the first two approximations are discussed in
more details.

Local Density Approximation
The simplest method of describing the exchange-correlation energy of an electronic
system is the local-density approximation. In the LDA, the exchange-correlation
energy for the inhomogeneous system at the point r in space with local density n(r)
is taken to be the same as the one for the uniform electron gas with the same density
n(r),

ELDA
xc [n] =

∫
dr n(r) ϵxc[n(r)] (2.28)

where ϵxc[n(r)] is the exchange correlation energy per electron in a uniform electron
gas that depends locally on the density n(r) at the position r. This approximation
is expected to be valid when the electronic density of the system varies slowly with
the position in space. The LDA functional energy was then calculated, by dividing
the exchange correlation energy per electron into two parts of exchange ϵx[n(r)],
and correlation ϵc[n(r)] energy. The form of the exchange energy for the uniform
electron gas was known due to the work of Dirac.59 The functional for correlation was
determined through Monte Carlo simulation of a uniform interacting electron gas
at several limit of high and low densities,60 which has been parameterized resulting
to a function.47,61

Surprisingly, such simple functional based on uniform electron gas yields results
that reproduce well the experimental ground state properties of many solids. There
is no concrete reason why LDA works well; it can be somehow due to the error
cancelation between the exchange and correlation parts. The advantage of the DFT
with LDA is the high convergence speed in the simulation of a huge number of
atoms. This explains why DFT was first so popular in solid-state physics commu-
nity. It has been shown that the LDA performs quite successfully for determination
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of some molecular properties, particularly equilibrium structures, harmonic frequen-
cies, and charge moments.62 However, it has serious problems in atomic and molec-
ular physics; in molecules where the electron density can vary rapidly over small
region of space; because the LDA ignores corrections to the exchange-correlation
energy due to inhomogeneities in the electron density. It specifically fails to give a
correct description of hydrogen bonds. One way to correct such problems is to build
the exchange correlation functional as a function of both local density and the local
gradient of the density.

Gradient corrections
The behavior of inhomogeneities in the electronic density and deviation from uniform
electron gas can be expressed in terms of the gradient and higher order spatial
derivatives of the total electron density. This improvement leads to the gradient
corrected functionals, in which the gradient of the density as well as the local density
is included in the exchange correlation energy,

Exc[n,∇n] =
∫
dr n(r) ϵxc[n(r),∇n(r)] (2.29)

The gradient expansion (GE) is the most systematic nonlocal extension of LDA that
developed first, in which the lowest Taylor expansion of the uniform density depends
on [∇n(r)]2/[n(r)]

4
3 . However, it did not yield the desired accuracy as expected; it

fails to treat the asymptotic region of system where the density exponentially decays.
The remarkable improvement over GE functionals was made by the introduction of
generalized gradient approximation (GGA), which has eventually received general
acceptance of chemists. GGA functionals can be generically written as

EGGA
xc [n,∇n] =

∫
dr f [n(r),∇n(r)] (2.30)

The freedom for defining the explicit dependence of the integrand f on the density
and its gradient has lead to different version of generalized gradient approximation.
The general form of these functionals can be determined either by fitting to a few
empirical parameters of molecular properties, or using general rules of quantum me-
chanics, and limiting conditions.63 Two most commonly used functionals of this type
are Perdew-Burke-Ernzerhof (PBE),61 and BLYP exchange correlation functionals;
which combines Becke’s 1988 exchange functional48 with the correlation functional
by Lee-Yang-Parr.51 Generally, GGA functionals lead to a number of improvements
over LDA; most importantly they provide a good description of chemical bonds, par-
ticularly the hydrogen bonds, and bond dissociation energy. However, both GGA,
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and LDA functionals present difficulties to describe weakly interacting molecules,
which is beyond the description of a molecule at its equilibrium geometry. This er-
ror arises by formulation of these functionals; equations (2.28), and (2.29) are based
on the local density and on its local derivatives. They imply that an electron at
point r in fragment “a” has no information about the electron at point r′ in remote
fragment “b” (assume there is no overlap of between two fragments). This error has
to be corrected to obtain a proper description of covalent bonding in chemistry, and
transition states.

2.1.6 Dispersion effects

The origin of the van der Waals (vdW) dispersion forces is the interaction of fluctu-
ating charge distribution in one quantum system with those in an adjacent system.
The charge fluctuations in each system with electrons yield an instantaneous polar-
ization, and this sets up an induced dipole in the adjacent quantum system. The
coupling of the fluctuations can be seen from perturbation theory arguments.64–66

The attractive part of the non-relativistic vdW interaction between two molecules
(closed-shell species: all electrons are paired) has the asymptotic form,

E ∼ −C6

r6 (2.31)

where r is the inter-molecular distance, and C6 is the dispersion coefficient. A sum
of interatomic pairwise potentials of the form Eq. (2.31) is then result to the vdW
interaction. This form of potential is divergent in the limit of r → 0, where the
dispersion energy remains finite. This problem is resolved when it is multiplied by
a damping function.

There exist several different approaches based on a pragmatic consideration that
the total DFT energy can be improved by adding to it an inter-atomic potential
energy,

EDF T −D = EDF T + Edisp (2.32)

The most prominent approaches introduced by Grimme,53,67,68 Tkatchenko and
Scheffler (TS)69 as well as Becke and Johnson (BJ).70,71 In the method developed
by Grimme, known as DFT+D2, the dispersion energy is read,

Edisp = −s6
∑
i<j

Cij
6

r6
ij

1
1 + e−d(rij/sRRij−1) (2.33)
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where s6 is the global scaling parameter which has been optimized for each version
of GGA functionals; rij is the distance between the pair of i-th and j-th atoms.
The dispersion coefficient is computed using Cij

6 =
√
Ci

6C
j
6 , where the value of Ci

6

is tabulated for each element in the periodic table. The van der Waals radii Rij is
computed via Rij = Ri + Rj, where Ri is the tabulated van der Waals radii that
combined with the constants sR and d define the behaviour of the damping function.
The DFT-D2 is computationally quite efficient with rather low computation cost.
However, it dose not take into account the dependency of dispersion interactions
on the chemical state and environment. It lacks the dependence on the electron
distribution of atom, which may be influenced by its neighbors, and thereby the
polarizabilities of molecules are ignored. This issue is addressed in DFT-D3, a later
development of the Grimme method, in which the different chemical environment
of atoms are taken into account by employing the coordination numbers; so that
the dispersion coefficients, Cij

6 , are adjusted to the basis of local geometry. The
DFT-D3 also includes triplets of atoms to account for three-body effects. As the
dispersion correction is an additive term to the DFT energy, it does not directly
change the wavefunction, electron density or any other molecular property. However,
the dispersion correction contributes to the forces acting on the atoms, and therefore
geometry optimization with dispersion correction leads to a different geometry.72

The other alternative approach for including dispersion correction within DFT is
known as the van der Waals density functional (vdW-DF),73 in which the non-
locality has built in the exchange correlation functional. This approach is more
accurate but computationally far more expensive than DFT-D type.

2.1.7 Basis set

For solving the electronic structure problem, either within the density functional
theory (through the Kohn-Sham equations) or within wavefunction-based methods
such as the Hartree-Fock and post-Hartree-Fock approaches, one needs to choose
a mathematical representation for the one-electron orbital. The Kohn-Sham equa-
tions are solved self-consistently with the electron density generated by the sum of
orbital densities. The basis functions {η} can be either composed of atomic orbitals
or plane waves.
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Atomic orbitals
Atomic orbitals (AO) are the localized basis functions centered on different atoms.
In the early days of quantum chemistry the so-called Slater type orbitals (STOs)
were used as basis function due to their similarity with the eigenfunctions of the
hydrogen atom. The STOs have the general form,

ηST O = NYlm(Θ, ϕ)rn−1e−ζr (2.34)

where N is the normalization factor, n is the principal quantum number, and Ylm are
the spherical harmonics that describe the angular part of the function. ζ controls
the width of the orbitals; the large ζ gives a tight function, while a small ζ gives
a diffuse function. Such functions that resemble hydrogen atomic orbitals are very
suitable for expanding molecular orbitals as they have a correct shape near and far
from the nucleus (decay like e−ξr). However, from a computational point of view the
exponential part is inconvenient in the course of integrals in the self-consistent field
procedure, which drastically decreases the speed of computation. For this reason,
typically Gaussian type functions, also called as Gaussian type orbitals (GTOs) are
used,

ηGT O = NYlm(Θ, ϕ)r2n−2−le−ζr2 (2.35)

Accordingly, the integrals are much easier to compute because the product of Gaus-
sians are Gaussian; for example, four center integrals can be reduced to one single
center. But a single Gaussian does not accurately reproduce the sharp cusp at
the center of an exponential, neither does it have the correct asymptotic decay.
The GTO inaccuracies can be solved to some extent using linear combinations of
Gaussian orbitals, referred as contracted GTOs (CGTOs) which are defined as,

ηCGT O =
J∑

j=1
NjYlm(Θ, ϕ)r2n−2−le−ζjr2

dj (2.36)

where dj is the the contraction coefficient for the primitive with exponent ζj, and J
is the total number of gaussian primitives used to represent the basis function. A
combination of n Gaussians to mimic an STO is often called as “STO-nG” basis.
The STO-3G basis is the minimal basis set, which contracts three Gaussian primitive
functions to represent one Slater atomic orbital. Increasing the number of primitive
basis functions can enhance the quality of contracted GTO in description of atomic
orbitals. For instance, if two sets of basis functions for the description of each atomic
orbital are employed, it is called “double-ζ” or “double-zeta”. This can be further
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expanded to “triple-ζ”, and “quadruple-ζ”, if three, and four basis functions for each
atomic orbital are used, respectively.

In principle, the core electrons attend less in chemical reaction, and it is mainly
the valence electrons which contribute to the properties such as chemical bonding
or reactivity of chemical systems. Thereby, the so-called “split-valence-type” basis
set can be employed, which treats each core AO with a minimal basis set, and the
valence AOs with a larger basis set. For example, the split-valence double zeta basis
set, 4-31G, employs four gaussian primitives for each core atomic orbital, and two
sets of three and one CGTO functions for each valence orbital. This approach is
also used for larger molecules, which allows to reduce the computational cost.

Including higher angular momentum orbitals, denoted as polarization functions,
can augment the basis sets. For example, the only occupied orbital for the hydrogen
atom is s-type, and if the p-type or d-type basis functions are added to the hydrogen
atom, it is then considered as polarization basis functions. The basis functions with
polarization allow for the atomic electron densities to be polarized, and particularly
give a better representation of the electron density in bonding regions where a dis-
tortion of the atomic orbitals from their original symmetry occurs. Furthermore,
the flexibility of the basis sets can be enhanced by adding extra basis functions (usu-
ally of s-type or p-type) with a small exponent ζ to account for the diffusion effect.
This can be important for an accurate description of electron density far away from
nucleus particularly in anions, and strongly electronegative atoms.72

Plane waves
The other basis function, especially suited for periodic systems in solids are plane
waves (PW). They are by nature periodic, and form a complete orthonormal set
of functions that can be used to expand the wavefunctions. The Bloch’s theorem
facilitates the use of plane waves (PW) as basis functions. According to the Bloch
theorem, it is not necessary to determine the electronic wave function everywhere
in an infinite periodic system, rather it is sufficient to know it in the unit cell. In
neighboring cells, the electronic wave function is exactly the same but for a phase
factor due to the translational symmetry, thus the electronic wave function in a
periodic system can be written as,

ψn,k(r) = un,k(r)eik.r (2.37)

where k is a wave vector, and n is the band index. un,k(r) is arbitrary function but
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always with the periodicity of the primitive cell, i.e.,

un,k(r + R) = un,k(r) (2.38)

for any lattice vector R. Since un,k(r) is a periodic function, it can be expanded in
terms of Fourier series,

un,k(r) = 1√
Ω
∑
G
cn,k,G eiG.r (2.39)

with Ω as the volume of the direct lattice, and G is the reciprocal lattice vector that
satisfies the requirement,

1
2π

|G.R| ∈ N (2.40)

Thereby, the electronic wavefunction is written as a linear combination of plane
waves,

ψn,k(r) = 1√
Ω
∑
G
cn,k,G ei(k+G).r (2.41)

By the use of Bloch’s theorem, the problem of determining the wavefunction over
an infinitely large periodic system has been mapped onto the one of solving for the
wavefunction in terms of an infinite number of possible value for k within the first
Brillouin zone of the periodic cell. In principle, the electronic wavefunction at each
k-point is an infinite discrete plane wave basis set. In practice, the Fourier expansion
of the wave function in Eq. (2.41) is truncated by keeping the maximum value of
plane wave vector for the contribution to the kinetic energy less than a given cut-off
energy,

1
2

|k + G|2 ≤ Ecut (2.42)

For metallic systems, where rapid changes in electronic structure may occur along
the energy band that crosses the Fermi level, a large number of k-points are needed
to sample the first Brillouin zone. The nonmetallic systems are less sensitive to the
quality of k-point sampling, and it is often sufficient to consider only one particular
high symmetry wave vector k = 0, the so called Γ point. The maximum value
for reciprocal lattice vector at Γ point is obtained to be |Gmax| =

√
2Ecut, which

corresponds to a sphere with radius Gmax centered at the origin of the reciprocal
lattice. All reciprocal lattice vectors inside this sphere are included into the basis
set. The truncation of the basis set at a finite cutoff energy will lead to an error in
the computed total energy and its derivatives, which can be reduced by increasing
the value of the cutoff energy in systematic way. In principle, the cutoff energy
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should be increased until the calculated total energy converges within the required
tolerance.

In contrast to the Gaussian basis functions, the plane waves are orthonormal and
site independent and hence are free of basis set superposition errors. Total energies
and forces on the atoms can be calculated using computationally efficient fast Fourier
transform techniques, which transform a physical quantity from real-space (R-space)
to reciprocal-space (G-space). A major disadvantage of PWs over atom-center basis
function is that tens or hundreds of thousands of basis functions must be used to get
the same level of accuracy as can be obtained with a few hundred Gaussian basis
functions. Specifically, a huge number of plane waves are needed to describe regions
of high electronic density near atomic cores that leads to the necessity for employing
pseudopotentials as will be described in the next section.

2.1.8 Pseudopotential approximation

The plane wave basis set is poorly suited to be used directly for expanding the elec-
tronic wave function in Kohn Sham formalism since an extremely large number of
them are required to expand the tightly bounded core orbitals, and to follow the
rapid oscillations from the atomic valence orbitals in this core region. The oscilla-
tions of valence orbitals maintain the orthogonality to the core orbitals, which is
required by the exclusion principle. However, it is generally the valence electrons,
which actively participate in determining the chemical and physical properties to a
much greater extent than the core electrons. It is therefore convenient to approxi-
mate the deep core electrons to be “frozen” in their configuration, and to remove all
core-electron degrees of freedom. This is done by replacing the strong ion-electron
potential by a weaker “pseudopotential”. Thereby a considerable simplification of
the computational effort is achieved as the integrals arising from core orbitals are
avoided and substituted by corresponding pseudopotential integrals.

In the pseudopotential approach, only the valence electrons are explicitly con-
sidered, and the all-electron wave function inside the core region is replaced by a
function, which behaves much more smoothly as it has no radial nodes in this region.
These new functions are pseudo wavefunctions. The pseudoptential is constructed
such that its scattering properties for the pseudo wavefunctions to be the same as
the true wavefunctions outside the localized core region which is defined by a certain
core radius. The scattering at the core will be different for each angular momen-
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tum of the valence wavefunction, and therefore the pseudopotential must be angular
momentum dependent. This type of pseudopotential is called non-local pseudopo-
tential, with different projector for different angular momentum components. A
local pseudopotential is independent of the angular momentum, and is a function
of the distance from the nucleus. One further important criteria is known as norm-
conservation, which states that the all-electron valence wavefunction and the pseudo
valence wavefunction inside the core region must have the same norm to guarantee
that both wavefunctions generate identical electron densities in the outside region.
Next to this condition, a suitable pseudopotential should be capable of describing
the scattering due to the ion in a variety of atomic environments, a property re-
ferred to as transferability. The other desired key property is referred to as softness,
which means the softer the pseudopotential is, the smoother the pseudovalence,
and consequently a smaller number of plane wave is required to expand the pseudo
wavefunction. These properties are closely related to the cutoff radius, and compete
with each other. The smaller the value of core radius, the more transferable the
potential is. However, the larger cutoff radius results in the softer pseudopotentials,
and therefore, a compromise has to be made between the two properties.

The general form of norm-conserving pseudopotential is written as,

V PS(r) = V PS
loc (r) +

lmax∑
l=0

V PS
nl,l (r)Pl (2.43)

where Pl is a projection operator on the angular momentum,

Pl =
m=+l∑
m=−1

|l,m⟩⟨l,m| (2.44)

with the spherical harmonics l,m⟩. In Eq. (2.43), V PS
loc (r) is the local radial part of

pseudopotential, which is usually chosen with the largest value of angular momentum
that is occupied in the reference configuration,

V PS
loc (r) = V PS

l=lmax
(r) (2.45)

for which a pseudopotential is generated. The nonlocal radial part of pseudopoten-
tial, V PS

nl,l (r) is defined as a difference between the original l-dependent pseuodopoten-
tial V PS

l (r), and the local part of the pseudopotential. The form of pseudopotential
defined in Eq. (2.43) is called semilocal because V PS(r) is still a local operator with
respect to the radius r, and it is only nonlocal in the angular coordinates. There
exist several versions of this class of pseudopotential, which differ from one another
by the expressions for the local and non-local functions.74–81
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2.1.9 Nudged elastic band method for finding minimum

energy path

The minimum energy configuration of a system can be found by performing the
electronic structure calculation within density functional theory, as reviewed in pre-
vious sections. However, another method needs to be employed for determination
of the minimum energy path (MEP) taken by a group of atoms from one stable
configuration to another. The MEP is defined as a path in coordinate space, which
connects two points on a potential surface of the lowest possible energy by passing
the saddle point of the PES. This path follows the direction of steepest decent from
saddle point downhill to the two adjacent minimums. Such path is frequently used
to define a “reaction coordinate” for transitions in chemical reactions, changes in
conformation of molecules, or diffusion process in solids.

Many different methods have been proposed for finding the MEPs and saddle
points on high dimensional PESs. They are always dealing with some kind of maxi-
mization of one degree of freedom and minimization in the other degrees of freedom,
followed by the definition of saddle point; a point at which the potential has been
maximized along the direction of lowest curvature, and minimized in all other di-
rections. The strategy of traditional methods, referred as “mode following”, is to
climb up the potential energy surface from a minimum by following the local nor-
mal modes to find saddle points without using any knowledge of the final states.
This type of methods are the rational function optimization methods, which uses
the second derivative matrix of the potential energy with respect to the nuclear
coordinates, the so called Hessian matrix, so as to find the local normal modes of
the potential energy surface. Each step in this procedure requires evaluation and
inversion of the Hessian matrix, which is often very costly, particularly at the level
of density functional theory calculations; and is therefore limited to rather small
systems. Accordingly, the methods that only require potential energy and its first
derivative with respect to the atom coordinates, i.e, the force on the system, are
computationally more feasible.82

Other methods make use of a two point boundary condition to find a MEP
between a pair of stable states, i.e. both the initial and final configuration which
are local minima on the potential energy surface are required. The chain-of-states
is the recent class of two point methods which has been developed. There, a chain
of images of the system between the two end point configurations is generated and
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all the intermediate images are optimized simultaneously. After an optimization
calculation acting on all band of images, the images lie near the MEP. An important
aspect of this type of methods is that parallel computers or a cluster of networked
computers can be used very efficiently for finding the MEP, in contrast to those
that are based on a sequential “walk” along the potential energy surface.83–93 The
following part describes the theoretical basis of the “Nudged Elastic Band” (NEB)
method,26,27,92 which is an example of chain-of-states methods and some extensions
of it, referred as the “Climbing Image Nudged Elastic Band” (CINEB) method.28

In chain-of-states methods, discrete sequence of images consisting of two fixed
end points and N − 1 intermediate movable images of the system are connected
together to trace out the minimum energy path. The images are connected by
springs to ensure a quasi-equal spacing along the pathway. An elastic band of
images can be denoted by [R0,R1,R2, . . . ,RN ] where N − 1 intermediate images
are adjusted by the optimization algorithm, while both end points R0, and RN are
fixed. The straightforward approach is to construct an object function defined as,

S(R1, . . . ,RN) =
N−1∑
i=1

V (Ri) +
N∑

i=1

k

2
(Ri − Ri−1)2 (2.46)

with spring constant k, and to minimize the object function with respect to the
intermediate images while keeping the end point images fixed. This is called as plain
elastic band method (PEB), which made up N − 1 beads and N spring constants.
But this band fails in most of situations to provide the MEPs. This is due to two
problems known as “corner-cutting”: the spring forces tend to prevent the band
following a curved minimum energy path; and “sliding-down”: the true forces along
the path causes the images to slide down from high energy regions towards the end
points, thereby giving lowest resolution in the region of the saddle point, where they
are most needed. Both problems can be solved by projecting out the component
of the spring force perpendicular to the path, and the parallel component of the
true force coming from the interaction between atoms in the system. To make
these projections, the tangent to the path at each image, and every iteration during
minimization has to be estimated in order to decompose the true force and spring
forces into two components of perpendicular and parallel to the path, respectively.
The force acting on image i is given by,

Fi = −∇(Ri) + Fs
i (2.47)

where the first term is the gradient of the energy with respect to the atomic coordi-
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nates in the system at image i, and second term is the spring force acting on image
i, defined as,

Fs
i ≡ ki+1(Ri+1 − Ri) − ki(Ri − Ri−1) (2.48)

The tangent at an image i is estimated from two adjacent images along the path,
Ri+1 and Ri−1, using the normalized line segment between two images,

τ̂i = Ri+1 − Ri−1

|Ri+1 − Ri−1|
(2.49)

but a better way is to bisect the two unit vectors,

τi = Ri − Ri−1

|Ri − Ri−1|
+ Ri+1 − Ri

|Ri+1 − Ri|
(2.50)

and then normalize τ̂ = τ/|τ |; which ensures the images are equally spaced even in
high curvature regions. The force on each image should only contain the parallel
component of the spring force, and perpendicular component of the true force;

Fi = −∇(Ri)⊥ + (Fs
i )|| (2.51)

where the perpendicular component of the gradient (true force) is obtained by sub-
tracting out the parallel component,

∇(Ri)⊥ = ∇(Ri) − ∇(Ri).τ̂i (2.52)

and the spring force parallel to the band is given by,

(Fs
i )|| =

[
ki+1(Ri+1 − Ri) − ki(Ri − Ri−1)

]
.τ̂i (2.53)

The images along the band are then relaxed to the minimum energy path through
the force projection scheme defined in Eq. (2.51). This force projection is referred to
as “nudging”, because the spring forces act only along the band, and the potential
forces act only perpendicular to the band. These force projections guarantee the
decoupling between the dynamics of the path from the chosen discretization for
the path. In fact, the spring forces only control the distribution of images within
the path as it has no component perpendicular to the path to interfere with the
relaxation of the images. Thereby, the convergence to the minimum energy path
is independent from the spring stiffness, and the choice of the spring constant is
quite arbitrary. The minimization of an elastic band under such force projection is
called Nudged Elastic Band (NEB), and when it combines with the bisection of the
tangent, it is referred as the “Bisection-Nudged Elastic Band” (B-NEB) method.
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The estimation of the tangent within B-NEB method turned out to be inefficient,
especially when the covalent bonds are broken and formed. In such cases, the path
forms kinks and convergence to the MEP may never be reached. This occurs because
the force along the minimum energy path is large compared to the restoring force
perpendicular to the path. This problem is then solved by improving the estimation
of the local tangent at each image, as is described in the following.

The tangent at an image i is defined by a vector between the image and the
neighboring image with the higher energy,

τi =


τ+

i if Ei+1 > Ei > Ei−1

τ−
i if Ei+1 < Ei < Ei−1

(2.54)

where
τ+

i = Ri+1 − Ri and τ−
i = Ri − Ri−1 (2.55)

and Ei = E(Ri). In special cases that the image i is at maximum or minimum,
the tangent is taken to be a weighted average of the vectors to the two neighboring
images. If the image i is at a maximum Ei+1 < Ei > Ei−1, or at a minimum
Ei+1 > Ei < Ei−1, the tangent is defined,

τi =


τ+

i ∆Emax
i + τ−

i ∆Emin
i if Ei+1 > Ei−1

τ+
i ∆Emin

i + τ−
i ∆Emax

i if Ei+1 < Ei−1

(2.56)

where

∆Emax
i =max(|Ei+1 − Ei|, |Ei−1 − Ei|)

∆Emin
i =min(|Ei+1 − Ei|, |Ei−1 − Ei|)

(2.57)

Including this modification in the estimate of tangent to path is referred as “Im-
proved Tangent-Nudged Elastic Band” (IT-NEB) method.94

Although the IT-NEB method provides a smooth convergence, however it results
in the low resolution of the barrier near to the saddle point, and the interpolation
gives an underestimation of the activation energy barrier. This happens because
all the intermediate images between two end points are kept equal in distance, and
therefore one needs to sample the MEP with numerous intermediate images in be-
tween to get a better resolution near the saddle point. However, a small modification
to the regular nudged elastic band, referred as to “Climbing Image Nudged Elastic
Band” (CI-NEB) method,28 has solved this issue. There, after one or a few relax-
ation steps of IT-NEB, the image with the highest energy is made to climb up to
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converge on the highest saddle point. This is done by removing the spring force
acting on this image, and including the inverted true force at this image along the
tangent. The total force at this image is not given by Eq. (2.51) but rather by,

Fmax
i = −∇(Rmax

i )⊥ + 2∇(Rmax
i )|| (2.58)

Therefore, the climbing image does not feel the spring forces along the band,
and accordingly the spacing of images on either side of this image will differ. In this
way, the inverted component of the true force drives this image right to the saddle
point along the band, and its convergence results to the activation energy precisely
with insignificant additional computational effort.

In this work, the CI-NEB method within density functional theory, implemented
in CP2K95 code, is employed to evaluate the rotational potential energy surfaces of
the methyl rotors. Once the PES of the methyl rotors is known, the rotational energy
levels are obtained by the numerical solution of the corresponding time independent
Schrödinger equation, as will be discussed in next sections.

2.1.10 Numerical wavefunction of 1-Dimensional CH3 ro-

tors

The dynamics of a methyl group can be represented by a one-dimensional rotor with
one single rotational angle. The quantized rotational energy levels of the methyl ro-
tor are calculated under the assumption that the environment can be represented
by a potential, which is a function of methyl rotational angle. The rotor levels are
given by the solution of the one-dimensional time independent Schrödinger equa-
tion. Although, the majority of the experimental spectra can be explained within
single methyl rotation; however there exists systems whose their experimentally mea-
sured multiplet tunneling peaks arising from one crystallographically distinct methyl
groups are beyond one single rotor description. In such cases, rotor-rotor coupling
should be taken into account, and therefore the two-dimentional Schrödinger equa-
tion with a coupling rotational potential as a function of two rotational angles has
to be solved. Here, the methods used for solving numerically the one- and two-
dimensional Schrödinger equation are discussed, follows the notations of the main
references. In the context of this work, the variables x and y stand for the rotational
angles, and the mass m is replaced by the moment of inertia, I, for three protons of
the methyl rotor.
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One dimensional Schrödinger equation
Since Erwin Schrödinger formulated his famous equation 90 years ago, there have
been various analytical and numerical methods proposed for the solution of this
central quantum mechanics equation. The numerical approaches to one-dimensional
solutions are being for example, finite difference method,96 b-spline,97 the Fourier
grid representation,98 the shooting method,99 and Numerov method.34 They differ
in the level of accuracy, computational speed, and the simplicity of their represen-
tations. In this work, the matrix representation of the Numerov method is used for
the calculation of energies and wavefunctions, in which the kinetic energy operator
is discretized on a lattice and the potential energy operator is a diagonal matrix of
the potential energy evaluated at each lattice point. The high-accuracy solutions
are obtained using the matrix diagonalization.

The Numerov method, developed by the Russian astronomer Boris Vasil’evich
Numerov, is a specialized integration method for numerically integrating ordinary
differential equations of second-order, in which the first-order term does not appear.
An example of such differential equations is the time-independent one-dimensional
Schrödinger equation,

− ℏ2

2m
d2ψ(x)
dx2 + V (x)ψ(x) = Eψ(x) (2.59)

where ψ(x) is the wavefunction, and V (x) is the potential energy. This equation
can be rewritten of the form,

ψ(2)(x) = f(x)ψ(x) (2.60)

where

ψ(n) = dn

dxn
ψ(x)

f(x) = −2m
ℏ2 [E − V (x)]

(2.61)

A Taylor series expansions of the wave function ψ(x) gives,

ψ(x± h) = ψ(x) ± hψ(1)(x) + 1
2!
h2ψ(2)(x) ± 1

3!
h3ψ(3)(x) + 1

4!
h4ψ(4)(x) + . . . (2.62)

where xn = x0 +nh and h is the spacing between points in the grid. It follows that,

ψ(x+ h) + ψ(x− h) = 2ψ(x) + h2ψ(2)(x) + 1
12
h4ψ(4)(x) +O(h6) (2.63)
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To rearrange the above equation, the second derivative of the wave function can be
written as,

ψ(2)(x) = ψ(x+ h) + ψ(x− h) − 2ψ(x)
h2 − 1

12
h2ψ(4)(x) +O(h4) (2.64)

In order to evaluate the term involving the 4th derivative in Eq. (2.64), act on Eq.
(2.60) with (1 + 1

12h
2 d2

dx2 ),

(1 + 1
12
h2 d

2

dx2 )
[
ψ(2)(x)

]
= (1 + 1

12
h2 d

2

dx2 )
[
f(x)ψ(x)

]
(2.65)

which gives

ψ(2)(x) + 1
12
h2ψ(4)(x) = f(x)ψ(x) + 1

12
h2 d

2

dx2

[
f(x)ψ(x)

]
(2.66)

Substituting Eq. (2.66) into Eq. (2.64),

f(x)ψ(x) + 1
12
h2 d

2

dx2

[
f(x)ψ(x)

]
= ψ(x+ h) + ψ(x− h) − 2ψ(x)

h2 +O(h4) (2.67)

The second term in the above equation can be evaluated by using finite difference
formula. This introduces an error of order O(h2), but since it is multiplied by h2

when substituted in Eq. (2.67), the accuracy of O(h4) is preserved,

d2

dx2

[
f(x)ψ(x)

]
= f(x+ h)ψ(x+ h) + f(x− h)ψ(x− h) − 2f(x)ψ(x)

h2 + O(h2)
(2.68)

Substituting Eq. (2.68) into Eq. (2.67) yields an equation to O(h4),

f(x)ψ(x)+f(x+ h)ψ(x+ h) + f(x− h)ψ(x− h) − 2f(x)ψ(x)
12

= ψ(x+ h) + ψ(x− h) − 2ψ(x)
h2

(2.69)

This can be rearranged into the form,

ψi+1 + ψi−1 − 2ψi

h2 = 1
12
fi+1ψi+1 + 10

12
fiψi + 1

12
fi−1ψi−1 (2.70)

where

fi−1 ≡ f(x− h), fi ≡ f(x), fi+1 ≡ f(x+ h)

ψi−1 ≡ ψ(x− h), ψi ≡ ψ(x), ψi+1 ≡ ψ(x+ h)
(2.71)

Recall from Eq. (2.61) that,

fi−1 = −2m
ℏ2 (E − Vi−1), fi = −2m

ℏ2 (E − Vi), fi+1 = −2m
ℏ2 (E − Vi+1) (2.72)
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Therefore, the Schrödinger equation can be written into the form,

− ℏ2

2m
ψi−1 − 2ψi + ψi+1

h2 + Vi−1ψi−1 + 10Viψi + Vi+1ψi+1

12
= E

ψi−1 + 10ψi + ψi+1

12

(2.73)

If ψ is represented as the column vector (. . . , ψi−1, ψi, ψi+1, . . . ), and defining ma-
trices,

A = (I−1 − 2I0 + I1)
h2

B = (I−1 + 10I0 + I1)
12

V =diag(. . . , Vi−1, Vi, Vi+1, . . . )

(2.74)

where Ip is a matrix of 1s along the pth diagonal, and zeros elsewhere; this becomes
the matrix representation of the one-dimensional Schrödinger equation,

− ℏ2

2m
Aψ +BV ψ = EBψ (2.75)

and multiplying by B−1 gives,

− ℏ2

2m
B−1Aψ + V ψ = Eψ (2.76)

where the first term is the Numerov representation of the kinetic energy opera-
tor. On an N -point grids, the boundary conditions are implemented by taking the
square matrices A and B to be N × N , which effectively implied to a boundary
condition ψ0 = ψN+1 = 0. The periodic boundary conditions can be applied by
A1,N = AN,1 = 1/d2 and B1,N = BN,1 = 1/12. An in-house Fortran code is de-
veloped to solve the Hamiltonian, Eq. (2.76), with the calculated one-dimensional
rotational potential of methyl rotor from DFT to obtain the eigenvalues and eigen-
functions.

Two-dimensional Schrödinger equation
For solving a two dimensional Schrödinger equation, there are variational and finite
difference methods. In the variational methods, a trial wavefunction composing of
many terms is used, and the coefficients are found such that the expectation value
of the energy is minimized. Such types of methods are complicated as they lead
to the evaluation of difficult integrals. In the finite difference methods, a mesh of
points dots the space with a fixed local distance between adjacent points, and the
discrete solution is sought at each point of the mesh. The basic idea is to replace
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the continues partial differential equation with a discrete approximation using the
Taylor expansion, such that the Schrödinger equation is reduced to a set of linear
equations. In this approach, the two-dimensional problem can be treated by the
discretization of either both variables x and y at once100–102 or one by one.35 In the
latter approach, which is employed in this work, the two dimensional problem is
first partially discretized with respect to one variable and then the partial differen-
tial equation is transformed into a system of ordinary differential equations of the
second order that can be solved by the classical Numerov method,35 described in
the previous section, or the other methods such as the exponentially fitted103 and
the trigonometrically fitted modified Numerov method.104

The two dimensional time independent Schrödinger equation is defined as,

− 1
2
∂2ψ(x, y)
∂x2 − 1

2
∂2ψ(x, y)
∂y2 + V (x, y)ψ(x, y) = Eψ(x, y) (2.77)

where E is the energy eigenvalue, V (x, y) is the potential, and ψ(x, y) the wavefunc-
tion. For the sake of simplicity, this equation is written in atomic units, where ℏ and
m are set to one. Both variables x and y are considered in the interval [−Rx, Rx]
and [−Ry, Ry], respectively. The boundary conditions are defined as,

ψ(x,−Ry) = 0 and ψ(x,Ry) = 0

ψ(−Rx, y) = 0 and ψ(Rx, y) = 0
(2.78)

As it was pointed out before, the partial discretization is first applied with respect
to the y variable,

−Ry = y−N , y−N+1, . . . , y−1, y0, y1, . . . , yN−1, yN = Ry (2.79)

where yj+1 − yj = hy = Ry/N . Using the Taylor series expansions of the wave
function, the second partial derivative of the wave function can be approximated as,

∂2ψ

∂y2 = ψ(x, yj+1) − 2ψ(x, yj) + ψ(x, yj−1)
h2

y

(2.80)

Substituting the Eq. (2.80) into Eq. (2.77) gives,

∂2ψ

∂x2 = − 1
h2

y

ψ(x, yj+1) − 2
[
E − V (x, yj) − 1

h2
y

]
ψ(x, yj) − 1

h2
y

ψ(x, yj−1) (2.81)

with
ψ(−Rx, yj) = 0 and ψ(Rx, yj) = 0 (2.82)
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for j = −N+1, . . . , 0, . . . , N−1. The vector Ψ(x) with k = 2N−1 length is defined
as,

Ψ(x) =



ψ(x, y−N+1)
ψ(x, y−N+2)

...
ψ(x, y0)

...
ψ(x, yN−2)
ψ(x, yN−1)


k×1

(2.83)

Then the Eq. (2.77) can be written as,

∂2Ψ
∂x2 = −S(x)Ψ(x) (2.84)

with Ψ(−Rx) = 0, and Ψ(Rx) = 0, and S(x) as a k × k matrix,

S(x) = 2EI − 2V (x) + 1
h2

y

M (2.85)

In the above equation, V (x) is a diagonal k × k matrix with diagonal elements,

V (x, y−N+1), V (x, y−N+2), . . . , V (x, yN−1) (2.86)

and the matrix M is tridiagonal with diagonal elements −2 and off diagonal elements
1.

Turn to the discretization with respect to the other variable; the variable x is
taken in the interval [−Rx, Rx] with boundary conditions Ψ(−Rx) = 0 and Ψ(Rx) =
0;

−Rx = x−N , x−N+1, . . . , x−1, x0, x1, . . . , xN−1, xN = Rx (2.87)

where xj+1 − xj = hx = Rx/N .
In previous section, it is shown that the classical Numerov method for ordinary

differential equations of the form d2ψ(x)/dx2 = f(x)ψ(x) yields,

ψn+1 + ψn−1 − 2ψn = h2
[
b0fn+1ψn+1 + b1fnψn + b0fn−1ψn−1

]
(2.88)

where the coefficients are,

b0 = 1
12

and b1 = 10
12

(2.89)

To apply Eq. (2.88) to Eq. (2.84),

ψn+1 + ψn−1 − 2ψn = −h2
x

[
b0Sn+1ψn+1 + b1Snψn + b0Sn−1ψn−1

]
(2.90)
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and substitution of S(x) from Eq. (2.85) into the above equation leads to the fol-
lowing generalized eigenvalue problem,

ψn+1 + ψn−1 − 2ψn =

−2h2
xE(b0Ψn+1 + b1Ψn + b0Ψn−1)

+2h2
xE(b0Vn+1Ψn+1 + b1VnΨn + b0Vn−1Ψn−1)

−b0
h2

x

h2
y

M(Ψn+1 + Ψn + Ψn−1)

(2.91)

Eq. (2.91) can be represented in terms of matrices,

AΨ = −2h2
xEBΨ + 2h2

xBVΨ − h2
x

h2
y

CBΨ (2.92)

To rearrange the above equation, the final general form of eigenvalue equation ob-
tained as,

− 1
2h2

x

B−1AΨ − 1
2h2

y

B−1CBAΨ + VΨ = EΨ (2.93)

where Ψ is a k2 = (2N − 1)2 length vector,

Ψ = (Ψ−N+1,Ψ−N+2, . . . ,Ψ0, . . . ,ΨN−1)T (2.94)

and the matrices A, C, and B are defined as,

Ak2×k2 = Pk×k ⊗ Ik×k

Ck2×k2 = Ik×k ⊗ Pk×k

Bk2×k2 = Qk×k ⊗ Ik×k

(2.95)

where the matrix elements of the I, P, and Q are,

Ik×k =



1 0 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
... ... ... . . . ...
0 0 0 . . . 1


k×k

(2.96)

Pk×k =



−2 1 0 . . . 0
1 −2 1 . . . 0
0 1 −2 . . . 0
... ... ... . . . ...
0 0 0 . . . −2


k×k

(2.97)

32



Qk×k =



b1 b0 0 . . . 0
b0 b1 b0 . . . 0
0 b0 b1 . . . 0
... ... ... . . . ...
0 0 0 . . . b1


k×k

(2.98)

The potential in Eq. (2.93) is a diagonal matrix that has blocks as,

Vk2×k2 =



V (x−N+1)
k×k

0 0 . . . 0

0 V (x−N+2)
k×k

0 . . . 0

0 0 V (x−N+3)
k×k
. . . 0

... ... ... . . . ...
0 0 0 . . .V (xN−1)

k×k


(2.99)

The matrix elements of the first block, for instance, are defined as

V (x−N+1)
k×k

=



V (x−N+1, y−N+1) 0 0 . . . 0
0 V (x−N+1, y−N+2) 0 . . . 0
0 0 V (x−N+1, y−N+3). . . 0
... ... ... . . . ...
0 0 0 . . .V (x−N+1, yN−1)


(2.100)

The periodic boundary conditions are then applied using the same hints given for
solving one-dimensional equation within Numerov method;34 i.e., P1,k = Pk,1 = 1,
and Q1,k = Qk,1 = b0. These matrices are real, symmetric, sparse, and very large
even for small value of N , for example; k2 × k2 = 9801 × 9801 for N=50. Therefore,
they have to be treated as sparse matrices in terms of storage and computational
cost.

An in-house Python105,106 code is developed to construct and solve the Eq. (2.93)
with the two dimensional DFT energy profile of methyl rotors. In the next two
chapters, the quantum rotational levels of methyl rotors will be discussed in details.

2.2 Ab-initio Molecular Dynamics approach combined with

semiclassical method

The other alternative approaches to the calculation of tunneling splittings are pro-
vided by the application of the correspondence principle, which states that the
laws of quantum mechanics must reduce to those of classical mechanics in the limit
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ℏ → 0. One such semiclassical method is the WKB approximation, after G. Wentzel,
H. A. Kramers and L. Brillouin.13–15 In the WKB approximation the wavefunction
is constructed in the classically-allowed and forbidden regions separately, which
are then matched at the so-called classical “turning-points”. The wavefunction is
proportional to eiS(x)/ℏ, in which the high orders of ℏ in S(x) are neglected and
S(x) =

∫
dx
√

2m[E − V (x)] is the classical action, which becomes imaginary in
classically-forbidden regions. In such manner the WKB approximation extends clas-
sical mechanics to treat tunneling phenomena.17,20 However, easy application of this
method is restricted to one-dimensional problem. There do exist the multidimen-
sional semiclassical theories that describe how classical trajectories tunnel, e.g., the
instanton theory as will be reviewed in section 2.3 and the Makri-Miller19 model
of tunneling, which can be implemented in a classical trajectory simulation of full
molecular dynamics. In the latter approach, the classical trajectory evolving in one
classically-allowed region of space will, at specific times, have a probability for mak-
ing an instantaneous transition to another allowed region of space. The probability
of tunneling through the barrier is calculated under the WKB approximation.

In a study done by Ootani et al.,18 the semiclassical Makri-Miller approach is
combined with ab-initio molecular dynamics (AIMD) to estimate tunneling split-
ting in polyatomic molecules. In the AIMD, the nuclear motions are evolved by
integrating the Newton’s equation of motion, while forces acting on the nuclei are
computed from electronic structure calculations that are performed “on-the-fly”, as
the molecular dynamics trajectory is generated. In this way, the electrons are treated
quantum mechanically, while the nuclear motion is treated by classical mechanics.
The Makri-Miller19 model of tunneling is therefore combined with the AIMD to
include the quantum effects associated with the nuclear motion and tunneling.

This approach is examined by reproducing the results for the estimation of tun-
neling splitting in the umbrella inversion of Ammonia. The obtained results, given
in Appendix D, are in good agreement with those of Ootani et al.18 The following
sections present the basic concepts of the method.

2.2.1 Wentzel-Kramers-Brillouin (WKB) approximation

In general, the WKB approximation is a method for finding approximate solutions
to the linear, second order differential equations with spatially varying coefficients;
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a class that includes the time independent one-dimensional Schrödinger equation,

− ℏ2

2m
d2ψ

dx2 + V (x)ψ = Eψ (2.101)

in which the particle moves along a slowly varying one-dimensional potential V (x).
The fact that the potential is “slowly varying” means that the local wave number,

k(x) = 1
ℏ

√
2m[E − V (x)], (2.102)

is expected to change only slightly over one de Broglie wave length, λ. The criterion
of validity for the WKB approximation is written as∣∣∣∣∆kk

∣∣∣∣ ≈
∣∣∣∣k′λ

k

∣∣∣∣ =
∣∣∣∣ k′

k2

∣∣∣∣ ≪ 1 (2.103)

where ∆k = |k(x+λ/2)−k(x−λ/2)| is the variation of the local wave vector. In the
other words, the potential must change slowly in comparison with the wavelength λ
in a way that it is essentially constant over many wavelengths.

The WKB ansatz for the wave function is,

ψ(x) = Ae
i
ℏS(x) (2.104)

where A is an arbitrary constant and S(x) is a complex function. Inserting the
ansatz of Eq. (2.104) into the Schrödinger equation gives,

(dS
dx
)2

− iℏ
d2S

dx2 − k2(x)ℏ2 = 0 (2.105)

where,
k2(x) = 2m

ℏ2 [E − V (x)] (2.106)

The Eq. (2.105) is the Hamilton-Jacobi equation in quantum mechanics, which
reduces to the classical Hamilton-Jacobi equation in the limit ℏ → 0. So far,
no approximation has been made, and this equation is equivalent to the original
Schrödinger equation. However, this is a non-linear equation which is in fact more
complicated than the original Eq. (2.101) itself, and hence has to be solved approx-
imately. In the WKB approximation, ℏ is treated as a parameter of smallness and
expand the function S(x) in power series of ℏ,

S(x) = S0(x) + ℏS1(x) + ℏ2S2(x) + . . . (2.107)

Usually the first two terms of the expansion are kept, i.e.,

S(x) = S0(x) + ℏS1(x) (2.108)
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which leads to the so called the first-order WKB approximation. Substituting Eq.
(2.108) into Eq. (2.105) gives,

(dS0(x)
dx

)2
− k2(x)ℏ2 +

[
2dS0(x)

dx
dS1(x)

dx − i
d2S0(x)

dx2

]
ℏ = 0 (2.109)

in which the higher powers of ℏ are neglected. For the above equation to be valid,
the coefficient of each power of ℏ must vanish separately, therefore,

(dS0(x)
dx

)2
− k2(x)ℏ2 = 0 (2.110)

and
2dS0(x)

dx
dS1(x)

dx − i
d2S0(x)

dx2 = 0 (2.111)

From Eq. (2.110),

S0(x) = ±
∫

dx ℏk(x)

= ±
∫

dx
√

2m(E − V (x))
(2.112)

and when the above result for S0(x) is inserted into Eq. (2.111),

S1(x) = i

2
ln(k(x)) (2.113)

Putting all together, the first-order of the linearly independent WKB wave functions
are

ψ
(1)
W KB(x) = 1√

k(x)

[
C1exp

(
+i
∫

x
dx′ k(x′)

)
+ C2exp

(
−i
∫

x
dx′ k(x′)

)]
(2.114)

In the classically-allowed region, where E > V (x), the local wave number is real,
and the wavefunction is an oscillatory function of x. In the classically-forbidden
region, where E < V (x), the local wave number is imaginary, i.e., k(x) = iγ(x); and
the wavefunctions exponentially decay, and have the asymptotic behavior.

The Eq. (2.114) gives an approximate solution to the one-dimensional Schrödinger
equation in any region in which the condition of validity, Eq. (2.103), holds. The
method fails if k(x) changes too rapidly or if it is zero, which occurs at the border of
two classically-allowed and forbidden regions, i.e., at the turning points as the clas-
sical particle has zero speed. This is a serious difficulty because the wave function
diverges at the turning points and the usual procedure of matching wavefunctions
and their derivatives cannot be followed. A fairly complex matching formalism of
the wave functions in the classically-allowed and forbidden regions at turning points

36



has been developed that yields the connection formulas and WKB quantization
condition.107–110

In the classical framework, a particle which hits the barrier is always transmit-
ted or reflected, determined by whether the particle’s kinetic energy is greater or
less than the barrier height. But whereas in quantum mechanics there is a prob-
ability that a particle, which is represented by a wavefunction, can penetrate the
barrier and appear on the other side even if its energy is less than the potential
energy. By convention, the tunneling probability of a particle with the total energy
E through the barrier is defined as the ratio of the transmitted current density to
the incident current density. Accordingly, the most common WKB expression for
tunneling probability is obtained as,

TW KB(E) = e−2θ (2.115)

with
θ = exp

[1
ℏ

∫ x2

x1
dx
√

2m(V (x) − E)
]

(2.116)

where x1 and x2 are the classical tuning points, and x1 − x2 corresponds to the
barrier length. It should be stressed that this expression is only valid if the energy
is not near or above the top of the barrier (E ≪ V (x)). This equation shows the
explicit exponential sensitivity of the tunneling effect to the mass of the particle and
the shape of potential energy surface.

The tunneling probability in one-dimensional systems can be estimated using
the WKB expression, in which the particle reaches the turning point at a constant
position with a constant time interval. But in multidimensional systems, due to
the energy transfer between tunneling and vibrational modes, the turning points
and time interval of hitting the barrier change. In the next section, the inclusion
of the multidimensional effects within the semiclassical method of Makri-Miller is
discussed.

2.2.2 The Semiclassical tunneling method of Makri and

Miller

In this method, a trajectory is propagated in a classically-allowed region around one
of its minima. The trajectory is monitored and each time it reaches a classical turn-
ing point, the tunneling probability of crossing the barrier, exp(−θ), is calculated
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under the WKB approximation. θ is the action integral through the barrier,

θ(tn) = 1
ℏ

∫ ξn

0

√
2m(V (ξ) − Vn)dξ (2.117)

where tn corresponds to the times that the classical trajectory hits the barrier at
the nth turning point and ξn is the value of tunneling coordinate ξ at which the
integrand of the above equation is zero, i.e., the value for which the tunneling
trajectory reaches the other classically-allowed region of space. V (ξ) is the potential
energy at ξ and Vn is the potential energy of the trajectory at the nth turning point.

To include the multidimensional effects, the net tunneling amplitude needs to be
averaged over many different trajectories, yielding different tunneling amplitudes,

Snet(t) =
∑

n

h(t− tn) exp[−θ(tn)] (2.118)

where h(t − tn) is the Heaviside step function (= 1 if t > tn, = 0 if t < tn). The
tunneling splitting ∆E is then expressed by the slope of the average net tunneling
probability, i.e.,

∆E = 2ℏ d
dt⟨Snet(t)⟩ (2.119)

where the bracket implies an average over many the trajectories.
The most critical part of such semiclassical treatment of tunneling is the choice

of the tunneling direction; the determination of the tunneling path and turning
point in multidimensional space. The most easiest and simplest choice in general
for the tunneling direction, n̂0, is a straight line that connects the manifolds that
correspond to the initial and final state in the shortest way, which however, may not
always be the best choice. The turning points can be determined by monitoring the
component of momentum p along the tunneling path direction n̂0. Each time the
trajectory experiences a classical turning point, p.n̂0 goes to zero, which corresponds
to the times that the component of the coordinate vector q goes through a relative
maximum. More details concerning the numerical implementation and application
of this method to the umbrella inversion of Ammonia can be found in Appendix D.

2.3 Ring-Polymer instanton method

The alternative semiclassical approach to the tunnel splitting calculation is the ring
polymer instanton method.17,20 The instanton method is based on the discretized
imaginary time path integral approach, which gives an expression for the tunnel
splitting in terms of a minimum on the potential energy surface of a linear polymer.
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The Linear polymer is a section cut out of a ring polymer consisting of an infinite
number of beads. The term “instanton” refers to the periodic orbit in pure imaginary
time. In this approach, the need of taking the zero temperature limit, or the infinity
limit of the imaginary time duration of the instanton theory is replaced with the
imaginary time duration (τ) to be long in combination with the time increment
(∆τ) to be short enough.

The method is examined by reproducing the results of the tunnel splitting in
a double well system. In this regard, an in-house python code based on the ring
polymer instanton method is developed. The obtained results are in agreement with
those of Richardson et al.,17 given in Appendix E. The accuracy of the method is
investigated for addressing the tunnel splitting in one-dimensional three-fold cosine
potentials (see Appendix E). In the next sections, the most important concepts
for derivation of the instanton method within the one-dimensional double potential
wells are presented. The generalization of the approach to multidimensional sys-
tems and multi degenerate wells is straightforward and can be found in the main
references.16,17,20

2.3.1 Path-integral formulation of tunneling splittings

In the scope of path integral formalism, the ground state tunnel splitting can be de-
rived from the zero temperature limit of the quantum partition function. Consider
the problem of tunneling splitting of energy levels in a one-dimensional symmet-
ric double potential well. When the barrier between two minima is large enough
such that both potential wells are essentially isolated from one another, the tun-
neling between two symmetric wells can be neglected. Thereby, each well can be
approximated by a harmonic well. The solutions to the Schrödinger equation in
such non-tunneling system yields a double degenerate ground state with energy E0,
corresponding to the Gaussians ψ1, and ψ2 being localized in one or the other of
the wells. In the tunneling system, the quantum particle tunnels through the bar-
rier between two potential wells, assuming the height of tunneling barrier to be low
enough. The total wave functions are then a linear combination of the wavefunctions
corresponding to the two separate wells; Ψ± = ψ1 ± ψ2, and the degenerate ground
energy splits apart by tunneling; E± = E0 ± ∆/2 where the energy difference, ∆, is
called tunneling splitting.
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The instanton theory of tunneling splitting is based on a premise,

lim
β→∞

Q(β)
Q0(β)

≈ exp[−β(E0 − ∆/2)] + exp[−β(E0 + ∆/2)]
2exp[−βE0]

= cosh(β∆
2

) (2.120)

where Q(β), and Q0(β) are the partition function of the system in the non-tunneling,
and tunneling cases, respectively. It is assumed that β = 1/kBT is large, i.e, the
temperature is very low such that only the lowest energy states contribute to the
partition function. The instanton theory gives an expression for ∆ by representing
the partition functions in terms of ring polymers as is discussed in the following.

The exact partition function is the trace of the quantum Boltzmann operator.
For large and anharmonic systems, it is not possible to enumerate the energy levels.
A transformation is required to ease the computation; which is provided by the path-
integral representation. The Boltzmann operator can be expanded in any complete
set of states, for instance in the position representation as

Q(β) = tr[e−βĤ ] =
∫ +∞

−∞
dx⟨x|e−βĤ |x⟩ (2.121)

where the Hamiltonian for one dimensional systems is of the form,

Ĥ = p̂2

2m
+ V̂ (2.122)

where p̂ = −iℏd/dx, and V̂ = V (x̂). In general, the exponential of Hamiltonian
in Eq. (2.121) cannot be evaluated in either position or momentum representation
because x̂ and p̂ do not commute. However, an approximation of the Boltzmann
operator is possible by using the split-operator method or Trotter splitting,

⟨x|e−βĤ |x⟩ ≈ ⟨x|e−β V̂
2 e−βT̂ e−β V̂

2 +O(β3)|x⟩ (2.123)

where an error of order β3 is introduced by the Trotter decomposition. In the high
temperature limit, this error diminishes, however the interest of this context is the
low temperature regime as the quantum nuclear dynamical effects are apparent. One
way to calculate the trace efficiently and yet accurately is to split the Boltzmann
operator into N equally spaced steps in imaginary time of length βNℏ, with βN =
β/N ,

Q(β) = tr[e−βĤ ] = tr[(e− β
N

Ĥ)N ] = tr[(e−βN Ĥ)N ] (2.124)

To insert N-1 complete sets of position Eigenstates,

Q(β) =
∫ +∞

−∞
dx1...

∫ +∞

−∞
dxN⟨x1|e−βN Ĥ |x2⟩...⟨xN |e−βN Ĥ |x1⟩ (2.125)
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and making an approximation for each matrix element using Trotter splittings gives,

⟨xN−1|e−βN Ĥ |xN⟩ ≈ ⟨xN−1|e−βN
V̂
2 e−βN T̂ e−βN

V̂
2 +O(β3

N)|xN⟩ (2.126)

in which now an error only of order β3
N in each case is introduced, and the method

in the limit N → ∞ becomes exact. Evaluating each density matrix gives,

⟨xN−1|e−βN Ĥ |xN⟩ ≈ ( 1
2πβN

)
1
2 e

−βN

[
V (xN )+ 1

2(βN ℏ)2
∑N

i=1(xi+1−xi)2
]

(2.127)

putting all together, the partition function can be written,

Q(β) = lim
N→∞

( 1
2πβNℏ2 )N/2

∫
dx e−βN UN (β,x) (2.128)

where x = (x1, ..., xN) and UN(β,x) is,

UN(β,x) =

 N∑
i=1

V (xi) + 1
2(βNℏ)2

N∑
i=1

(xi+1 − xi)2


xN+1=x1

(2.129)

In the above equation, the mass-scaled coordinates are employed, such that x =
√
m × position, where m is the physical mass of the particle. The obtained Q(β)

is equivalent to a classical partition function for an extended system, in which the
particle is replaced by a set of N replica or ”beads” connected into a ring, known
as ”ring polymer”. The frequency of harmonic springs are equal to 1/βNℏ, which
imply that the stiffness of the springs is temperature dependent. The integrals in
Eq. (2.128) is then approximated using the method of steepest descent.

2.3.2 Steepest descent approximation

The steepest descent approximation is based on the principle that a function of the
form e−S(x)/ℏ is dominated by the region in which S(x) is minimal. In one dimension,
the method of steepest descent is expressed as,∫ ∞

−∞
dx e−S(x)/ℏ ≈

∫ ∞

−∞
dx e−[S(x̃)+ 1

2 S′′(x̃)(x−x̃)2]/ℏ ≈
∑

minima

√
2πℏ
S ′′(x̃)

e−S(x̃)/ℏ (2.130)

where the sum is over the minima in S(x), x̃ is the minimum of S(x), and S ′′(x̃) is
the second derivative of S(x) with respect to x. The steepest descent is considered
as a semi-classical approximation which in the limit ℏ → 0 becomes exact. For the
application of steepest descent to the integral in Eq. (2.128), the position of the
minima x̃ is identified by solving ∂UN(β,x)/∂xi. Expanding UN(β,x) to the second
order Taylor series about each minima gives,

UN(β,x) ≈ UN(β, x̃) + 1
2

N∑
i=1

N∑
j=1

(xi − x̃i)Gij(xj − x̃j) (2.131)
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where Gij are the elements of the Hessian matrix,

Gij = 2δij − δij−1 − δij + 1
(βNℏ)2 + V ′′(x̃i)δij (2.132)

with cyclic boundary conditions on the Kronecker δ-function. A transformation to
normal mode coordinates can be obtained by diagonalisation of the Hessian ma-
trix, G, which yields s and ηi as the normal mode coordinates and frequencies,
respectively. Evaluating the integrals in Eq. (2.128) by transforming from the co-
ordinates x to normal coordinates s, and applying this procedure to all the minima,
the partition function is obtained as

Q(β) ≈ Q̃(β) =
(

1
βNℏ

)N ∑
minima

1√
detG

e−βN UN (β,x̃) (2.133)

where “det G” is determinant of G equal to ∏N
i=1 η

2
i . The partition function of

tunneling and non-tunneling systems are then evaluated from Eq. (2.133).
In the following part, the relation between imaginary-time path-integral represen-

tation of the Boltzmann operator and UN as the ring-polymer potential is described,
which is the foundation of the ring-polymer instanton method.

Periodic orbits, kinks, and zero frequency modes
Path integral approach of Feynman9,10 is an alternative but equivalent methodology
to the usual wave-function description of quantum mechanics, in which the propa-
gator is expressed as the sum over all possible trajectories x(t) of a particle moving
through a time-independent potential V (x) between two spacetime points (xi, ti)
and (xf , tf ). Feynman posits that the contribution to the propagator from each
trajectory is exp[iS[x(t)]/ℏ],

⟨xf |e−i Ĥt
ℏ |xi⟩ = N

∫
Dx(t) e

iS[x(t)]
ℏ

with S[x(t)] =
∫
dt[T − V ]

(2.134)

where S[x(t)] is the action integral. A comparison between the quantum Boltzmann
operator exp(−βĤ) and quantum time evolution operator exp(−iĤt/ℏ), gives,

t = −iβℏ (2.135)

which implies τ = βℏ has units of “imaginary time” and the propagator of a system
with respect to imaginary time τ = it resembles the partition function. Using
τ = βℏ, and τN = τ/N ,

τN = βNℏ (2.136)
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Using Eq. (2.129), τN UN in imaginary time formalism can be written as,

τN UN =
N∑

i=1
τN

V (xi) + 1
2τ 2

N

(xi+1 − xi)2

 (2.137)

which is the discretized version of,
∫ τ

0
dτ ′

V (x(τ ′)) + 1
2

(dx(τ ′)
dτ ′ )2

 (2.138)

that is the action integral,
S =

∫ τ

0
dτ ′[T − Ṽ ] (2.139)

in a discretized form of N time slices of width τN , for a periodic motion in Ṽ (x) =
−V (x). with x(0) = x(τ) such that xj+1 = x(j.ℏβN). Therefore, the action integral
and the ring-polymer potential are related to each other through,

SN = τN UN =
N∑

i=1
τN

V (xi) + 1
2τ 2

N

(xi+1 − xi)2

 (2.140)

which means the discretized version of path integral is equivalent to a classical
partition function of many replicas of the system connected together by harmonic
springs. In fact, τN UN is a finite difference approximation to the action of a peri-
odic classical trajectory in the inverted potential. As it can be seen, the complex
oscillatory integrand of the standard path integral becomes a positive real decay-
ing exponential in imaginary time formulation, which is far easier to work with.
The relation between the action of periodic motions in the inverted potential and
the ring-polymer potential, Eq. (2.140) also implies that the sequence of beads at
each minimum geometry x̃ of UN are minimizing the action of periodic orbit on the
inverted potential −V (x), with period βℏ.

The inverted potential −V (x) in a one-dimensional double well potential consists
of a pair of inverted wells centered around ±x0. For the non-tunneling case that
two wells are not interacting via tunneling, the only possible orbits are those where
particle remains at ±x0 for the entire duration τ = βℏ of the trajectory. This
corresponds to a polymer, in which all the beads are collapsed at either minima.
For the tunneling case, there is an infinite set of orbits in which the particle passes
back and forth between ±x0. In the limit β → ∞, the classical trajectory can
run infinite number of times, n, between two equivalent potential minima, which is
referred as “n-kinks”. Most of beads, however, are tending to rest for an arbitrary
length of imaginary time at one of the minima before moving to the other minima,
means that the kinks are contributed from only very few beads.
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For evaluating tunnel splittings, all the contributions from even number of kinks
(the number of kinks is even because of the closed ring nature of orbits) need to
take into account as each kink increases the value of the exponent βNUN(β, x̃).
The description of such orbits by ring polymers is known to be a difficult problem.
However, according to the instanton theory,21 the tunnel splitting can be obtained
from a single kink. Therefore, it is only sufficient to consider a linear polymer
containing a single kink, i.e., the classical paths connecting equilibrium states, which
minimize an imaginary time action of the system. Hence, as the stationary beads
do not contribute to the ring-polymer potential, Eq. (2.131), and the non-zero
contributions come from the beads in the kinks, UN factors into kinks,

UN(β, x̃) = nSkink

βNℏ
(2.141)

where Skink is the finite difference approximation to the action along a kink, defined
as,

Skink =
∑

i∈kink

(x̃i+1 − x̃i)2

βNℏ
(2.142)

The linear polymer containing M beads with a length βℏ is defined such that the
beads are separated by the same imaginary time intervals as in the ring polymers,
βℏ/M = βNℏ. If the ends of the linear polymer are connected to the minima ±x0,
it results in the fixed ended linear polymer subject to the potential defined as

UM(β, x) =
M∑

i=1
V (xi) + 1

2(βMℏ)2

×
[
(x1 + x0)2 +

M−1∑
i=1

(xi+1 − xi)2 + (x0 − xM)2
] (2.143)

where M is the number of beads. By minimizing the linear polymer potential, the
minimum geometry x̃ can be obtained. The action of a single kink is obtained by
finding a single kink minimum on the M bead linear polymer surface just described
in Eq. (2.138).

In the evaluation of partition function of non-tunneling system, zero frequencies
mode need to be excluded, which appear due to the cyclic permutation of the beads.
For instance, the 2-kink ring polymer minimum had one imaginary and one zero
frequency mode. As the temperature is lowered, the imaginary mode reduces in
magnitude until it goes to zero at absolute zero temperature. In general, each n-
kink minimum possesses n modes of very small value, tending to zero in the limit of
β → ∞. Instead, their contributions to the quantum partition function need to be
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treated separately. The result is that each of the zero-frequency modes contributes
a factor of

√
βNℏSkink to the path integral, where Skink is the action integral of a

single kink.16,17,20,111

2.3.3 Expression for the tunneling splitting

Putting all this together and evaluating the quantum partition of the tunneling and
non-tunneling systems, the final expression for tunneling splitting is obtained as,

∆ = lim
β→∞

2ℏ
Φ

√
Skink

2πℏ
e−Skink/ℏ (2.144)

where single kink action and Φ are defined as,

Φ =
(

det J′

det J0

)(1/2)

Skink =βNℏUM(β, x̃)
(2.145)

and the matrix J is the Hessian matrix for the single-kink linear polymer,

Jij = Tij

(βNℏ)2 + V ′′(x̃i)δij (2.146)

where

Tij =2δij − δij−1 for i = 1

=2δij − δij+1 for i = M

=2δij − δij−1 − δij+1 otherwise

(2.147)

The Hessian matrix J′ in Eq. (2.145) corresponds to a linear polymer that the
zero frequencies have been taken out of the determinant. The Hessian matrix J0

corresponds to a linear polymer with the same number of beads M and time interval
βNℏ as the single kink polymer, but which has collapsed to a point at either ±x0.

The method is applied to the one-dimensional double well potential and the one-
dimensional three-fold cosine potential for the estimation of tunneling splittings (see
Appendix E).
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Chapter 3

Methyl group rotation and tunneling in
condensed phase

In this chapter, tunneling and librational dynamics of the methyl groups within a
model of rotational potential will be discussed. A general approach is introduced
for the calculation of the methyl rotor quantum states in actual crystal structures.
The specific focus is on γ-picoline and toluene, which are chemically very similar,
however, by contrast γ-picoline obtains a larger tunnel splitting than toluene. The
rotational potential energy surfaces of the methyl groups are computed using a set
of first principle calculations combined with the nudged elastic method. The tunnel
splitting is calculated by an explicit diagonalization of the one-dimensional time-
independent Hamiltonian matrix with the obtained potential energy profile.

3.1 Methyl group dynamics within a parameter model po-

tential

A methyl rotor in a molecular crystal performs hindered rotation around the carbon-
molecule bond axis. The resultant rotational potential has a typical three-fold sym-
metry because of the indistinguishability of the protons. At low temperatures, the
motion of the methyl group is reduced to a libration around the identical minima
of the rotational potential. As the wave-like characteristics of the methyl group
gives rise to quantum tunneling through connected potential minima, the three-fold
degenerate ground state of methyl groups, E0, splits into double degenerate levels
Ea/b and a non-degenerate ground state A, where the symmetry labels refer to the
irreducible representation of the methyl rotor with C3(M) molecular symmetry.112

Applying Pauli principle to this group imposes that the spatial A state must be as-
sociated with the nuclear triplet spin state 3/2. Accordingly, the spatial Ea and Eb

states must be associated with the nuclear singlet spin state 1/2, respectively. The
correlation between spin and rotational quantum states has important consequences
for tunneling spectroscopy because a change in rotational state requires a change in
spin state.
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The tunneling dynamics of hydrogen atoms in methyl rotors can be modeled in
terms of a methyl group rotating around its C-C bond axis in a rigid environment. A
single rotational coordinates ϕ describes the orientation of protons for single methyl
rotation.24 The one-dimensional Hamiltonian is defined as,

H = −ℏ2

2I
∂2

∂ϕ2 + V (ϕ) (3.1)

where I, ϕ, and V(ϕ) stand for the moment of inertia of the methyl group, the
rotation angle, and rotational potential, respectively. The motion of the methyl
group can be approximately described in terms of a potential V (ϕ) composed of
an intramolecular term and intermolecular van der Waals and Coulomb terms. An
overall contribution of these terms can often result in a simplification where the
threefold symmetry of the methyl group constrains the symmetry of the total inter-
molecular potential to be at least threefold.113 Therefore, the rotational potential
can be written as a Fourier series in which only those terms whose order is a multiple
of three occur due to the three fold symmetry of the methyl group,

V (ϕ) =
∞∑

i=1

V3i

2
[1 − cos(3iϕ+ α)] (3.2)

This series is usually truncated after the second term without loss of generality,
yielding,

V (ϕ) = V3

2
[1 − cos(3ϕ+ α)] + V6

2
[1 − cos(6ϕ+ α)] (3.3)

where α is the phase angle. In Appendix A, the ground state tunnel splitting and
librational energies of methyl group in such potential of general shape are given.
Here, the discussion is restricted to the contribution of the three fold potential with
α = 0. Accordingly, the following Hamiltonian is considered,

H = −ℏ2

2I
∂2

∂ϕ2 + V3

2
(1 − cos3ϕ) (3.4)

which is solved numerically using matrix representation of Numerov method.114 The
dependence of eigenvalues of the methyl group on the barrier height over a broad
range of V3 is shown in Fig. 3.1. In the following, three limits of high, intermediate,
and low strength of V3 for the methyl motion are discussed.

A. High barrier
In this limit, small deviations from one of the three equilibrium positions results in
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nearly harmonic motion with the usual quantized energy levels,

En = (nLIB + 1
2

)ℏω0 (3.5)

where ω0 is the oscillation frequency. An estimation of the oscillation frequency of
the motion at the lowest energy state can be obtained in the harmonic approximation
via Taylor series expansion about ϕ = 0 for the cosine potential term,

V (ϕ) = V3

2
(1 − cos3ϕ) ≈ V3

2
(1 − 1 + (3ϕ)2

2!
+ . . . ) = 1

2
9V3

2
ϕ2 (3.6)

A comparison between the above potential and harmonic potential gives,

ω0 = 3
√
V3

2I
(3.7)

Thus, the librational transitions, the energy difference between the librational levels,
are approximately constant, given by

∆En = En − En−1 = ℏω0 = 3ℏ
√
V3

2I
(3.8)

B. Intermediate barrier
In the intermediate regime, the rotational dynamics can be simplified to the energy-
level diagram shown in Fig. 3.2, in which the lowest two librational levels, nLIB,
and their tunnel split sub levels are shown. The transition from the ground state
to the first excited librational state, denoted by ℏω01 can differ from the ground
state tunnel splitting ℏω0

tunnel by several orders of magnitude, which is an important
practical point in the measurements of rotational tunneling. This means that at
low temperature where the thermal population of the excited librational states is
negligible, the system can be approximated by a two-state model.113

C. Low barrier
In this limit, the energy levels are approximately the free rotation levels, En = Bn2,
where B is the rotational constant. The librational transitions are given by

∆En = En − En−1 = (2n− 1)B for n = 1, 2, 3, . . . (3.9)
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Figure 3.1: Eigenvalues for a methyl group as a function of the barrier height, V3.
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3.1.1 Tunnel splitting

The tunnel splitting, ℏω0
tunnel, also called tunneling transition, is the energy differ-

ence between the ground spatial A state and the first excited rotational state with
symmetry Ea and Eb.4 Fig. 3.3 shows the dependence of tunnel splitting to the
barrier height, in which the exponential dependence of the tunnel energy on the
barrier height, V3, can be clearly seen. The frequency corresponding to the tunnel-
ing energy decreases as the barrier increases due to the fact that for larger barriers,
the wave functions tend to overlap less. This is the origin of the practical sensitivity
of the tunneling in the context of characterizing the potential energy surfaces. Fig.
3.4 shows the barrier height dependence of the first librational transition calculated
from the numerical diagonalization of the Hamiltonian, Eq. (3.4), and the harmonic
approximation. The first librational transition is simply the difference between the
average of the lowest two and the following two eigenvalues in the limit of high
barriers (see Fig. 3.2). Fig. 3.4 clearly shows that when V3/B >> 1, the slopes of
the curves agree, but the harmonic approximation systematically overestimates the
actual value. In fact the agreement improves with increasing barrier height but the
convergence is quite slow.

Figure 3.3: Tunnel splitting of the ground librational state. The approximate
exponential dependence of the tunnel splitting on the barrier height is clearly seen.
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3.2 Rotational tunneling in γ-picoline and toluene

Turning from the discussion of the abstract model Hamiltonian to the actual crys-
tal structures; the methyl dynamics in crystal structures is defined by the one-
dimensional Hamiltonian, Eq. (3.1). In order to obtain the rotational potential
form V(ϕ) accurately, the first-principles calculations are employed. The tunnel
splittings are calculated numerically by diagonalization of the Hamiltonian using
matrix representation of Numerov method.114

The initial geometrical structures were extracted from the reported experimen-
tal data obtained by neutron scattering technique.115,116 In this regard, γ-picoline
possesses space group of I41/a with eight molecules per unit cell with a = b =
7.62 and c =18.62 Å lattice parameters. The crystalline structure of toluene is
monoclinic with space group P21/c and eight molecules per unit cell with a = 7.66,
b = 5.83 and c= 26.98 Å lattice parameters and β = 105.73◦. In order to avoid the
interaction between the probe rotor molecule with its neighboring periodic images,
a super cell of 2 × 2 × 1 was used in obtaining the minimum energy paths for the
molecular crystals of γ-picoline and toluene.

The first-principles calculations were performed within the context of density
functional theory (DFT) using the generalized gradient approximation with the
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Becke-Lee-Yang-Parr (BLYP) exchange correlation functional48,51 and Gaussian Plane
Wave (GPW) method. The plane wave cutoff energy was set to 400 Ry. A gaus-
sian basis sets of triple zeta with valence polarization(TZVP) together with GTH
pseudopotentials was employed. The positions of atoms were fully optimized using
Broyden-Fletcher-Goldfarb-Shanno (BFGS) method. After optimization, the maxi-
mum force acting on each atom became less than 0.00035 hartree/bohr. Dispersion
effects were included via semiempirical atom pairwise interactions using the DFT-D3
method developed by Grimme et al.53,67,68 After structural optimization, the mini-
mum energy path experienced by methyl group in molecular crystal was computed as
a function of the rotation angle, ϕ, by performing DFT calculations combined with
climbing image nudged elastic band (CI-NEB) method.28 In this regard, all degrees
of freedom of the environment as well as the probe methyl group were allowed to
relax under periodic boundary condition. For the CI-NEB calculations, a band with
24 replicas of the molecular crystal was set by rotating a single methyl group by 5◦

over 120◦. All the calculations were done using CP2K code.95 The binding energies
per molecules are computed as Ebinding = (Ecrystal −n×Emolecule)/n, where Ecrystal,
Emolecule, and n stand for the total energy of the crystal, total energy of an isolated
molecule, and the number of molecules in the cell, respectively. Figures 3.5(a) and
3.5(b) show the rotational potential of γ-picoline and toluene, respectively. For
toluene, two different rotational potential profiles are given because of the presence
of two inequivalent molecules in the crystallographic unit cell. Figs 3.6(a) and 3.6(b)
present the rotational potential barriers with van der Waals correction. Table 3.1,
and 3.2 summarize the computed tunneling frequencies and binding energies for the
molecular crystals of γ-picoline and toluene. Experimentally, the magnitude of the
rotational potential is only measured indirectly via a potential of general shape117

(see Appendix A). The positive values of binding energy of these systems in the
absence of dispersion correction show that including the van der Waals correction is
essential to gain a correct description of intermolecular interactions. Regarding the
height of the energy barriers, it is seen that irrespective of including or excluding
the van der Waals interaction, the rotational barriers of methyl groups is larger in
toluene than in γ-picoline. This is due to the packing effect, which will be discussed
in the following section. Including the dispersion correction in the calculations leads
to rotational potentials, which are about two times larger than the ones obtained
from uncorrected calculations. For the γ-picoline system, inclusion of dispersion
correction leads to a large deviation of the tunnel splitting from the experimental
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value, which is not the case for the toluene system. This is because of neglecting
the methyl-methyl rotational coupling in γ-picoline. Hence, in the next sections, the
two effects of packing and coupling on the rotational energy barrier are elaborated.

Table 3.1: Experimental and calculated tunnel splittings for γ-picoline and toluene.

Molecular crystal γ-picoline toluene
First type of methyl group Second type of methyl group

Method/Basis set
barrier
height

tunnel
splitting

barrier
height

tunnel
splitting

barrier
height

tunnel
splitting

BLYP/TZVP-GTH 3.53 meV 482.3 µeV 19.53 meV 27.6 µeV 13.34 meV 67.0 µeV

BLYP+DFTD3/TZVP-GTH 7.66 meV 224.0 µeV 33.28 meV 4.5 µeV 22.04 meV 17.9 µeV

Experimental values n/a 520.0 µeV 117 n/a 26.0 µeV 117 n/a 28.5 µeV 117

Table 3.2: Binding energy of molecules in molecular crystals of γ-picoline and
toluene.

Molecular crystal γ-picoline toluene
First type of methyl group Second type of methyl group

Method/Basis set Binding energy Binding energy
BLYP/TZVP-GTH 016 eV 0.27 eV 0.28 eV

BLYP+DFTD3/TZVP-GTH −0.83 eV −0.72 eV −0.71 eV

3.2.1 Packing effect

Typically, the effective rotational energy barrier of methyl rotors consists of two con-
tributions: internal (within the rotor) and environmental (non-bonded interactions).
It is clearly seen from Figs. 3.5(a) and 3.5(b) that the rotational energy barrier of
the methyl group is substantially larger for toluene than that for γ-picoline. This
can be attributed to the steric effect. Figures 3.7(a) and 3.7(b) illustrates the local
environments around methyl rotors of γ-picoline and toluene, respectively, along
with shortest distances to their close neighboring molecules. Based on these con-
tact distances, it appears that the probe methyl group in toluene is more tightly
surrounded by the neighboring molecules, and such crowded environment around
probe molecule leads to steric hindrance and increases the rotational barriers.118

To reveal how far a probe molecule affects the neighboring molecules, difference
charge density analysis is performed. Difference charge density ∆ρ is obtained by
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Figure 3.5: The methyl group rotational potential for a) γ-picoline and b) toluene
obtained from first-principles calculations.
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Figure 3.7: The ground state geometrical arrangements of the nearest molecule(s)
to the probe molecule in a) γ-picoline and b) toluene (for first type methyl group).
The probe molecule is labeled 1 and the nearest molecules to the probe molecule
are labeled 2 and 3. The distances are in Å.

subtracting the charge density of the probe molecule and the crystal in the absence
of the probe molecule from the total charge density of the crystal. Figures 3.8(a)
and 3.8(b) show difference charge density isosurfaces for γ-picoline and toluene,
respectively. The results for the difference charge density obtained from DFT-D3
calculations are the same. It is clearly seen that upon removing the probe molecule
from the system, the charge redistribution occurs mainly within its first shell of
neighboring molecules of the probe molecule. Therefore, in order to discuss the
contributions of the neighboring molecules in the rotational potential of the crystal,
the focus will be mainly on the molecules surrounding the probe molecule.

The potential decomposition analysis of rotational potential is processed as fol-
lows: the super cell of both γ-picoline and toluene crystals include 32 molecules.
Thereby, as it is pointed out in the previous paragraph, there merely needs to con-
sider the contribution of surrounding molecules around the γ-picoline probe rotor
(16 molecules) and toluene probe rotor (13 molecules) in total rotational poten-
tials as shown in Figs. 3.9 and 3.10, respectively. Here, the geometrical structure
with minimum energy, which were obtained from the NEB calculations, is used.
The intermolecular interactions between the probe methyl group and each set of
labeled neighboring molecules in Figs. 3.9 and 3.10 for γ-picoline and toluene are
plotted separately in Figs. 3.11(a) and 3.12(a), respectively. It is clearly seen in
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Figs. 3.11(b) and 3.12(b) that the superposition of the potential contributions of
sets of nearest neighboring molecules to the probe molecule reproduces the poten-
tial barrier of the crystal structure. It is verified that intermolecular interaction
potential of nearest neighboring molecules to the probe molecule is virtually equal
to the corresponding potential in the full periodic crystal structure. This is another
evidence that the shell of nearest neighbor molecules has the main influence on the
probe molecule, and consequently has the main contribution in the total rotational
barrier.

The steric interaction between the in plane hydrogen of the peri-methyl group
and the peri-hydrogen on the benzene ring arises during the methyl rotation leads
to intramolecular interaction. The interaction between the probe molecule and the
neighboring molecules leads to intermolecular interaction. From the decomposed
potential analysis, it is seen that the intermolecular interactions have a larger influ-
ence on the potential barrier than the intramolecular interactions.

(a) (b)

Figure 3.8: Charge density differences for crystal structures of a) γ-picoline and b)
toluene (for first type methyl group). Excess and depletion charges are shown by
yellow and blue isosurfaces, respectively.
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Figure 3.9: Geometrical arrangements of the molecules (labeled 2-9) around the
probe molecule (labeled 1) in γ-picoline.

Figure 3.10: Geometrical arrangements of the molecules (labeled 2-7) around the
probe molecule (labeled 1) in toluene.
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3.2.2 Coupling effect

Generally, methyl groups perform a wide amplitude librational motion even at low
temperatures. Therefore, a coupled rotational motion can be particularly important
when the methyl groups locate close to each other. Hence, the effect of coupled
motion of the methyl groups should be taken into account in obtaining the rotational
energy barrier.22–25,119 In this regard, according to relatively close arrangements
of methyl groups in crystal structure of γ-picoline and toluene, the possibility of
methyl-methyl coupling in these systems are evaluated.

Respecting the molecular environment in γ-picoline, the dominant rotor-rotor
coupling is between coaxial pairs of methyl groups, i.e., coupling between the probe
molecule and the coaxial methyl rotor facing to it. In toluene, two sets of couplings
between the probe toluene molecule and the nearest neighboring molecules as la-
beled with numbers 2 and 3 in Fig 3.7(b) are considered. In order to compute the
two-dimensional potential energy surface (2D PES) of coupled methyl groups, the
geometrical structure of the molecular dimer is taken from the last step of the CI-
NEB band optimization of the molecular crystal, in which the rotational potential
of the crystal was derived. All coupling calculations are carried out using the same
method and level of theory as described for the crystal structure.

Figure 3.13 shows the calculated 2D PES of the coupled rotors in γ-picoline and
toluene. The computed 2D rotational potentials are obtained at 5 degree rotations
of each methyl groups. Due to C3 rotational symmetry, only data points in the
range from 0◦ to 120◦ are needed to obtain the 2D PES. In Fig. 3.13, the rotation
angles ϕ1 and ϕ2 refer to the rotational angles of the probe rotor and its counterpart
rotor, respectively. From the 2D PES of γ-picoline in Fig. 3.13(a), it is seen that
due to the rotor-rotor coupling between two facing γ-picoline, rotational barrier is
effectively reduced along line ϕ1 +ϕ2 = 120◦, offering a path with low barrier height.
In the case of toluene, as it is observed in Fig. 3.13(b) and 3.13(c) no particular
path with significant low barrier was observed. Similar results were obtained for 2D
rotational potentials when the van der Waals interactions were included (see Fig.
3.14).

In the previous paragraphs is discussed that the dynamics of the coaxial pairs of
methyl groups in γ-picoline are strongly coupled. It is also demonstrated that the
computed rotational potential energy of probe molecules in crystal could be mainly
decomposed into the contributions of its neighboring molecules. This, consequently,
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allows to include the coupling effect on the tunnel splitting within the scope of the
SPM by replacing the rotational barrier of coupled molecules obtained from the NEB
calculations with that obtained through considering 2D PES, i.e., the minimum path
along the line ϕ1 + ϕ2 = 120◦.

In order to explicitly find the minimum energy path for the coupled methyl
groups in γ-picoline, the obtained 2D PES is fitted to the form:

V (ϕ1, ϕ2) = a0 + a1[cos(3ϕ1) + cos(3ϕ2)] + a2cos(3ϕ1 + 3ϕ2) (3.10)

where the terms a1cos(3ϕi) (i=1 or 2) with three-fold symmetry represent the so-
called static potential for each molecule. It is noted that the minimum potential
energy surface of an individual γ-picoline has a six fold symmetry, however in the
crystal environment, the minimum potential energy surface has three-fold symme-
try.119,120 Owing to the indistinguishability of the molecules, coefficient parameter
a1 is assumed to be identical for both coupled molecules. The last term in the Eq.
(3.10) represents the coupling potential, which depends on the relative rotational
angles of two coupled rotors and as the simplest approximation is a three-fold sym-
metric Fourier component.120 Using Gnuplot fitting program, the potential function
Eq. (3.10) is fitted to the 2D PES data, where the fitting parameters are given in
Table 3.3. Excellent correspondence has been obtained between the original 2D PES
data and the fitted data. The result of the fitted 2D PES data is presented in Fig.
3.15.
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Figure 3.15: The calculated 2D rotational potential through fitting of Eq. (3.10) onto
the first-principles rotational potential results for a dimer of γ-picoline molecules (a)
without and (b) with considering dispersion correction. X and Y axes indicate the
rotational angles of rotors 1 and 2, respectively.

As mentioned earlier, the line ϕ1 +ϕ2 = 120◦ crossing the 2D-PES represents the
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Table 3.3: Fitted parameters of Eq. (3.10) to the 2D potential energy surface of a
dimer of γ-picoline molecules.

Method/Basis set a0 a1 a2

BLYP/GTH-TZVP -96.0343 (a.u) -0.177 (meV) -1.321 (meV)
BLYP+DFTD3/GTH-TZVP -96.0587 (a.u) -0.172 (meV) -1.936 (meV)

Table 3.4: Experimental and calculated tunnel splittings for γ-picoline when the
coupling effect is taken into account.

Method/Basis set
Barrier
height

Tunnel
splitting

BLYP/TZVP-GTH 2.48 meV 623.8 µeV

BLYP+DFTD3/TZVP-GTH 3.57 meV 475.7 µeV

Experimental values n/a 520.0 µeV 117

rotational pathway for the coupled motion of rotors with minimum energy barrier in
γ-picoline. The minimum energy path can be easily obtained via V (ϕ1, 120◦ −ϕ1) as
a function of ϕ1, plotted in Fig. 3.16. Figure 3.17 shows the result when dispersion
correction is included. According to the calculations, the contribution of the coupling
term in Eq. (3.10) along the minimum path is seven times larger than the summation
of the static terms (Vcoupling > 7×Vstatic). As it is seen from Fig. 3.16, including the
coupling effect of the rotors in the calculations yields a rotational barrier, which is
more than five times smaller than otherwise. Tunnel splitting values for γ-picoline,
including rotor-rotor coupling effects are given in Table 3.4. It is observed that
including the coupling effect of the rotors leads to a much better agreement between
the calculated tunnel splitting using DFT-D3 energy barrier and the experimental
value.

It is worth mentioning that although a single methyl rotation was able to predict
the main tunneling transition in γ-picoline, however it fails to predict the multiplet
structure of tunneling transitions observed in its experiment. In the next chapter,
the multiple tunneling peaks in such systems, in which the coupling motion of a pair
of methyl groups plays has such significant effect, will be discussed in more details.
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Figure 3.17: A comparison of the minimum energy potential path along line ϕ1 +ϕ2

= 120 for a dimer of γ-picoline molecules obtained from Eq. (3.10) (green curve)
with the energy potential obtained by rotating one single methyl group of a dimer
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correction was included.
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Chapter 4

Rotational tunneling of coupled methyl
quantum rotors

In this chapter, the influence of rotational coupling between a pair of methyl rotators
on the tunneling spectrum is studied. Two interacting adjacent methyl groups are
simulated within a coupled-pair model composed of static rotational potential cre-
ated by the chemical environment and the interaction potential between two methyl
groups. The two-dimensional time-independent Schrödinger equation is solved an-
alytically by expanding the wave functions on the basis set of two independent
free rotor functions. Three scenarios are investigated, which differ with respect to
the relative strength of single-rotor and coupling potential. For each scenario, the
dependence of the energy level scheme on the coupling strength is illustrated.

It is found that the main determinant of splitting energy levels tends to be
a function of the ratio of strengths of coupling and single-rotor potential. The
tunnel splitting caused by coupling is maximized for the coupled rotors in which
their total hindering potential is relatively shallow. Such a weakly hindered methyl
rotational potential is predicted for γ-picoline at low temperature. The experimental
observation of multiple tunneling peaks arising from a single type of methyl group
in γ-picoline in the inelastic neutron scattering spectrum is widely attributed to the
rotor-rotor coupling.

In this regard, the rotational potential energy surface (PES) of the coaxial pairs of
rotors in γ-picoline is calculated using a set of first-principles calculations combined
with the nudged elastic band method. Numerov-type method is used to numerically
solve the two-dimensional time-independent Schrödinger equation for the calculated
2D-DFT profile. The computed energy levels reproduce the observed tunneling
transitions well. Moreover, the calculated density distribution of the three methyl
protons resembles the experimental nuclear densities obtained from the Fourier dif-
ference method. By mapping the calculated first-principles PES on the model, it
is confirmed that the hindering potential in γ-picoline consists of proportionally
shallow single-rotor potential to coupling interaction.

65



4.1 Tunneling spectrum of coupled methyl groups within

a coupled-pair model

The coupled rotation of methyl rotors with parallel axes can be modeled in terms of
rotational coordinates. The Hamiltonian operator of two interacting methyl groups
can be written down as following:

H = −B( ∂
2

∂ϕ2
1

+ ∂2

∂ϕ2
2
) + V (ϕ1, ϕ2) (4.1)

where I, ϕ1, and ϕ2 stand for the moment of inertia, and the rotational coordi-
nates of two methyl groups, respectively. B= ℏ2/2I = 654µeV is the rotational
constant. V (ϕ1, ϕ2) is the potential for a coupled pair of methyl rotors, which can
be approximated by:

V (ϕ1, ϕ2) = V3cos3ϕ1 + V3cos3ϕ2 +W3cos(3ϕ1 − 3ϕ2) (4.2)

where the first two terms are threefold periodic potentials with strength V3 describ-
ing the single rotor potential of each individual methyl group. The third term in
Eq. (4.2) represents the rotor-rotor coupling with strength W3. The Schrödinger
equation for the above potential can be solved analytically by expending the wave
functions on linear combinations of products of two free rotor eigenfunctions as
shown in Appendix B.
In section 4.2, the energy levels of γ-picoline with the 2D DFT potential profile are
calculated, which has no explicit analytical form. In this regard, the two-dimensional
Schrödinger variable problem is treated by means of partial discretization with re-
spect to one variable and transforming the partial differential equation into a system
of ordinary differential equations, which is solved via classical Numerov-method.35

The discretization has been done in a fine grid of N = 250 for the interval [0, 2π] that
represents a very large Hamiltonian matrix of dimension N2 ×N2. Periodic bound-
ary conditions are applied using the technique proposed in Ref .34 The Hamiltonian
matrices is diagonalized using Lanczos algorithm, which has been well adapted to
sparse matrices. The in-house developed Python105,106 code is validated by repro-
ducing the eigenvalues of two-dimensional harmonic oscillator and Henon-Heils po-
tential in Ref.35 Furthermore, the eigenvalues for two coupled methyl rotors in the
potential defined in Eq. (4.2) are numerically computed (see the Appendix C).

Experimentally, the fingerprint of coupling would show as an asymmetric pro-
file in tunneling spectra that is observable best above ≈1µeV in inelastic neutron
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scattering (INS) spectroscopy.121 Theoretically, the amount of asymmetry can be
determined by the strength of potential parameters within the coupled-pair model
. Here, the behavior of the lowest energy states of Hamiltonian Eq. (4.1) is studied
over a broad ranges of V3 and W3. The results are discussed in three different regimes
of: two uncoupled free rotors (V3 = 0, W3 = 0); two uncoupled rotors in hindered
potentials (V3 ̸= 0, W3 = 0); and two coupled rotors (V3 ̸= 0, W3 ̸= 0). As it will
be discussed, the degeneracy of states depends on the magnitude of V3 and W3. It
is shown that the assumption of a pre-defined group of degenerate states over the
broad range of potential parameters at once, which is usually seen in the previous
studies in this field,119,120 may lead to misinterpretation of the spectra. Thereby, the
quantum rotational states in terms of methyl symmetry group in different limiting
cases is first analyzed. Then a quantitative picture of the influence of coupling on
tunneling spectrum is presented.

4.1.1 Free rotation of two rotors

The molecular symmetry group of a methyl rotor is C3 with three irreducible energy
state representations: A, Ea, and Eb. Accordingly, the symmetry species of two
methyl groups can be represented as the direct product groups C3 × C3. In the
particular limit of two completely uncoupled free rotors, i.e., V (ϕ1, ϕ2) = 0 in Eq.
(4.1), the solution to the partial differential equation gives the wavefunction:

ψnm(ϕ1, ϕ2) = 1
2π
einϕ1eimϕ2 (n,m = 0,±1,±2,±3, ...) (4.3)

Where n and m are the rotational quantum numbers. The level scheme of each
methyl groups is labeled by their symmetry composed of the non degenerate ground
state AA at ε=0, four fold AE level at ε=B, and four fold EE level at ε=2B (see
Figure 4.1).

4.1.2 Two uncoupled rotors in hindered potentials

Figure 4.2 shows the dependence of the lowest lying energy eigenvalues of the two
uncoupled methyl groups as a function of V3, i.e, coupling strength W3 is set to zero
in Eq. (4.2). It is evident that the energy levels are equidistant, i.e, the energy
difference of AA and AE is equal with that for EE and AE at any strength of V3.
This means that each of the identical rotors feels the same single-rotor potential and
therefore yields the same A − E level splitting. With increasing V3, the splitting
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Figure 4.1: The energy levels of two completely uncoupled free rotors. n and m are
the rotational quantum numbers of the free-rotor wavefunction.

decreases quickly. In the limit of large single rotor potential V3 >15 meV, the first
order of Taylor series expansion about the minima of the cosine potential leads to
harmonic approximation with the oscillation frequency ω0 =

√
9V3/I. In this limit,

the next energy levels are approximately equally spaced with the energy ℏω0 as the
level spacing of the harmonic oscillator is constant ∆E = En+1 − En = ℏω0.

4.1.3 Two coupled rotors

The low temperature dynamics of weakly hindered methyl rotation is experimentally
interesting because it yields a large tunnel splitting. Hence, to take a closer look at
the behavior of the lowest eigenvalues, a shallow potential of V3 = 5meV is chosen.
Figure 4.3 shows the energetical behavior of the lowest rotational quantum levels of
two coupled rotors with strength of V3 = 5meV along with energy level scheme for
a large range of couplings W3. The dashed lines in Fig. 4.3 indicate the different
limits of coupling strength. The following trends can be seen:

(1) For W3 < V3 (see Fig. 4.3(a)), two rotors are weakly coupled. Thus, the
same characteristics described in section 4.1.2 can be seen. The degeneracies of
eigenvalues are similar to those for two uncoupled free rotors.

(2) For V3 < W3 < 1.5V3 (see Fig. 4.3(b)), the rotor-rotor coupling W3 is reason-
ably strong compared to the single-rotor potential. It is seen that the coupling causes
the shift in the energy levels and removes the degeneracies of EE level. Therefore,
four possible transitions are expected in the ground-state multiplet as |AA⟩→|AE⟩,
|AE⟩→|EaEb⟩, |AE⟩→|EaEa⟩, and |EaEb⟩→|EaEa⟩.120
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Figure 4.2: Dependence of the lowest lying energy eigenvalues of the two uncoupled
methyl groups on the strength V3. Note that ε(EE)-ε(AE)=ε(AE)-ε(AA) for any
V3, i.e, the energy levels are equidistant. The vertical line at V3= 2.5 meV is drawn
to illustrate an example of equidistant energy levels.

(3) In the previous studies,119,120 it has been speculated that AE energy level
remains four fold degenerate for all cases and coupling merely breaks the degeneracy
of EE level. Figure. 4.3(c) supports the above speculations. However, upon close
inspection of the evolution of the eigenvalues as function of W3, it turns out that
there is a level crossing122–124 at about W3≈12 meV, in which ε(EaEb) < ε(AE).

(4) In the limit of very strong coupling W3 > 30 meV, the energy ε(EaEb)→
0, and the first three levels become degenerate following with a six fold degenerate
states.

In order to indicate that the above trends are general and seen at all single
particle potential strengths either lower or larger than V3 = 5 meV, the dependence
of the lowest energy eigenvalues of coupled-pair model are presented as a function
of W3 for different single particle potentials, V3 = 0, V3 = 10, and V3 = 30 meV (see
Fig. 4.4).
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4.1.4 Quantitative picture of the influence of coupling

on tunneling spectrum

Figure 4.5 shows the energy difference between the two lowest eigenvalues of Eq.
(4.1) as a function of the strength of coupling and single rotor potential, which can
also be considered as a measure of the influence of coupling on splitting the tunneling
lines. The following trends can be seen:

(1) The rotation splitting in the order of rotational constant (B = 654µeV )
originates from two almost free uncoupled methyl groups.

(2) The large value of splitting above 500 µeV and less than rotational constant
is obtained for weakly hindered potential in which, the single rotor potential is
shallow and coupling term is less than 5 meV.

(3) In the limit of strong V3 and shallow W3, tunnel splitting goes to zero, and
vice versa.

(4) The effect of coupling on splitting of energy levels not only is visible for shal-
low single-rotor potential of V3, but also for deep potentials as long as the interaction
between two methyl rotors are strong enough. As it can be seen, when both V3 and
W3 are large, the tunnel splitting decreases gradually for the ratio W3/V3 ≈ 1.5, and
quickly vanishes for ratios above ≈1.5.

4.2 Coupled methyl quantum rotation in γ-picoline

Turning from the discussion of the more abstract model Hamiltonian Eq. (4.1) to
the real system, the specific case of γ-picoline has been chosen as it exhibits two
spatially opposed methyl groups in the crystal structure. Crystalline γ-picoline (also
called 4-methylpyridine, CH3C5H4N) has been the subject of many NMR and INS
experimental studies.1–5,7,121,125,126 The interest is arising from the remarkable free-
dom of methyl rotation at low temperature. As it is outlined in previous chapter, the
possibility of a mechanical coupling between coaxial pairs of methyl groups makes
γ-picoline as an ideal choice to be studied within coupled-pair model. The geomet-
rical structure extracted by combined x-ray and neutron diffraction115 has the space
group of (I41/a). The tetragonal structure has eight equivalent molecules per unit
cell with a = b=7.62 and c=18.62 Å lattice parameters (see Fig. 4.6). The methyl
rotational axes are parallel to the c axis and the shortest intermolecular distance
occurs between face-to-face methyl groups. The following sections present the ro-

72



 0  10  20  30  40  50

W3 (meV)

 0

 5

 10

 15

 20

 25

 30

 35

V
3
 (

m
e

V
)

 0

 100

 200

 300

 400

 500

 600

 700

E
tu

n
n

e
l

(µ
e

V
)

Figure 4.5: Dependence of tunnel splitting (i.e., the energy difference between the
first two rotational states) of two coupled methyl groups on coupling strength W3

and single particle potential strength V3 (see Eq. (4.1).

tational quantum states of two face-to-face methyl groups in the actual γ-picoline
crystal structure while the rotational potential is obtained from DFT calculations.

4.2.1 Determination of two-dimensional potential energy

surface

In previous chapter, the tunnel splitting in γ-picoline was investigated within single
particle model (SPM). The 2D rotational potential was calculated for a cluster of
two γ-picoline molecules, and the obtained minimum path was adjusted within 1-D
single particle model. Accordingly, the energy levels were obtained by solving the
1-D Schrödinger equation. Although the SPM was able to predict the main tunnel
splitting energy successfully, however it failed to predict higher tunneling transi-
tions.127 Here, a set of first principles calculations are performed to compute the
2D PES for a pair of interacting methyl groups while full details of crystal envi-
ronments, i.e., all neighboring molecules are taken into accounts in the calculations.
Correspondingly, here the 2-D Schrödinger equation is numerically solved using the
obtained 2D PES without assuming any particular energy path to obtain multiplet
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Figure 4.6: Unit cell of γ-picoline.

structure of tunneling transitions.
The first-principles calculations were performed within the Kohn-Sham density

functional theory (DFT) with the Becke-Lee-Yang-Parr (BLYP) exchange correla-
tion functional48,51 and dispersion correction DFT-D3 by Grimme et al.53,67,68 The
Gaussian Plane Wave (GPW) method128,129 with GTH pseudopotentials74,75 were
employed. A gaussian basis sets of triple zeta with valence polarization(TZVP) with
a cutoff energy of 400 Ry was used. A super cell of 2×2×1 was used to avoid the in-
teraction between the probe rotor molecule and its neighboring periodic images. The
positions of atoms were fully optimized using Broyden-Fletcher-Goldfarb-Shanno
(BFGS) method.

After structural optimization, the 2D PES of face-to-face methyl groups was
computed as a function of the rotation angles ϕ1 and ϕ2 by performing DFT cal-
culations combined with climbing image nudged elastic band (CI-NEB) method.28

ϕ1 and ϕ2 refer to the rotational angles of the probe rotor and its counterpart ro-
tor. The computed 2D rotational potential is obtained at 5 degree rotations of each
methyl groups. Due to C3 rotational symmetry, only data points in the range from
0◦ to 120◦ are needed. Therefore, for each CI-NEB calculations, a band with 24
replicas of the molecular crystal was set. In this regard, all degrees of freedom of
the environment as well as both methyl groups were allowed to relax under peri-
odic boundary condition. All the calculations were carried out using CP2K code.95

Figure 4.7 shows the calculated 2D PES of the coupled rotors in γ-picoline. Subse-
quently, the obtained rotational potential from the DFT calculation is used to solve
the 2D Schrödinger for the coupled rotors in γ-picoline.
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Figure 4.7: 2D potential energy surface for two face-to-face methyl groups in γ-
picoline crystal obtained by DFT calculation. The dispersion correction is included.
X and Y axes indicate the rotational angles of the rotors.

4.2.2 Energy-levels and density distribution of methyl

protons

Initially, the INS experiments on rotational tunneling of γ-picoline revealed a tun-
neling transition at ≈ 0.500 meV. However, further INS experiments using higher
resolution spectrometers (≈ 9µeV ) done at low temperature of 0.5 K revealed there
exists three bands: an intense band at 0.516 meV, and two weaker bands at 0.470
meV, and 0.537 meV,121 in which the weaker bands are tentatively assigned to the
coupled pair of methyl groups.126 In this regard, Figure 4.8 shows the calculated
eigenvalues and the energy level schematic for the low-energy transitions for γ-
picoline. Among the four transitions predicted in Figure 4.8, three of them can be
assigned to the experimentally observed transitions. Within the coupled-pair model,
it is indicated that the largest transition |AE⟩→ |EaEb⟩ at 0.515 meV and the tran-
sition |AE⟩→ |EaEa⟩ at 0.431 result from coupling effect on splitting the EE level.
The second largest transition |AA⟩→ |AE⟩ at 0.486 is interpreted as so-called tun-
nel splitting. The results confirm that a coupled motion of methyl librations can
be considered as the most likely effective factor describing methyl dynamics and
corresponding experimentally observed transitions in γ-picoline.
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The strength of coupling and single particle potential in γ-picoline crystal can be
estimated by fitting the model of coupled-pair potential, Eq. (4.2), to the calculated
first principle 2D PES of γ-picoline, discussed in section 4.1. It is seen from 2D PES
that hindering rotational potential is minimum for ϕ1 = ϕ2 − (2π/3)q where q ∈ Z.
The one-dimensional minimum path can be plotted as a function of one single rota-
tional variable. Table 4.1 shows the parameters of the coupled-pair model obtained
through fitting. Figure 4.9 shows the low hindering potential of about 8.40 meV. It
indicates that the low hindering rotational potential of γ-picoline results from the
shallow single rotor and shallow coupling potential. These results agree well with
what discussed in section 4.1, and particularly with the quantitative image of tun-
nel splitting given in Figure 4.5. The similar analysis on a dimmer of γ−picoline,127

discussed in the previous chapter, showed a coupling strength of about seven times
larger than single particle potential. However, the current calculations show that it
is almost 1.4 times larger when full atomic environment in the crystal is taken into
account. This highlights the influence of the other molecules in crystal structure on
hindering methyl rotational dynamics.
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Figure 4.8: Energy-level diagram and tunneling transitions of γ-picoline crystal,
calculated by numerically solving 2D Schrödinger equation with the obtained 2D
DFT potential, Fig. (4.6). The experimentally observed transitions121 are included
as a guide. Energies are in meV.

The effect of crystal field is also visible on proton density distribution. Experi-
mentally, the nuclear density distribution of the three methyl protons in rotational
plane can be obtained through the Fourier difference method using the single-crystal
neutron diffraction data.23 The experimental map is a graphic view of the protons
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Table 4.1: Fitted parameters through mapping of Eq. (4.2) to the computed 2D
PES obtained from DFT for two face-to-face methyl groups in γ-picoline.

Molecular crystal CP model potentials parameters (in meV)
γ-picoline V3=2.48 , W3=3.44
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Figure 4.9: Minimum energy potential path along the line ϕ1 = ϕ2 − 2π/3 of a
pair of γ-picoline molecules in crystal is obtained by mapping the couple-pair model
potential, Eq. (4.2) to the computed 2D PES.

confined in a plane perpendicular to the rotational axis, which cannot be produced
by simple rotation of a methyl group. Here, it is possible to construct the proton den-
sity map by analyzing the geometrical structures obtained from NEB calculations,
where the protons locate on their minimum energy paths. Thereby, the position of
protons are collected from the optimized band of replicas. The density distribution
can be constructed by summation on the distribution of protons due to the isotropic
thermal factor, which is a gaussian in shape and can be represented as:

ρ(x, y, T ) =
(

1
π⟨u2

iso⟩T

)1/2 n∑
i=1

exp

[
− (x− xi)2 + (y − yi)2

⟨u2
iso⟩T

]
(4.4)

where the summation is taken over all methyl protons in the optimized band of repli-
cas and the isotropic thermal factor ⟨u2

iso⟩T at the temperature T=10 K is 0.0194
(Å)2.23 The isotropic thermal factor is comprised of the mean square amplitude for
proton displacements (internal vibrations) and isotropic librations of molecular en-
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Figure 4.10: Landscape view (top) and projected map (bottom) of the calculated
proton density distribution in rotational plane of methyl protons of γ-picoline crys-
tal for a single methyl group at low temperature. The solid lines represent the
orientations of aromatic rings.

tities (lattice thermal factor). Figure 4.10 shows the calculated density distribution
map for rotating methyl protons of a single methyl group in crystal. The rotating
path is tilted as the molecular planes of molecules with respect to crystal plane are
tilted. The solid lines show the orientation of the molecular planes. The calculated
proton density distribution for the methyl group is very similar to that extracted
from the experimental data published in Ref.23 Therefore, in order to describe the
methyl dynamics accurately, the full details of molecular environment should be
taken into account.



Chapter 5

Conclusions and Future Work

This work deals with the numerical determination of tunneling splittings of rotat-
ing methyl groups in realistic chemical environments in the condensed phase. The
specific interest for rotational tunneling splittings is their relevance for nuclear mag-
netic resonance1–5,7,125,130 (NMR) hyperpolarization via the Haupt effect, where the
thermal population difference between the lowest rotational states is transferred to
the spin population, causing a significantly larger spin polarization than the ther-
mal spin population distribution would yield. Complementary interest stems from
the field of inelastic Neutron scattering29,121,126,131 (INS) spectroscopy, where the
low-temperature rotational energy spectrum can be measured directly.

The tunneling splitting energy, which characterizes the lowest rotational quan-
tum excitation, is directly correlated to the NMR signal amplitude amplification
in hyperpolarization experiments. In 2012, Berger et al.1,2 reported a large signal
enhancement in methyl carbon-13 upon a temperature jump in a sample containing
γ-picoline in liquid-state NMR. Levitt et al.4–6 presented a theoretical framework for
the mechanism of hyperpolarization effects in liquid-state NMR, termed quantum
rotor induced polarization7 (QRIP). A year later, a systematic experimental study,
done by Berger et al.,125 on more than 40 substances showed that a larger tunnel
splitting leads to a higher NMR signal enhancement. However, what is missing up
to now is a thorough understanding of the relationship between the tunnel splitting
and local molecular structure in terms of chemical composition and chemical envi-
ronment of a methyl group. Here, the present thesis fills this gap and provides a
comprehensive quantum chemical toolbox for the numerical determination of tunnel
splitting values of methyl rotors in arbitrary condensed-phase environments.

The first part of this work is focused on theoretical approaches for the calcula-
tion of tunneling splittings. In this regard, a semiclassical approach is introduced
for the calculation of tunneling splittings of methyl groups based on the rotational
potential computed at the level of density functional theory. Besides, two semiclas-
sical methods are summarized and examined for a polyatomic molecule and several
one-dimensional models of potential energy functions.

The second part of this work deals with the application of the tunneling splitting
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approach on molecular crystals containing methyl groups. Two chemically almost
identical molecules, γ-picoline and toluene, are investigated while show very dif-
ferent hyperpolarization capabilities in the experiments. The approach developed
here is able to reproduce quantitatively the observed tunnel splitting in the exper-
iment. The large difference in magnitude of tunneling splitting is explained by the
intermolecular interactions arising from the crystal packing and coupling motion of
methyl groups.

As an important aspect, the effect of coupled rotations on tunneling spectrum is
investigated for a pair of coupled methyl groups within a simple coupled-pair model.
The calculations showed that an individual increase either in coupling or single-
particle potential strength yields vanishing splitting. As single particle potential
and interaction proportionally increases, the relative splitting caused by coupling
effect decreases and goes towards a constant. As a real system for the coupled-
pairs model of methyl groups, γ-picoline is studied. A theoretical explanation for
the observed multiple tunneling transition in the INS experiment121 of γ-picoline
within a coupled-pair model is given. The calculated energy levels agree well with
the measured spectrum. Additionally, the magnitude of rotor-rotor coupling in γ-
picoline crystal is found to be as shallow as a single particle potential. The results
confirm that a coupled-pair model can be considered as an appropriate model to
describe the rotational dynamics and thereby associated transitions in γ-picoline.

Work is in progress to develop strategies for (a) using quantum methyl rotors as
protein analysis tool with a predictive site-selectivity, and (b) the rational design of
biochemical mutations to optimize the site-specific NMR signal amplification.
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Appendix A

Methyl rotor in a one-dimensional po-
tential of general shape

The Hamiltonian for the rotational potential of general shape is defined as,

H = −ℏ2

2I
∂2

∂ϕ2 + V3

2
[1 + (−1)kcos3ϕ] + V6

2
[1 + (−1)kcos6ϕ] (A.1)

Three independent variables k, VS, and δ are used to define the shape of potential
in the following way:

1 - k = 0 or k = 1 stand for phase angles α = π, and α = 0, respectively. The
first case (α = 0) describes potentials with broad barriers and shallow minima while
the second case (α = π) gives potentials with broad minima and narrow barriers.

2 - VS = |V3| + |V6| is a measure of the potential strength.
3 - δ = V3/VS determines the shape of potential. It characterizes the contribution

of a pure cos(3ϕ) potential.
The ground state tunnel splitting Etunnel and the first librational excitation E01

are calculated by numerical diagonalization of Eq. (A.1). Fig A.1(a) and A.1(b)
show two examples of potentials with different values of the parameters, described
above. In Fig A.1(a) three fold potential is dominated whereas in Fig A.1(b) six
fold one. Figures A.2 and A.3 show the calculated ground state tunnel splitting and
librational energies over a broad range of the parameters for the potential function.
These plots allow the experimentalists to interpret their measured data within the
single particle model. The librational energy is defined as E01 = (E3 +E2)/2−(E1 +
E0)/2. The obtained results are in agreement with the study of Prager et al.117
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Figure A.1: Two examples of one-dimensional rotational potentials with fixed pa-
rameters (a)V3 = 9, V6 = 1, and (b)V3 = 2, V6 = 8; for k = 0 and k = 1.
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Figure A.2: The ground state tunnel splitting (the energy difference between the two
lowest eigenvalues) and the librational energies E01 (the energy difference between
the averaged energies of the two lowest and a following pairs of levels) in a potential
of general shape with k = 0. V3 and V6 are taken ≥ 0.
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Figure A.3: The ground state tunnel splitting (energy difference between the two
lowest eigenvalues) and the librational energies E01 (energy difference between the
averaged energies of the two lowest and a following pairs of levels) in a potential of
general shapes with k = 1. V3 and V6 are taken ≥ 0.
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Appendix B

Analytical solution to the coupled-pair
model Hamiltonian

The Schrödinger equation is solved for the two coupled rotors in a hindered periodic
potential,

H = −B( ∂
2

∂ϕ2
1

+ ∂2

∂ϕ2
2
) + V3(cos3ϕ1 + cos3ϕ2) +W3cos3(ϕ1 − ϕ2) (B.1)

by expanding the wave function on the basis set of two independent free rotor
functions. A general solution for the coupled-pair Hamiltonian Eq. (B.1) is derived,
which can be easily modified to get the energy spectrum of two free rotors, two
uncoupled rotors in hindered potentials, and one single rotor in hindered potential.

The solution of the Hamiltonian (B.1) has the periodicity of 2π-periodic with
respect to the variables ϕ1 and ϕ2, the same as in the single rotor problem. The
wave functions can be expanded in terms of the free rotor states, which is the same
as an expansion into a double Fourier series:

|ψ >=
+∞∑

m=−∞

+∞∑
n=−∞

am,n|m,n > (B.2)

where
am,n = 1

2π

∫ 2π

0

∫ 2π

0
dϕ1dϕ2ψ(ϕ1, ϕ2)e−imϕ1e−inϕ2 (B.3)

is the Fourier coefficients of ψ(ϕ1, ϕ2). Because of the periodicity of the wavefunc-
tion, the 2D Fourier space is infinite but discrete, i.e: n,m = (. . . ,−1, 0, 1, . . . ). In
Eq. (B.2), |m,n >= |m > ⊗ |n >. The ket notations |m > and |n > are used to
represent the plane-wave functions:

< ϕ1|m >= 1√
2π
eimϕ1 and < ϕ2|n >= 1√

2π
einϕ2 (B.4)

The Schrödinger equation (H − E)|ψ >= 0 with the Hamiltonian defined in Eq.
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(B.1) is solved by the Ansatz, Eq. (B.2), gives:

1
2π

+∞∑
m=−∞

+∞∑
n=−∞

eimϕ1einϕ2×

[B(n2 +m2) − E
]
am,n

+ V3

2
(am+3,n + am−3,n)

+ V3

2
(am,n+3 + am,n−3)

+ W3

2
(am−3,n+3 + am+3,n−3)

 = 0

(B.5)

where for the cosine potentials, the relation cos(α) = (eiα + e−α)/2 is used. The
only solution to the Eq. (B.5) is that the terms in bracket for every m and n to be
zero. This means:

B n2am,n + V3

2
(am+3,n + am−3,n)

+B m2am,n + V3

2
(am,n+3 + am,n−3)

+W3

2
(am−3,n+3 + am+3,n−3)

= Eam,n

(B.6)

This leaves us with (2K + 1)2 inhomogeneous equations for (2K + 1)2 coefficients
am,n; when the infinite system is truncated to −K ≤ m,n ≤ K. The Eq. (B.6) can
be transformed into a more compact form MA = EA, using a matrix representation
A ≡ ((am,n)) and matrix M:

M =
[
B C + V3

2
(I+3 + I−3)

]
⊗ I0

+ I0 ⊗
[
B C + V3

2
(I+3 + I−3)

]
+ W3

2
(I−3 ⊗ I+3 + I+3 ⊗ I−3)

(B.7)

where Ip is a matrix of 1s along the pth diagonal, and zeros elsewhere. The diagonal
matrix C represents the kinetic term. The dimension of Ip matrices is (2K + 1) ×
(2K + 1) and accordingly the dimension of M matrix is (2K + 1)2 × (2K + 1)2. To
evaluate the eigenvalues and eigenfunctions, the M matrix is diagonalized using the
Lanczos algorithm for the sparse matrices, implemented in Python code. One can
compute the energy spectrum of two free-rotors or two uncoupled-rotors in hindered
potentials by excluding the corresponding relevant matrices from Eq. (B.7). Clearly,
for the eigenvalue problem of one single free rotor or a single rotor in hindered
potential, the total number of computed eigenvalues is (2K + 1), i.e. the tensor
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multiplying by identity matrix has to be ignored. In Eq. (B.8) to (B.11), the
essential matrices for constructing Matrix elements of M are given.

C =



(−K)2 0 0 . . . 0

0 (−K + 1)2 0 . . . 0

0 0 (−K + 2)2 . . . 0
... ... ... . . . ...
0 0 0 . . . (K)2


(2K+1)×(2K+1)

(B.8)

I+3 =



0 0 0 1 0 0 . . . 0
0 0 0 0 1 0 . . . 0
0 0 0 0 0 1 . . . 0
... ... ... ... ... ... . . . ...
0 0 0 0 0 0 . . . 1
0 0 0 0 0 0 . . . 0
0 0 0 0 0 0 . . . 0
0 0 0 0 0 0 . . . 0


(2K+1)×(2K+1)

(B.9)

I−3 =



0 0 0 . . . 0 0 0 0
0 0 0 . . . 0 0 0 0
0 0 0 . . . 0 0 0 0
1 0 0 . . . 0 0 0 0
0 1 0 . . . 0 0 0 0
0 0 1 . . . 0 0 0 0
... ... ... . . . ... ... ... ...
0 0 0 . . . 1 0 0 0


(2K+1)×(2K+1)

(B.10)

I0 =



1 0 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
... ... ... . . . ...
0 0 0 . . . 1


(2K+1)×(2K+1)

(B.11)
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Appendix C

Numerical tests of the two dimensional
code

The Numerov-type method is applied for the calculation of the eigenvalues of the
two-dimensional harmonic oscillator, the Henon-Heiles potential, and two uncoupled
free rotors. The obtained results through the in-house developed python code are
compared with those produced using the full discretization technique given in the
literature. Furthermore, the numerical results of the eigenvalue dependency on the
coupling strength for the coupled-pair model of potential described in section 4.1
are given in the last part.

Two-dimensional harmonic oscillator

Two-dimensional harmonic oscillator Hamiltonian is defined as

H = −1
2
∂2

∂x2 − 1
2
∂2

∂y2 + 1
2

(x2 + y2) (C.1)

The exact eigenvalues of the above Hamiltonian are given by En = n+1, n = nx+ny

where nx, ny = 0, 1, 2, 3, ... Table C.1 shows the results obtained through the in-
house code, which are compared with those reported by Kalogiratou et al,.35
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Table C.1: A comparison between the calculated eigenvalues [per rotational constant
which is 0.5] for a harmonic oscillator obtained through the in-house code and those
reported in Ref.35

En En [this work] En
35 En [exact] nx ny

E0 0.9996869 0.999687 1.0 0 0

E1 1.9996845 1.999685 2.0 0 1
E1 1.9984353 - 2.0 1 0

E2 2.9959302 2.999678 3.0 0 2
E2 2.9984329 - 3.0 2 0
E2 2.9996775 - 3.0 1 1

E3 3.9921692 3.999663 4.0 0 3
E3 3.9959278 - 4.0 3 0
E3 3.9984259 - 4.0 1 2
E3 3.9996626 - 4.0 2 1

E4 4.9871500 4.999637 5.0 0 4
E4 4.9921668 - 5.0 4 0
E4 4.9959208 - 5.0 1 3
E4 4.9984110 - 5.0 3 1
E4 4.9996369 - 5.0 2 2
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Two-dimensional Henon-Heiles potential

Two-dimensional Henon-Heiles Hamiltonian is defined as

H = −1
2
∂2

∂x2 − 1
2
∂2

∂y2 + 1
2

(x2 + y2) + (0.0125)1/2(x2y − y3

3
) (C.2)

Table C.2 shows the results of the calculated eigenvalues for the Henon-Heiles Hamil-
tonian obtained through the in-house code, which are compared with those reported
in Refs.35,132,133

Table C.2: A comparison between the eigenvalues of the Henon-Heiles potential
obtained through the in-house code and those reported in Refs.35,132,133

En En [this work] En
35 En

132 En
133

E0 0.99828234 0.9986 0.9986 0.99859477
E2 1.98854812 1.9901 1.9901 1.99007676
E3 1.98975597 - - 1.99007676
E4 2.95405925 2.9562 2.9562 2.95624298
E5 2.98327253 2.9853 2.9853 2.98532642
E6 2.98377955 - - 2.98532642
E7 3.92005535 3.9259 3.9260 3.92596372
E8 3.9247260 3.9822 3.9824 3.92596372
E9 3.97939347 3.9856 3.9858 3.9824172
E10 3.98269488 - - 3.98576092
E11 4.86392434 4.8700 4.8701 4.87014400
E12 4.89307373 4.8986 4.8986 4.89864420
E13 4.8944664 4.9860 4.9863 4.89864420
E14 4.98137535 - - 4.98625101
E15 4.98185088 - - 4.98625101

106



Two uncoupled free rotors

The Hamiltonian for the two uncoupled free rotors is defined as

H = −B ∂2

∂ϕ2
1

−B
∂2

∂ϕ2
2

(C.3)

where B = ℏ2/2I = 654µeV is the rotational constant. Table C.3 shows the results
of the calculated eigenvalues for the above Hamiltonian, which are compared with
those reported in Ref.119

Table C.3: A comparison between the calculated eigenvalues [per rotational constant
B = 0.5] for the two uncoupled free rotors obtained through the in-house code and
those reported in Ref.119

En E [this work] E [exact]119

E0 0.0 0.0

E1 0.991963 1.0
E1 0.991963 1.0
E1 0.992015 1.0
E1 0.992016 1.0

E2 1.983979 2.0
E2 1.983979 2.0
E2 1.983979 2.0
E2 1.983979 2.0
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Numerical solution to the 2D coupled-pair model Hamil-

tonian

The Hamiltonian for two coupled methyl rotors is defined as

H = −B ∂2

∂ϕ2
1

−B
∂2

∂ϕ2
2

+ V3cos3ϕ1 + V3cos3ϕ2 +W3cos(3ϕ1 − 3ϕ2) (C.4)

where B = ℏ2/2I = 654µeV is the rotational constant. Figure C.1 shows the
dependence of the lowest energy eigenvalues as function of the coupling strength W3

at various single particle potential strength of V3 in meV. The results are obtained
by solving the above Hamiltonian numerically.
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Figure C.1: Dependence of the lowest lying energy eigenvalues of two coupled methyl
groups on the coupling strength in different single rotor potentials, obtained by
solving the Hamiltonian (C.4) numerically.
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Appendix D

Numerical implementation of the AIMD
approach combined with the semiclassi-
cal method

Based on the ab-initio molecular dynamics approach combined with the semiclassical
method of Makri-Miller,19 described in section 2.2, several in-house Fortran codes
are developed which combined with the CP2K program95 to reproduce the results
for the tunnel splitting of the umbrella inversion of Ammonia given in the Ref.18 In
the following, the details of the calculations are described.

Application to the Umbrella inversion of ammonia

Ammonia is the simplest molecule accompanying the quantum tunneling effect. It
has a trigonal pyramidal shape with three hydrogen atoms at the base and the
nitrogen atom at the top. This system has a double well potential because the
nitrogen atom faces a barrier to travels through either side of the plane defined by
the hydrogen atoms. The barrier is the result of the Coulomb repulsion between
the nitrogen and the three protons. The tunneling of nitrogen through the barrier
results in a splitting of the ground state vibrational energy.

Here, a set of standard molecular dynamic (MD) calculations were performed in
microcanonical (NVE) ensemble using CP2K program package.95 A hybrid Gaus-
sian and Plane-Wave (GPW) basis set with the GTH pseudopotentials74,75 were
employed, in conjunction with the Becke, Lee, Yang and Parr (BLYP)48,51 gener-
alized gradient approximation for the exchange and correlation energy. A 300 Ry
energy cut-off was used for the auxiliary basis set of plane waves. A non-periodic
box of dimensions 12 × 12 × 12 angstrom with one single molecule was selected.
The trajectories are calculated up to 100 fs, with a time step of 0.2 fs. The initial
geometries and momentum for ab-initio MD (AIMD) simulations were determined
by performing normal mode analysis. The details of initial conditions for the AIMD
are given in the next section. In total, 200 trajectories were calculated. The number
of trajectories are determined by checking the convergence of the tunneling splitting.
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The initial point for calculating tunneling is the determination of the tunneling
direction. In the case of the umbrella inversion of Ammonia, the norm of the hydro-
gen plane is defined as the tunneling direction n̂, the momentum vector of nitrogen
as p, and the coordinate vector of nitrogen as q. In order to find the turning points,
the variation of p.n̂ for each trajectory is monitored. Fig. D.1 shows the variation of
momentum along the tunneling direction. The blue circles highlight the points that
p.n̂ goes to zero. However, the turning points are those in which q.n̂ goes through
a relative maximum. Fig. D.2 shows the variation of coordinate along the tunneling
direction and the blue circles show the relative maximums. Therefore, three clas-
sical turning points are detected, which correspond to the time that the nitrogen
gets very close to the hydrogen plane, however as it classically cannot go through
the barrier of hydrogen plane, it is then reflected. Fig. D.3 shows the distance of
nitrogen from the hydrogen plane for each molecular dynamics step. As it can be
seen, the turning points are those that nitrogen has the minimum distance from the
hydrogen plane. This analysis for each trajectory has to be repeated to find the
turning points.

Figure D.1: The momentum variation of nitrogen along the tunneling direction in
the umbrella inversion of Ammonia for each molecular dynamics step. The blue
circles show the points that p.n̂ goes through zero.
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Figure D.2: The coordinate variation of the nitrogen along the tunneling direction
in the umbrella inversion of Ammonia for each molecular dynamics step. The blue
circles show the points that q.n̂ goes through the relative maximum.

Figure D.3: The distance of nitrogen from the hydrogen plane for each molecular
dynamics step. The blue circles show the points that nitrogen has the minimum
distance from the hydrogen plane.

Once the turning points were detected, the terminal point of the tunneling path
is determined by taking the mirror reflection of the structure with respect to the hy-
drogen plane. For determination of tunneling path, 18 middle structures are created
between the initial and the terminal structure, by moving the nitrogen towards the
hydrogen plane and adjusting NH bond length to the value at the initial structure.
The potential energy of each structure along the tunneling path is then obtained
by performing single point calculations. The smooth potential energy curve V (ξ)
is generated by interpolating technique based on the calculated energies of 20 grids
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along the tunneling path. For each turning point, the tunneling amplitude exp(−θ)
according to the Eq. (2.117) is calculated. The action integral is calculated numer-
ically with quadrature by parts. The accumulated tunneling amplitude is averaged
over 200 trajectories, shown in Fig. D.4. Using the Eq. (2.119), the tunneling
splitting ∆E is calculated accordingly.
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Figure D.4: Variation of accumulated tunneling amplitude averaged over 200 tra-
jectories for Ammonia.

Details of normal-mode sampling

The Hamiltonian for a system of n normal modes is the sum of energies for the
separable harmonic oscillators and is given by

H = E =
n∑

i=1
Ei =

n∑
i=1

P 2
i + ω2

iQ
2
i

2
(D.1)

To form a microcanonical ensemble, random values for the Pi and Qi are chosen so
that there is a uniform distribution in the classical phase space of H(P,Q). For the
method called microcanonical normal-mode sampling, random values are chosen for
the mode energies Ei, which are then transformed to the random values for Pi and
Qi.134 To accomplish this, an in-house Fortran code is developed which is combined
with the ab-initio MD CP2K code to create the initial geometries and momentum
of Ammonia molecule for the ab-initio molecular dynamics.

The Boltzmann-like distribution of vibrational quantum numbers is determined
by taking the following steps based on the Adiabatic and Non-adiabatic Trajectories
(ANT) program.135 The ANT manual is used as guidance for the implementation
of the code.
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(i) Normal mode analysis is performed to obtain vibrational frequencies and
normal mode coordinates. The basic idea behind normal mode analysis is that the
potential energy function V can be expressed in terms of a Taylor expansion about
any of local minima in terms of the mass-weighted coordinates qi = √

mixi, where
xi is the displacement of the ith coordinate from the energy minimum and mi is
that mass of the corresponding atom. To second-order approximation, the Taylor
series expansion of V is,

V = 1
2

3N∑
i,j=1

∂2V

∂qi∂qj

qiqj (D.2)

Therefore, the potential energy surface is approximated by the so-called harmonic
potential, which is characterized by the second derivatives, i.e., the force constants,
evaluated at the minimum energy. It is assumed that the fluctuations still occur
within this parabolic energy surface. The second derivatives in Eq. (D.2), can be
written in a matrix, the so-called “Hessian matrix”. Diagonalization of the Hessian
matrix yields to the eigenvalue and eigenvectors implies normal mode frequencies
and coordinates, respectively. The CP2K program is used to obtain vibrational
frequencies and normal mode coordinates. ωm are the vibrational frequencies, where
m = 6 in the case of Ammonia. The mass scaled eigenvectors are stored as X̂ ij

m,
where j labels atoms, and i labels x, y, z.

(ii) Generate a random number ξ in the range [0, 1].
(iii) Vibrational numbers nm, for each mode is computed using

nm = −intger(kBT ln(1 − ξ)
ℏωm

) (D.3)

(iv) The last two steps are repeated until 3 ×N − 6 (N is the number of atoms)
vibrational quantum numbers are generated.
The vibrational numbers should be in the range of zero to infinite since ln(1 − ξ)
is between zero to infinite. However, when one randomly samples this region, most
of times one gets zero; which is normal because the populations of the vibrational
excited states are very small. Once the vibrational quantum numbers are generated,
the following steps are taken to generate the initial momenta and position of atoms.

(i) The energy for each mode is computed by

Em = ℏωm(nm + 1
2

) (D.4)

(ii) The turning points are computed from

R±
m −R0

m =
√

2Em

ω2
mµ

(D.5)
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(iii) Random numbers ξm are generated and displacements are made about the
minimum energy structure,

xij = xij
0 +

∑
m

X̂ ij
m(R±

m −R0
m)cos(2πξm) (D.6)

where xij
0 is the initial position of atoms, xij is the generated position of atoms in

cartesian. j labels atoms, and i labels x, y, z. The second term is the mass-weighted
coordinates which has to transform back to the unscaled coordinates before to sum
up with the initial coordinates of atoms.

(iv) For the initial velocity of atoms, one needs to calculate the kinetic energy of
the mth normal mode

Tm = Em − 1
2
ω2

mµ[(R±
m −R0

m)cos(2πξ)]2 (D.7)

(v) The Velocity is set to

Ẋ ij
m =

∑
m

X̂ ij
m

√
2Tm

µ
(D.8)

where the sign is randomized for each mode. The mass-weighted velocities transform
back to the unscaled velocities.
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Appendix E

Numerical implementation of the Ring-
Polymer method

Based on the Ring-Polymer instanton approach,17 described in Section 2.3, an in-
house Python105,106 code is developed to compute the tunnel splitting in the one-
dimensional systems. The code is validated by reproducing the results of tunnel
splitting for the one-dimensional double well potential given in the Ref.17 Further-
more, the approach is examined for the one-dimensional three-fold cosine potential
of methyl groups.

One-dimensional double well potential

The one-dimensional double well potential is defined as,

V (x) = V0(
x2

x02 − 1)2 (E.1)

where V0 is the barrier height between two minimas located at x = ±x0. The initial
geometry of beads are made by distributing them evenly between two minimas. The
end points of the linear polymer are allowed to be relaxed during the minimization.
The limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm, im-
plemented in Python code, is used to find the geometry. The single kink action
is calculated once the minimum linear polymer geometry is found. Normal mode
frequencies are then computed by diagonalizing the Hessian matrix defined in Eq.
(2.146). The one-dimensional Schrödinger equation with the potential defined in Eq.
(E.1) is numerically solved to obtain the exact quantum states, which is considered
as a reference for the comparison.

Tables E.1 and E.2 show the numerical results of the kink action Skink and the
determinant ratio Φ with respect to the number of beads M and the imaginary time
duration of βℏ. As it can be clearly seen, the results along the diagonal of Tables E.1
and E.2 within 3 significant figures are identical because the value of βMℏ(= βℏ/M)
is the same. In the first column of the tables where βℏ = 15, the periodic orbits on
the inverted potential has insufficient time to connect ±x0, i.e., the springs between
the beads are too stiff to allow a proper sampling of the tunneling path. When the
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time duration is sufficiently long, as it can be seen in the second column, one can
check for the convergence of the results with respect to the number of beads. At
certain number of beads, the results are converged and adding further beads while
the time duration is fixed, yields dumping additional beads close to the ends. This
can be clearly seen in Fig. E.1, which shows the pathway on the potential energy
surface with various number of beads for the fixed imaginary time βℏ = 30. Table
E.3 gives the tunneling splittings ∆ corresponds to the βℏ = 30 column of Tables
E.1 and E.2. It is seen, the convergence to within 1% is reached by M = 64.

Table E.1: Kink actions Skink in reduced units for one-dimensional potential of Eq.
(E.1) with x0 = 5 and V0 = 1. The exact path integral version of instanton theory136

gives Skink = 9.428.

M/βℏ 15 30 60 120 240

8 9.4084 8.7639 5.9672 3.4220 1.6551

16 9.3805 9.3358 8.7621 5.9672 3.2420

32 3.16 × 10−10 9.4057 9.3358 8.7621 5.9672

64 6.82 × 10−10 9.4225 9.4057 9.3358 8.7621

128 1.58 × 10−9 9.4267 9.4225 9.4057 9.3358

256 2.71 × 10−9 9.4277 9.4267 9.4225 9.4057

512 3.30 × 10−9 9.4280 9.4277 9.4267 9.4225
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Table E.2: Determinant ratios Φ corresponding to the kink actions of Table E.1.
The exact path integral version of instanton theory136 gives Φ = 0.510.

M/βℏ 15 30 60 120 240

8 0.4531 0.8717 1.4548 1.6848 1.7467

16 0.5319 0.5997 0.8829 1.4549 1.6848

32 1.7677 0.5329 0.5997 0.8829 1.4549

64 1.7677 0.5161 0.5329 0.5997 0.8829

128 1.7677 0.5117 0.5159 0.5329 0.5997

256 1.7677 0.5108 0.5117 0.5159 0.5329

512 1.7677 0.5105 0.5106 0.5117 0.5159

Table E.3: Convergence of the tunneling splitting ∆ in reduced units obtained from
the kink actions and determinant in Tables E.1 and E.2 corresponding to βℏ = 30.
The quantum value is obtained by solving the one-dimensional Schrödinger equation
for double well potential.

number of beads 16 32 64 128 256 512 Exact inst136 Quantum

∆ × 104 3.5858 3.7766 3.8380 3.8552 3.8588 3.8601 3.86 3.42
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Figure E.1: Pathway plots for the one-dimensional double well potential with var-
ious number of beads M for the imaginary time βℏ = 30. Adding further beads
while βℏ is fixed has only the effect of dumping additional beads close to the ends.
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The main source of error within this approach is due to the steepest descent
approximation, on which the method is based. However, it does not mean that
this approach is a harmonic approach because the anharmonicity is addressed by
the kink. More precisely, the anharmonicity along the instanton path is included
exactly. In multidimensional systems, the anharmonic fluctuations perpendicular to
the instanton path may introduce some error into the results. In one dimensional
systems, the main source of error is det J0 because it describes the non-tunneling
paths by harmonic fluctuations about the minima.17 The size of this error is inves-
tigated by using a series of different values for the barrier height, V0 (see Table E.4).
It is seen that the disagreement of the tunnel splittings with the exact quantum
splittings increases as the barrier height decreases.

The in-house python code is successfully validated, and the results are in good
agreement with those given in the main Ref.17 In the next section, the tunnel split-
tings for three-fold cosine potentials within the ring-polymer instanton method are
investigated.

Table E.4: Comparison of the instanton tunneling splittings ∆ in reduced units
with the exact quantum splittings for different barrier heights V0 in Eq. (E.1) with
x0 = 5

√
V0, βℏ = 30, and M = 512.

V0 2 1 0.5 0.25

Instanton 4.3905 ×10−8 3.8601×10−4 3.043×10−2 2.27×10−1

Quantum 4.15 ×10−8 3.42×10−4 2.25×10−2 1.19×10−1

Error 6% 13% 35% 91%
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Tunnel splitting in the one-dimensional three-fold cosine

potentials

The generalization of the ring-polymer instanton method for a molecular system
with several degenerate wells can be found in the main Ref.20 The three fold cosine
potential is defined as

V (ϕ) = V3

2
(1 − cos3ϕ) (E.2)

To obtain the tunnel splitting, one needs to diagonalize the tunneling matrix W

defined as,
W = hA (E.3)

where the adjacency matrix A for the three-fold connected wells is,

A =


0 1 1
1 0 1
1 1 0

 (E.4)

and h is given by

h = lim
β→∞

ℏ
Φ

√
Skink

2πℏ
e−Skink/ℏ (E.5)

Skink and Φ are the same as defined in section 2.3.
Table E.5 gives the results of tunnel splitting for the three-fold cosine potential

with different number of beads and the imaginary time duration, which can be
compared with the exact quantum value obtained from solving the one-dimensional
Schrödinger equation. The barrier height is set to V3 = 10. It is seen that the results
are converged in the lower triangular part of the Table E.5. The approach is further
examined for a range of barrier heights, given in Table E.6. As it was expected, the
error arising from significantly anharmonic low barrier is very large.
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Table E.5: Convergence of the tunneling splitting in reduced units obtained from
Ring-Polymer instanton method for one-dimensional three fold cosine potential with
V3 = 10. The exact quantum value of splitting obtained by solving the Schrödinger
equation is 0.082259.

M/βℏ 15 30 60 120

8 2.7198 1.91 × 10−15 1.61 × 10−31 6.56 × 10−64

16 0.00072 1.42 × 10−7 1.91 × 10−15 1.61 × 10−31

32 0.02539 0.00072 1.42 × 10−7 1.91 × 10−15

64 0.07901 0.02539 0.00072 1.42 × 10−7

128 0.0980 0.07901 0.02539 0.00072

256 0.10013 0.0980 0.07901 0.02539

512 0.10068 0.10013 0.0980 0.07901

1024 0.10082 0.10067 0.10013 0.0980

2048 0.10087 0.10082 0.10067 0.10013

4096 0.10087 0.10084 0.10082 0.10068
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Table E.6: Comparison of the instanton tunneling splittings in reduced units with
the exact quantum splittings for different barrier heights V3 with βℏ = 15 and
M = 4096.

V3 1 5 10 20 30 40 50

Instanton 1.05817 0.34387 0.10087 0.01435 0.002923 0.0007339 0.0002123

Quantum 0.47885 0.24064 0.08225 0.01271 0.002657 0.0006762 0.0001969

Error 121% 43% 23% 13% 10% 9% 8%
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