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B.3 EOM for Ḡ0 and D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
B.4 MBPT for magnetic perturbations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
B.5 Spectral function of spin fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . 91

C Convergence properties of the Coulomb kernel 93
C.1 Static case. Superconducting calculations . . . . . . . . . . . . . . . . . . . . . . . . 93
C.2 Dynamical case. Lindhard kernel integrations . . . . . . . . . . . . . . . . . . . . . 93
C.3 Dynamical case. Superconducting calculations . . . . . . . . . . . . . . . . . . . . . 95
C.4 Gross-Kohn approximation for the ω and q-dependent fxc . . . . . . . . . . . . . . 99

D Eliashberg equations 103
D.1 Review of the different sets of Eliashberg equations . . . . . . . . . . . . . . . . . . 103
D.2 Block-band resolved approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
D.3 Model A (details) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Bibliography 107

Acknowledgements 115

Curriculum Vitae 116

Eidesstattliche Erklärung 116

3



Acronyms

ALDA Adiabatic LDA
BCS Bardeen, Cooper, Schrieffer
BO Born-Oppenheimer
BZ Brillouin zone
DFPT Density Functional Perturbation Theory
DFT Density Functional Theory
DOS Density of State
ET Eliashberg Theory
FC Fourier Component
FS Fermi Surface
FT Fourier Transform
GF Green’s Function
KS Kohn-Sham
LDA Local Density Approximation
MBPT Many-Body Perturbation Theory
PBE Perdew, Burke, Ernzerhof
RPA Random Phase Approximation
SC Superconductivity
SCDFT Superconducting DFT
SE Self-Energy
TDDFT Time-Dependent Density Functional Theory
TF Thomas-Fermi
UC Unit cell
WZ Wigner-Seitz

4



Introduction

In the past century superconductivity (SC) has been one of the most challenging fields in solid
state physics. The first microscopic description (by Bardeen, Cooper and Schrieffer BCS in 1957
[1]) appeared only 46 years after the discovery of the phenomenon (by Onnes 1911 [2]). Still, more
than 50 years after BCS we have no commonly accepted theoretical description for several classes
of superconductors (among which are the so called high Tc superconductors, like pnictides and
cuprates) [3, 4, 5]. Within BCS theory, the driving force for SC was identified as an attraction
between Fermi surface electrons due to electron-phonon interaction [6], although the BCS model
does not necessarily require the phononic nature of this attraction. Moreover in the BCS theory,
this attractive pairing is quite oversimplified, leading to a qualitatively correct picture, without,
however, any quantitative predictive power.

A formally exact approach to SC was then formulated in the sixties, by means of many body
perturbation theory (MBPT) [7, 8], leading to the Eliashberg theory (ET) [9], which is at the heart
of this work. This method is, in principle, capable to include the electron-phonon interaction in an
accurate way. In particular, it naturally takes into account the different timescales of phonons and
electrons. At the time the ET was first formulated, its predictive power was relatively low, mainly
because it was not yet possible to compute accurately phonons and the related electronic coupling.
Nowadays we are able to calculate fully ab-initio phonons and the electron-phonon interaction
with reasonable accuracy [10, 11]. This allows us to use the Eliashberg framework to perform
calculations on real materials.

One major problem survives in the way Coulomb interactions are handled, namely as a BCS-like
static potential, which is reduced to an effective parameter µ∗ [12, 13]. This parameter is usually
fitted to get the experimental Tc, thus reducing an accurate ab-initio theory to a semi-empirical
one. Typical values for µ∗ in simple superconductors range from 0.09 to 0.16, although for more
complex systems µ∗ can lay outside of this specific interval [14]. Moreover, in the case of multiband
superconductivity, where different bands of the material show different superconducting behavior,
no thumb rule applies to estimate µ∗ [15].

The aim of this work is to revisit the original Eliashberg approach and to improve it in such
a way that Coulomb interactions are included in order to promote it to a genuine ab-initio level.
We will proceed by reviewing the many body perturbation expansion leading to the conventional
Eliashberg equations, and account for the Coulomb interaction in a similar way as it is done in
GW theory [16, 17] and in DFT for superconductors (SCDFT [18]).

The central point of any superconducting theory based on MBPT is the non SC ground state,
that is assumed to be well understood and characterized. This may not be always the case, like
in high-Tc superconductors [3, 4, 5]. However, in this work we will assume that conventional
density functional theory (DFT) schemes [19] do provide a description of this “normal state” that
is accurate enough. The superconducting state is then formed by two-body correlations omitted
in conventional DFT approximations: those due to the scattering of electron pairs with opposite
spin and momenta i.e., Cooper pairs.

If one is mostly interested in the prediction of the critical temperature, the pairings can be
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computed ignoring feedback effects due to SC, i.e., in the normal state1. Phonons will be and
are usually computed within the so-called Born-Oppenheimer approximation (BO) [20]. The cal-
culation of a Coulomb part is less straightforward and involves the estimation of the screening
properties. The simplest and completely parameter free approach to the screening is the random
phase approximation (RPA) [21]. To introduce correlation corrections [22, 23] is also possible and
can be done conveniently by means of time dependent DFT (TDDFT).

The RPA is a popular approximation in theoretical optical spectroscopy and is commonly used
in SCDFT. However so far in the SCDFT literature, the RPA has been used mostly in the static
limit, and very little is known on the role of dynamical effects [24]. In fact, those are associated with
plasmons, which are the source of the superconducting pairing according to some unconventional
theories of superconductivity [25, 26]. The first step towards an ab-initio analysis of the plasmon-
induced superconducting pairing is done in ref. [27]. It is constructed using a plasmon pole
approximation for the effective interaction and resulted in a weak superconducting pairing leading
to a sensible critical temperature at extremely low densities. The second work we refer to is by
Rietschel and Sham [28], which relies on the Eliashberg approach with Lindhard’s theory for the
corresponding interaction. Both of these works study Coulomb-only driven superconductivity. In
this thesis we revise the whole effect of the Coulomb interaction in its static and full dynamic limits
from a fully ab-initio perspective using correspondingly adopted Eliashberg approach. Moreover
our implementation allows to study the interplay between phonon, plasmon and magnon2 mediated
parings at the same time.

The thesis starts (chap. 1) by giving a review on the techniques used to describe the normal
state properties. In particular, we will discuss the screened Coulomb interaction, the calculation
of which was implemented during this work in the open source code ELK [29].

In chap. 2 we discuss the MBPT leading to the Eliashberg equations. We achieve a form of the
equations that allow us to include the full Coulomb interaction. Details on the implementation
are given in the appendices.

Results are presented in chap. 3. In sec. 3.2.2 a systematic study of the method is presented
in the limit of a static Coulomb interaction: we calculate the critical temperatures of several
phononic superconductors and compare them with experiment. The effect of dynamical screening
and plasmonic couplings is discussed in sec. 3.3.

1As long as the SC transition is of II order
2Although electron-magnon pairings will be treated in a simplified way.

6



Chapter 1

Normal state properties

1.1 Introduction

The normal state DFT approach is conveniently obtained by solving a system of single-particle
equations. These are known as Kohn-Sham (KS) equations [19] and are presented in sec. 1.2.

Then we will introduce methods to compute phonons and electron-phonon coupling, standard
approximations and methods will be discussed in sec. 1.3. Approximations and methods to
compute the Coulomb part of the electronic interactions are discussed in sec. 1.4 including specific
approximations developed in this work.

1.2 Kohn-Sham system

A description of the system of interacting electrons is formally given by the Schrödinger equation1.
Ignoring for a moment the nuclear motion2, we write this equation for electronic degrees of freedom:

ĤΨ(r1r2..rNe) = (T̂ + Ŵ + V̂0)Ψ(r1r2..rNe)

=

(
−1

2

∑
i

∇2
ri

+
1

2

∑
i 6=j

1

|ri − rj|
+
∑
i

v0
ext(ri)

)
Ψ(r1r2..rNe)

= EΨ(r1r2..rNe) (1.2.1)

in atomic units (m = ~ = e = 1). The r1r2..rNe is the set of electronic coordinates. The first
term in the Hamiltonian Ĥ is the total kinetic energy contribution, the second one is the electron-
electron Coulomb interaction, while the v0

ext(r) is an external potential assumed to be produced
by a fixed nuclear system. Due to electron-electron interactions this Schrödinger equation is not
separable in single particle equations and is too complex to solve for large systems and crystals
even with the most powerful modern computers.

An alternative treatment is found within the Density Functional Theory (DFT) [30]. The key
object in DFT is the ground state density (i.e., Ψ0 is the ground state wave function):

n0(r) = Ne

ˆ
dr2..drNe|Ψ0(rr2..rNe)|2. (1.2.2)

1To describe something in quantum theory is equivalent to knowing the many-body wavefunction Ψ, which is a
solution of the mentioned Schrödinger equation.

2This approximation is reviewed in sec. 1.3.1.
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The Hohenberg-Kohn (HK) theorem [31] proves (1) that there is a one-to-one correspondence
between the ground state density and the external potential:

V0 ↔ Ψ0 ↔ n0, (1.2.3)

(2) that the energy functional:

E[n] =
〈

Ψ[n]|T̂ + Ŵ + V̂0|Ψ[n]
〉
, (1.2.4)

is minimized by the ground state density n0 (for V0) for which it gives the ground state energy
of the system. Computational applications of this DFT approach are mostly implemented in the
Kohn-Sham (KS) [19] scheme. Kohn and Sham considered a system of fictitious non-interacting
electrons (KS electrons), which possess the same density as an original interacting many-electron
system. The total energy functional can be rewritten as:

E[n] = TKS[n] +WH [n] + V0[n] + Exc[n], (1.2.5)

where TKS[n] is the kinetic energy of KS system, WH is a classical (Hartree) contribution to the
energy3 and a so-called exchange-correlation energy is simply given by:

Exc[n] = T [n]− TKS[n] +W [n]−WH [n]. (1.2.6)

This approach leads to the set of one-particle equations (KS equations):(
−1

2
∇2 + vKS(r)

)
φi(r) = εiφi(r), (1.2.7)

n0(r) = 2

Ne/2∑
i=1

|φi(r)|2. (1.2.8)

The factor of two in the last line is responsible for spin. The one body potential vKS is a functional
of the density and is given by:

vKS[n](r) = v0
ext(r) + vH [n](r) + vxc[n](r), (1.2.9)

vH [n](r) =

ˆ
dr′n(r′)v(r− r′), (1.2.10)

where v(r), as in the following, is used for the bare Coulomb interaction and the so-called exchange-
correlation potential vxc is directly related to the Exc by:

vxc[n](r) =
δExc[n]

δn(r)
(1.2.11)

The solutions of eqs. 1.2.7, 1.2.8 and 1.2.9 are found iteratively. First, the density n at eq. 1.2.8
is evaluated (usually out of the atomic orbitals), then it is used to get vKS[n](r) from eq. 1.2.9,
and finally, eigenfunctions of eq. 1.2.7, φi (KS orbitals) are used to compute the density for the
subsequent iteration step (again, eq. 1.2.8). When self-consistency is reached the resulting density
is the ground state density of interacting system, n0(r).

The KS scheme is constructed to produce n0(r), but a major advantage of the scheme lies in
the fact, that the KS eigenvalues (εi) and eigenfunctions (φi(r)) are usually a good approximation
to quasiparticle 4 energies and orbitals respectively.

3WH [n] =
´
dr
´
dr′n(r)n(r′)/|r− r′|

4The quasiparticle in a given context is an bare (i.e. as it would be free) electron plus the “cloud” of other
electrons interacting with it [32].
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1.2.1 LDA

The KS scheme would not be of practical use without a valid approximation for Exc[n]. The
earliest and still one of the most successful approximation to Exc[n] is given by the local density
approximation (LDA):

Exc[n] =

ˆ
drn(r)εxc(n(r)), (1.2.12)

εxc(n) = εx(n) + εc(n), (1.2.13)

where exchange (εx) and correlation (εc) energy per electron are defined for the homogeneous
electron system of density n. In this way the εxc becomes just a function of the density. The
exchange-correlation potential in eq. 1.2.9 is now also a function of the density at point r:

vxc(n(r)) =
δExc[n]

δn
=
∂{nεxc(n)}

∂n
(1.2.14)

= εxc(n) + n(r)
∂εxc(n)

∂n
.

For the homogeneous electron gas the exchange contribution is

εx(n) = −3/(4παrs),

α = (4/9π)1/3, rs(n) =

[
3

4π

1

n

]1/3

,

while the correlation part (εc) comes from quantum Monte-Carlo calculations (see ref. [30] p.
176-183 for the complete review).

1.3 Phonon contribution

1.3.1 Born-Oppenheimer approximation

To be able to describe phononic superconductivity we need to evaluate the interaction between
electrons and lattice vibrations (electron-phonon coupling). The problem of the electron-ion inter-
action is far from trivial and a large branch of solid state research is devoted to this topic. However
close to equilibrium it is possible to adopt the Born Oppenheimer (BO) approximation [20], which
allows to deal with this problem with sufficient accuracy for our scope. In this section we will
review its basics.

Starting from the most general formulation, a full Schrödinger equation for electron-nuclear
system is written as:

ĤΨ(R, r) = EΨ(R, r), (1.3.1)

Ĥ = T̂ e(r) + T̂ n(R) + Û ee(r) + Û en(R, r) + Ûnn(R), (1.3.2)

where r and R are sets of all electron (e) and all nuclear (n) coordinates respectively, where:

T̂ e(r) = −1

2

∑
i

∇2
ri
, T̂ n(R) = −

∑
i

1

2Mi

∇2
Ri
,

Û ee(r) =
1

2

∑
i 6=j

1

|ri − rj|
, Û en(R, r) = −

∑
ij

Zi
|Ri − rj|

, (1.3.3)

Ûnn(R) =
1

2

∑
i 6=j

ZiZj
|Ri −Rj|

,
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with Zi and Mi being the charge and the mass of i’th nucleus, respectively. In the BO approxi-
mation it is assumed, that electrons follow moving nuclei instantaneously which is reasonable due
to the huge difference between electronic and nuclear velocities. This allows to split the eq. 1.3.1
into nuclear and electronic parts:

Ψ(R, r) = χR(r)Φ(R), (1.3.4)

[T̂ n + EBO(R)]Φ(R) = EΦ(R), (1.3.5)

ĤBO
R (r)χR(r) = EBO(R)χR(r), (1.3.6)

where the BO Hamiltonian is defined:
ĤBO

R (r) = T̂ e(r) + Û ee(r) + Û en(R, r) + Ûnn(R). (1.3.7)

The dependence of eq. 1.3.6 on R is parametric, i.e., one should solve this equation for different
nuclear configurations Rν , in this way constructing the BO energy surface EBO(R), and then solve
the eq. 1.3.5 with this surface as a potential. In principle, the last property can be obtained solving
a corresponding KS problem of sec. 1.2 for each nuclear configuration Rν and adding a last term
of eq. 1.3.7 to the total energy functional:

EBO(Rν) = E[n0Rν (r)] +
1

2

∑
i 6=j

ZiZj
|Rν

i −Rν
j |
, (1.3.8)

where n0Rν (r) is the ground state density obtained with the KS scheme with an external potential
constructed from the given nuclear configuration:

v0
ext(r) = −

∑
i

Zi
|Rν

i − r|
. (1.3.9)

Solutions of eq. 1.3.5 are found expanding the BO energy surface around its minimum (equilibrium
position of the nuclei5, see the next section):

EBO(R) = E0 +
1

2

∑
ij

∂2EBO(R)

∂Ra
i ∂R

b
j

δRa
iδR

b
j. (1.3.10)

First derivative terms vanish at the surface minimum and higher order terms are truncated. The
E0 obtained in this way is a full energy of interacting electron-nuclear system with nuclei being
in equilibrium position and the derivative term (the ∂2EBO(R)/∂Ra

i ∂R
b
j is the so-called Hessian

matrix) is used to construct the contribution from the lattice vibrations (phonons) in harmonic
approximation.

The method described above normally gives good estimations to vibrational properties of phys-
ical systems. Picking up a ground state energies in eq. 1.3.6 makes the DFT framework applicable
to produce EBO(R) , and hence, providing a well-defined method to get phonons [10, 11].

1.3.2 Phonons

The position of an ion in a crystal is specified with a position vector:
Ri ≡ Rnα = Rn + Rα + unα, (1.3.11)

where displacement around equilibrium is described by vectors unα (Rn+Rα gives the equilibrium
position of the α’th atom in the n’th unit cell, see A.1). The following Fourier transformation (FT)
for unα is defined:

uqα =
1√
Nn

∑
Rn∈Ω

unαe
−iqRn , (1.3.12)

5a sum over tensor components a, b is implied
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where the sum goes over all Nn cells in a macroscopic piece of solid with volume Ω. The inverse
transformation is also given:

unα =
1√
Nn

∑
q∈BZ

uqαe
iqRn . (1.3.13)

The sum is over q in the first Brillouin zone, see A.2.1. Each component, uanα is real and hence
the condition ua∗qα = ua−qα is fulfilled in transformations above.

Eq. 1.3.10 can be rewritten in Fourier components (ignoring the constant E0 term) as:

1

2

∑
nmαβ

∂2EBO(R)

∂uanα∂u
b
mβ

ûanαû
b
mβ =

1

2

∑
nmαβ

Aabnmαβû
a
nαû

b
mβ (1.3.14)

=
1

2Nn

∑
nmαβ

∑
qq′∈BZ

ûaqαû
b
q′βe

iqRneiq
′RmAabnmαβ

=
1

2Nn

∑
αβ

∑
qq′∈BZ

ûaqαû
b
q′β

∑
n

ei(q+q′)Rn
∑
m

eiq
′(Rm−Rn)Aabnmαβ.

That translational symmetry provides Aabnmαβ = Aab0(m−n)αβ resulting in the fact that the potential
energy operator becomes:

1

2Nn

∑
αβ

∑
qq′∈BZ

ûaqαû
b
q′β

∑
n

ei(q+q′)RnAabq′αβ (1.3.15)

with FT:

Aabqαβ =
∑
m

eiq(Rm−Rn)Aab0(m−n)αβ. (1.3.16)

The sum
∑

n e
ikRn is non-zero only if k is equal to a reciprocal lattice vector G:∑

n

eikRn = Nn

∑
G

δk,G, (1.3.17)

this relation allows to rewrite eq. 1.3.15 as:

1

2

∑
αβ

∑
qq′∈BZ

ûaqαû
b
q′βA

ab
q′αβ

∑
G

δq+q′,G =
1

2

∑
αβ

∑
q′∈BZ

ûa−q′αû
b
q′βA

ab
q′αβ

=
1

2

∑
αβ

∑
q∈BZ

ûa†qαû
b
qβA

ab
qαβ. (1.3.18)

By definition of the first Brillouin zone, |q + q′| < |G| for any G 6= 0, so we are left only with
the G = 0 contribution. The expression above is a quadratic form of 3Na variables with respect
to the combined l = {αa} index (l = 1..3Na, Na is the number of atoms in the unit cell). Then
we perform the following change of variables:

1

2

∑
αβ

∑
q∈BZ

ûa†qαû
b
qβA

ab
qαβ =

1

2

∑
αβ

∑
q∈BZ

√
Mαû

a†
qα

√
Mβû

b
qβ

(
1√

MαMβ

Aabqαβ

)

=
1

2

∑
αβ

∑
q∈BZ

ˆ̃ua†qα ˆ̃ubqβD
ab
qαβ (1.3.19)

The Dynamical matrix Dll′
q = 1√

MαMβ

Aabqαβ is symmetric, which means that the given quadratic

form can be diagonalized:
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1

2

∑
q∈BZ

3Na∑
j=1

Q̂†jqQ̂jqω
2
jq, (1.3.20)

where Q̂jq is the normal coordinate, ω2
jq is an eigenvalue of Dll′

q , while its eigenvector ejq (in 3Na

dimensions) is a polarization vector for the phonon of branch j. If ejq is normalized to unity, the
unitary matrix:

Yq =

 e1
1q · · · e1

3Naq
...

. . .
...

e3Na
1q · · · e3Na

3Naq

 (1.3.21)

gives the desired transformations:

ũq = YqQq, Dq = Yq

ω
2
1q 0 0

0
. . . 0

0 0 ω2
3Naq

Y †q (1.3.22)

A similar discussion holds for the nuclear kinetic energy operator T̂ n of eq. 1.3.3. First, we define
the FT for nuclear momentum operator:

P̂ a
i = −i ∂

∂Ra
i

= −i ∂

∂uanα
= −i

∑
q∈BZ

∂ubqα
∂uanα

∂

∂ubqα

= −i
∑
q∈BZ

1√
Nn

∑
Rm∈Ω

δa,bδm,ne
−iqRm

∂

∂ubqα

=
1√
Nn

∑
q∈BZ

e−iqRn(−i ∂

∂uaqα
) =

1√
Nn

∑
q∈BZ

e−iqRnP̂ a
qα (1.3.23)

The inverse transformation is:

P̂ a
qα =

1√
Nn

∑
Rn∈Ω

eiqRnP̂ a
nα. (1.3.24)

Now we are able to rewrite the kinetic energy operator in terms of the transformed operators:

T̂ n =
∑
i

1

2Mi

P̂ a
i P̂

a
i =

∑
α

1

2Mα

1

Nn

∑
qq′∈BZ

∑
n

e−i(q+q′)RnP̂ a
qαP̂

a
q′α

=
1

2

∑
α

∑
q∈BZ

1√
Mα

P̂ a
−qα

1√
Mα

P̂ a
qα =

1

2

∑
α

∑
q∈BZ

ˆ̃P a†
qα

ˆ̃P a
qα (1.3.25)

Passing to normal coordinates, the momentum operator changes, P̂normal = −i ∂
∂Q

. In ref. [33]
it was shown that momentum operator transforms with the same matrices Yq as the coordinates

themselves, and as soon as the transformation is unitary, the dot product ( ˆ̃P a†
qα

ˆ̃P a
qα) is invariant.

Thus, we are free to write (for momentum operator in new coordinates we used the same symbol
P with branch index j):

T̂ n =
1

2

∑
j

∑
q∈BZ

P̂ †jqP̂jq (1.3.26)

We then arrive to the following nuclear Hamiltonian form:

Ĥph =
1

2

∑
j

∑
q∈BZ

[
P̂ †jqP̂jq + ω2

jqQ̂
†
jqQ̂jq

]
(1.3.27)

This can be rewritten in terms of Bose field operators:
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b̂jq =
1√
2ωjq

(
ωjqQ̂jq + iP̂ †jq

)
(1.3.28)

b̂†jq =
1√
2ωjq

(
ωjqQ̂

†
jq − iP̂jq

)
(1.3.29)

as:

Ĥph =
∑
j

∑
q∈BZ

ωjq(b̂†jqb̂jq +
1

2
) (1.3.30)

The expectation value of the b̂†jqb̂jq operator gives the number of phonons in jq state.

1.3.3 Electron-phonon interaction

At this point two essential results are obtained. The first one is that the ground state KS problem
is solved at fixed nuclear positions. (sec. 1.2). At the same time the resulting KS energies and
orbitals are assumed to those of the physical quasiparticle states6, and a relevant Hamiltonian for
us is the KS Hamiltonian ĤKS built out of mentioned KS solutions and discussed later in sec.
2.1.1. Second, the BO phonons are obtained within the adiabatic approximation (sec. 1.3.1), i.e.,
assuming electrons adopting to nuclear motion instantaneously. It means that electrons do not
excite when nuclei move.

Such effects are added as a perturbation on top of the KS Hamiltonian. The nuclear distortion
causes the change of the KS potential7 (eq. 1.2.9) and hence, corresponding perturbation on top
of the KS system should have a following form:

Ĥel−ph =
∑
kk′σ

(δv̂)kk′σ ĉ
†
k′σ ĉkσ (1.3.31)

If we work with crystals, k stands for a combined band (b) and wave vector (k) index, i.e., k = {b,k}
and σ stands for the z projection of the spin (σ = ±1

2
or equivalently, σ =↑↓).

The δv̂ is decomposed around equilibrium (with notations of sec. 1.3.2):

δv̂ =
∑
nα

∂vKS[n](r)

∂uanα
ûanα =

∑
α

∑
q∈BZ

∂vKS[n](r)

∂uaqα
ûaqα

=
∑
αj

1√
Mα

∑
q∈BZ

∂vKS[n](r)

∂uaqα
eaαjq

1√
2ωjq

(
b̂jq + b̂†j,−q

)
(1.3.32)

The matrix element of this potential should be calculated as:

(δv̂)kk′σ =
∑
jq

1√
2ωjq

〈
kσ

∣∣∣∣∣∑
αa

∂vKS[n](r)

∂ũaqα
eaαjq

∣∣∣∣∣ k′σ
〉(

b̂jq + b̂†j,−q

)
=
∑
jq

gjqkk′
(
b̂jq + b̂†j,−q

)
(1.3.33)

The gjqkk′ is non-zero, when the condition k′ − k = q + G is fulfilled by some reciprocal vector G
(k′ − k may fall outside the first BZ, while a q is defined inside), i.e., when the momentum is
conserved. The reason for that is in the lattice periodicity of vKS[n](r).

6which already account for exchange and correlations due to Coulomb interaction between electrons.
7Although in a rather complex and non-linear way. The nuclear distortion provides the change of the external

potential vext in eq. 1.2.9. The density then changes as a functional of the vext. But the Kohn-Sham potential vKS
is a functional of the density, thus has a non-linear vKS [n[vext(R)]] dependence on nuclear positions R.
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In superconductivity one deals usually with paramagnetic systems, meaning that KS spin ’up’
and spin ’down’ orbitals are degenerate and identical in their spatial part, which makes the matrix
element gjqkk′ to be spin independent. The perturbation therefore can be cast in the final form:

Ĥel−ph =
∑
jkk′σ

gjkk′ϕ̂j(k′−k)ĉ
†
k′σ ĉkσ (1.3.34)

ϕ̂jq = b̂jq + b̂†j,−q (1.3.35)

The last equation shows that electron scattering is accompanied by creating or absorbing a
phonon and gjkk′ gives a probability of such process.

1.4 Direct Coulomb contribution

Coulomb interactions among electrons are actually the most important force in material science.
However, their main contribution is already included in the properties of the normal state and
accounted usually in DFT by the Hartree and exchange correlation functionals, for example in
LDA. Despite of this, there are cases where DFT-LDA scheme fails to give KS eigenvalues and
orbitals that reproduce the physical quasiparticles8, and one has to reconsider the effect of the
Coulomb interaction within a proper framework to describe electronic excitations like GW or
Bethe-Salpeter Equations (BSE) [35].

In the superconducting state, moreover, Coulomb interactions contribute additionally by scat-
tering the Cooper pairs. What this electronic interaction is will be discussed extensively and in
a more rigorous way in chapter 2. The essential point will be the concept of charge screening
meaning the interaction between two classical particles that are embedded in the system. This
can be exactly expressed in terms of the inverse dielectric function (ε−1) and the bare Coulomb
interaction (v):

V c ∼ ε−1v, (1.4.1)

This is already an approximated form of the electronic interaction since, as we will discuss in
chapter 2, it does not account for exchange/correlation effects between the interacting particles
and those involved in the screening. However since the dielectric function of the normal state will
be a key object in our superconducting interaction we will now introduce it together with the main
approximation schemes used in this work.

1.4.1 Screening

1.4.1.1 Dielectric function, reducible and irreducible polarizability

Following the ref. [23], we start the discussion with the first-order (linear) density response δn1(x)
(x = {rt} and

´
dx =

´
dr
´
dt in the following) to the time-dependent external perturbation

δvext(x
′) (a total external potential now is time-dependent9 vext(x

′) = v0
ext(r

′) + δvext(x
′)). The

total density then is:

n(x) = n0(r) + δn1(x) + . . .

= n0(r) +

ˆ
dx′χ(xx′)δvext(x

′) + . . . , (1.4.2)

8For example, band gaps of insulators are usually underestimated within the LDA [34].
9The δvext(x

′) is switched on at initial time t = 0, i.e., δvext(x
′) ∼ Θ(t)
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where a linear density-density response function χ also called the reducible polarizability is intro-
duced. Higher order terms in the eq. 1.4.2 are neglected for small δvext, as we assume in the
following.

The second important quantity is the irreducible polarizability P , which allows to express the
same δn1(x) in an alternative way:

δn1(x) =

ˆ
dx′P (xx′)δvtot(x

′), (1.4.3)

where the change of the total potential enters. The δvtot(x
′) includes the δvext(x

′) itself, but also
depends on the induced Hartree potential δvind(x) =

´
dr′δn(r′, t)/|r− r′|:

δvtot(x
′) = δvext(x

′) + δvind(x
′)

And finally, the inverse dielectric function ε−1 allows to express δvtot(x
′) via the δvext(x

′):

δvtot(x) =

ˆ
dx′ε−1(xx′)δvext(x

′)

Our goal is to find this dielectric function, but normally one operates first with P or χ. Hence,
the relations between ε (or, its inverse ε−1), P and χ are important [23]:

ε−1(x1x2) = δx1x2 +

ˆ
dx3v(x1x3)χ(x3x2), (1.4.4)

ε(x1x2) = δx1x2 −
ˆ
dx3v(x1x3)P (x3x2), (1.4.5)

χ(x1x2) = P (x1x2) +

ˆ ˆ
dx3dx4P (x1x3)v(x3x4)χ(x4x3), (1.4.6)

where10 the term due to the bare Coulomb interaction is given by:

v(x1x2) =
δt1t2
|r1 − r2|

(1.4.7)

and the eq. 1.4.6 is solved for χ(P ) if P (χ) is known.
Using the notations of this section, we rewrite the screened Coulomb interaction V c of the eq.

1.4.1 in the following way:

V c(x1x2) =

ˆ
dx3ε

−1(x1x3)v(x3x2), (1.4.8)

In sec. 1.4.1.2 the ε−1 is directly estimated using the Thomas-Fermi (TF) model. In sec. 1.4.1.3
we introduce the so-called Random Phase Approximation (RPA). It is important to note that the
resulting screening will be the one in the KS system, not in the real one. To obtain a real screening,
we may use the methods of the Time-Dependent Density Functional Theory (TDDFT), which will
be given in sec. 1.4.1.4 and 1.4.1.5.

1.4.1.2 Thomas-Fermi screening

One of the simplest and older methods to describe the screening in metals is the Thomas Fermi
(TF) model [36]. It cuts the range of the bare Coulomb interaction in accordance to the parameter
q
TF

:

10δx1x2
is a delta function in space and time, i.e., δx1x2

= δ(r1 − r2)δ(t1 − t2)
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V c(r) =
1

|r|
e−qTF |r|, (1.4.9)

In the case of the free electron gas, the matrix elements of such interaction are simply:

V c
kk′ =

4π

|k− k′|2 + (q
TF

)2
, (1.4.10)

with

(q
TF

)2 = 4πNF , (1.4.11)

where NF is the DOS at the Fermi level.
The screened potential (eq. 1.4.10) differs from the bare one by a dielectric function:

ε
TF

(q) = 1 +

(
q
TF

|q|

)2

. (1.4.12)

The model is valid only as long as the system behaves similarly to an electron gas, like in the case
of simple metals. In a more complicated situation we have to appeal to a more advanced solution
to be discussed in the following section.

1.4.1.3 Random Phase Approximation (RPA)

One of the drawbacks of the TF model lies in the presence of the parameter qTF , which maps the
real system onto the electron gas model. Secondly, for some applications, like optical spectroscopy,
dynamical (or, time-dependent) effects are essential, and a frequency-dependent dielectric func-
tion11 is needed [23]. Dynamical effects may be important in superconductivity as well, they go
beyond conventional treatment, and corresponding effects will be investigated at the end of this
work (chap. 3) within the Eliashberg theory of superconductivity (chap. 2).

In order to compute properly the screening properties (i.e., the dielectric function) of real sys-
tems one has to abandon model approaches like the TF and go beyond. The theory of screening in
metals is one of the most advanced in solid state physics, but a pillar to many ab-initio approaches
is the RPA [21, 23, 37].

In the eq. 1.4.5 we gave already the expression for the dielectric function via the irreducible
polarizability P (not known yet). Let us take a closer look to that formula in the Fourier com-
ponents (FC). A time Fourier Transform (FT) is trivial, since the bare Coulomb interaction is
time-independent v(x1x2) ∼ δ(t1 − t2). The FT with respect to spatial coordinates takes the
following form (see ref. [23] and sec. A.2.2) for periodic crystals:

ε(qG1G2ω) =
1

Ω

ˆ ˆ
dr1dr2e

−i(q+G1)r1ε(r1r2ω)e−i(q+G2)r2 (1.4.13)

= δG1G4 − v(q1G1)P (q1G1G2ω),

v(qG) =
4π

|q + G|2
, (1.4.14)

where the G1G2 are reciprocal lattice vectors and q is defined within the first BZ. If we neglect
off-diagonal part (G1 = G2 = G), the ε can be trivially inverted:

ε−1(q + G, ω) =
1

1− v(q + G)P (q + G, ω)
, (1.4.15)

otherwise one should perform a matrix inversion. The ε is a non-local object. It depends on both
r1 and r2 and this is reflected in the dependence of the FC on both G1 and G2, which corresponds
to the inclusion of so-called local field effects (LFE) related to the microscopic structure of solid.

11I.e., what is given by the eq. 1.4.12 is a static limit, ω → 0.
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Knowing explicitly the P allows immediately to calculate the ε−1. In the general definition
the eq. 1.4.3 connects the density response with variation of the total potential via irreducible
polarizability P we are searching for. The RPA in the DFT context corresponds to approximating
the P by the Kohn-Sham response χ0 [23]:

δn1(x) =

ˆ
dx′χ0(xx′)δvKS(x′), (1.4.16)

i.e., which relates a linear density response with the potential variation of the KS scheme (eq.
1.2.9). We skip the derivation for this well-known function in the section, as soon as it explores
the elements of the MBPT (which will be introduced in chap. 2), but place one possible derivation
in the appendix B.2. The χ0 in position/frequency space is constructed out of the solutions (ξk
and φk) of the KS scheme:

χ0(r1r2ω) = 2
∑
kk′

(fk′ − fk)φk(r1)φ∗k(r2)φk′(r2)φ∗k′(r1)

ω − (ξk − ξk′) + i0+
,

where fk is a Fermi distribution. Taking the FT of this quantity (in the same style as for eq.
1.4.13) we arrive to:

χ0(qG1G2ω) =
2

NΩ

∑
kk′

(fk′ − fk)
〈
k′
∣∣e−i(q+G1)r1

∣∣ k〉 〈k ∣∣ei(q+G2)r2
∣∣ k′〉

ω − (ξk − ξk′) + i0+
, (1.4.17)

where a prefactor 1/Ω comes from the FT and a 1/N from the normalization condition (see sec.
A.2.4 for more details). Normalizing our KS wave functions to the unit cell (or Wigner-Seitz (WS)
cell) i.e., 〈k|k′〉WS = δkk′ , we rewrite the expression as:

χ0(qG1G2ω) =
2

ΩWS

∑
kk′

(fk′ − fk)
ρ∗kk′(qG1)ρkk′(qG2)

ω − (ξk − ξk′) + i0+
, (1.4.18)

where a polarization matrix ρkk′(qG) is given by:

ρkk′(qG) =
1

N

〈
k|ei(q+G)r|k′

〉
=
〈
k|ei(q+G)r|k′

〉
WS

. (1.4.19)

A dielectric function obtained with χ0 as an approximation for the irreducible polarizability P will
be named as εRPA (and the inverse one as ε−1

RPA).

We also would like to give an alternative formulation of the ε−1
RPA via the reducible polarizability

χRPA, as in the eq. 1.4.4. The reducible polarizability is expressed via χ0 using eq. 1.4.6:

χRPA(qω) = [1− χ0(qω)v(q))]−1χ0(qω), (1.4.20)

which is a matrix equation in G1G2 indices. Consequently, for the inverse dielectric function we
have:

ε−1
RPA(qω) = 1 + v(q)χRPA(qω) (1.4.21)

= 1 +
v(q)χ0(qω)

1− χ0(q)v(q)
,

The response function χRPA does not give the true density response of the interacting system in
eq. 1.4.2, as soon as the KS response was used instead of the exact P in that equation. The
Time-Dependent Density Functional Theory (TDDFT) allows to go beyond this approximation
and to compute a more realistic response function χ.
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1.4.1.4 TDDFT framework

To go beyond the RPA one could directly use the Many Body Perturbation Theory (MBPT) in
several forms and approximations: one could iterate the Hedin’s cycle starting from the RPA
[38], could perform a diagrammatic expansion [7], where the RPA is a low order approximation.
However an alternative approach that is computationally very convenient is to make use of Time-
Dependent Density Functional Theory (TDDFT) in the linear response regime. The step from the
previous discussion to a formal linear-response TDDFT is in expressing the linear density response
δn1(x) via the eq. 1.4.2 from one side and via the eq. 1.4.16 from the other side:

δn1(x) =

ˆ
dx′χ(xx′)δvext(x

′) =

ˆ
dx′χ0(xx′)δvKS(x′) (1.4.22)

The δvKS(x) is deduced from the form of eq. 1.2.9, keeping only the first order density variations:

δvKS(x) = δvext(x) +

ˆ
dx′v(xx′)δn1(x′)

+

ˆ
dx′fxc[n0](xx′)δn1(x′). (1.4.23)

Formally, the fxc is a functional derivative of the time-dependent exchange-correlation potential
vxc[n](x), where the derivative is evaluated at the unperturbed ground-state density n0. Plugging
it back into the eq. 1.4.22 and writing all first order density variations in the form δn1(x) =´
dx′χ(xx′)δvext(x

′), we get an integral equation for χ:

χ(xx′) = χ0(xx′) +

ˆ
dx1dx2χ0(xx1)[v(x1x2) + fxc(x1x2)]χ(x2x

′). (1.4.24)

It can be transformed in FC, but we will use a symbolic notation which is independent on the
representation:

χ = χ0 + χ0[v + fxc]χ (1.4.25)

A further simplification, which implies an inversion, can be done, and the total density-density
response is expressed as:

χ = [1− χ0(v + fxc)]
−1χ0 (1.4.26)

For the FC it reads:

ε−1(qω) = 1 + v(q)χ(qω) (1.4.27)

= 1 +
v(q)χ0(qω)

1− χ0(q)[v(q) + fxc(qω)]

which is a matrix equation in terms of G1G2 (see the previous section).
Now, if we take the fxc = 0, the equation above gives exactly the dielectric function of the
RPA (eq. 1.4.21). Going beyond needs to consider the fxc. Unlike conventional DFT, not many
approximations are known for fxc. The simplest and so far the most popular one is a generalization
of LDA called adiabatic LDA (ALDA):

fALDAxc (xx′) = δxx′
δvALDAxc [n](x)

δn(x′)

∣∣∣n0(r)
= δxx′

dvLDAxc (n)

dn

∣∣∣n0(r)
. (1.4.28)

What happened is that the vALDAxc [n](x) itself in ALDA is given by vLDAxc (n(x)), i.e., when the time
dependent density is just inserted into the arguments of the ordinary LDA exchange-correlation
potential (see seq. 1.2.1 for vLDAxc definition). The corresponding inverse dielectric function (i.e.,
eq. 1.4.27 with fALDAxc ) is noted as ε−1

ALDA.
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Figure 1.1: (left) Static (VS and UI) and high-frequency (PV, G3) limits of the local-field correction
G(qω). (right) Imaginary part of the inverse dielectric function obtained with RPA and with
TDDFT using a frequency and q -dependent fxc.

The last important observation here is that in ALDA the fxc is static. The q-dependence of
fALDAxc comes only from the q-dependent density component. If the density is homogeneous then
the fALDAxc is q-independent, which is apparently not the case for the exact functional. Approximate
frequency and q -dependent fxc is analyzed in the next section.

1.4.1.5 Frequency and q-dependent fxc in homogeneous case. Dielectric function

There are some dynamical approximations to introduced fxc like the method of Gross and Kohn
[39],which could lead to important effects in solids, however little is known in literature. Therefore
we will introduce it and compare its properties with RPA. Moreover, q-dependent corrections have
also been introduced, and we refer for this to the work of Dabrowski [40], which explores the
so-called local field correction G.

Following ref. [40], we are interested in the frequency and q-dependent local-field correction G,
which is related to fxc(q, ω) as:

fxc(q, ω) = −v(q)G(q, ω). (1.4.29)

For the G we write similar to Gross and Kohn [39]:

Im[G(q, ω)] =
a(q, n)ω

[1 + b(q, n)ω2]5/4
,

where the q-dependent a and b have the following form:

a(q, n) = Cq2

[
G0(q)−G∞(q)

CDq2

]5/3

, (1.4.30)

b(q, n) =

[
G0(q)−G∞(q)

CDq2

]4/3

,

D = 0.763 C = 23αrs/60,

and the G0(q) represents the static and G∞(q) is a high-frequency limit of G(q, ω). Several ap-
proximations are known for these limits. In the static case the Utsumi-Ichimaru (UI, ref. [41])
or Vashishta-Singwi (VS, ref. [42]) forms are used. While the high-frequency expression is given
by the Pathak-Vashishta (PV, ref. [43]) form or the result of Iwamoto [44] (G∞(q) from this ap-
proach will be referred as a G3). We try all listed forms for G0 and G∞ in the evaluation of the
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qω-dependent G(q, ω) and hence, the fxc(q, ω). All the limiting Gi(q) are shown in fig. 1.1. We
found out that the resulting qω-dependent fxc(q, ω) at small q fits the best to the fxc(q → 0, ω)
from ref. [45] with GV S(q) parameterizing the G0(q) and G3(q) parameterizing the G∞(q) (see sec.
C.4 for all details), and because of that we took this combination of G’s as a default one. The
frequency-dependent dielectric function obtained with the corresponding (eq. 1.4.29) frequency-
dependent fxc (via eq. 1.4.27) is given together with the ε−1

RPA (fxc = 0) in the fig. 1.1. The main
conclusion, which is important for us, is that fxc(q, ω) slightly modified the shape of the plasmon
dispersion and its damping, but did not significantly modified the low-q behavior of the dielectric
function. Moreover, our tests show that it does not lead to important quantitative differences in
the strength of the dynamical part (to be defined in the following) of the Coulomb interaction.
Hence, we will not adopt this method in the chapter but we will consider the more conventional
RPA to reproduce the dynamical screening.

1.4.2 Coulomb matrix

Coulomb matrix elements which are important for us [46, 47] are exchange integrals evaluated on
the KS basis:

V c
kk′(ω) =

ˆ
dr1dr2φ

∗
k(r1)φ∗k′(r2)V c(r1r2ω)φk′(r1)φk(r2), (1.4.31)

which according to the form of eq. 1.4.8 becomes:

V c
kk′(ω) =

ˆ
dr1dr2φ

∗
k(r1)φ∗k′(r2)

[ˆ
dr3ε

−1(r1r3ω)v(r3r2)

]
φk′(r1)φk(r2). (1.4.32)

The FT follows the same steps as for the irreducible polarizability χ0 (sec. A.2.3) and results in:

V c
kk′(ω) =

1

ΩWS

∑
qG1G2

ε−1(qG1G2ω)v(q + G2)ρkk′(qG1)ρ∗kk′(qG2), (1.4.33)

where the polarization matrices ρkk′(qG) have the same meaning as in eq. 1.4.18.
Further we analytically continue it to the imaginary axis, which is needed in finite-temperature

Green’s functions formalism. The frequency dependence comes only from the dielectric function,
for which the analytic continuation is done with the help of Kramers-Kronig relation:

Re
[
ε−1(qG1G2z)

]
= δG1G2 +

∞̂

0

2ω

π

Im [ε−1(qG1G2ω)]

ω2 − z2
dω, (1.4.34)

here, the ω is real but z can be any complex number. If we take z to be purely complex, z = iν,
we get ε−1(iν) being a hermitian matrix and is defined only by the anti-hermitian part of ε−1(ω)
12:

ε−1(qG1G2iν) = δG1G2 +

∞̂

0

2ω

π

Im [ε−1(qG1G2ω)]

ω2 + ν2
dω. (1.4.35)

We proceed by inserting the eq. 1.4.35 into the eq. 1.4.3313:

V c
kk′(iν) =

∑
q∈full space

v(q)ρkk′(q)ρ∗kk′(q) +

∞̂

0

2ω

π

Ṽ c
kk′(ω)

ω2 + ν2
dω,

= vkk′ + Ṽ c
kk′(iν) (1.4.36)

12Hermitian and anti-hermitian parts respectively are: Re[A] = 1
2 (A+A†), Im[A] = 1

2i (A−A
†). See sec. A.2.5

for more details.
13We add an extra ′i′ factor in front of the frequency argument to distinguish the property defined in imaginary

frequency domain.
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where Ṽ c
kk′(ω) is:

Ṽ c
kk′(ω) =

1

ΩWS

∑
qG1G2

Im[ε−1(qG1G2ω)]v(q + G2)ρkk′(qG1)ρ∗kk′(qG2). (1.4.37)

The explicit appearance of the divergent vkk′ can be avoided by rewriting eq. 1.4.36 as:

V c
kk′(iν) = V c

kk′(0) + V c
kk′(iν)− V c

kk′(0)

= V 0c
kk′ +

[
vkk′ + Ṽ c

kk′(iν)
]
−
[
vkk′ + Ṽ c

kk′(i0)
]

= V 0c
kk′ +

∞̂

0

2ω

π

Ṽ c
kk′(ω)

ω2 + ν2
dω −

∞̂

0

2ω

π

Ṽ c
kk′(ω)

ω2
dω

= V 0c
kk′ + αckk′(iν). (1.4.38)

Rewriting the interaction in this form makes a clear separation between static screening given only
by V c

kk′(0) = V 0c
kk′ and the dynamical correction αckk′(iν), for which the final expression reads:

αckk′(iν) =

∞̂

0

2ω

π
Ṽ c
kk′(ω)

[
1

ω2 + ν2
− 1

ω2

]
dω (1.4.39)

=
2

π

∞̂

0

dω
Ṽ c
kk′(ω)

ω

−ν2

ω2 + ν2
(1.4.40)

1.4.3 Isotropic limit

In certain cases14 the exact anisotropic structure of the interaction can be neglected by performing
an isotropization. Such an isotropic approximation can be done by projecting the multidimensional
index k (in solids, one dimension for band index, and three dimensions for k-vector) to a one
dimensional energy index ξ as follows:

Kc
stat(ξξ

′) =
1

N(ξ)N(ξ′)

∑
kk′

V c
kk′(0)δ(ξk − ξ)δ(ξk′ − ξ′), (1.4.41)

Kc
dyn(ξξ′ω) =

1

N(ξ)N(ξ′)

∑
kk′

Ṽ c
kk′(ω)δ(ξk − ξ)δ(ξk′ − ξ′). (1.4.42)

In other words, we perform the averages on isoenergy surfaces for each dimension, e.g., A(ξ) =
{Ak}over all k: ξk=ξ. The object Kc

stat (K̃c
dyn) later will be referenced as a static (or dynamic) Coulomb

kernel.
In the electron gas limit, and within a Thomas Fermi model [51], the averaged static part

(Kc
stat) can be expressed accurately in a completely analytic form:

Kc
TF (ξξ′) =

π

2
√
ηη′

ln

[
η + η′ + 2

√
ηη′ + q2

TF/2

η + η′ − 2
√
ηη′ + q2

TF/2

]
, (1.4.43)

η = ξ + EF ,

14It is well established that for many simple phononic superconductors anisotropy is rather weak and gives a
negligible contribution to the critical temperature [48, 49]. The isotropic limit can also be achieved experimentally
in presence of paramagnetic impurities [50].
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with qTF =
√

4πN(0).
A similar electron gas-like approximation can also be done in the dynamical part (Kc

dyn), but
the frequency dependence leads to considering the Lindhard theory for the electron gas [52] (or,
equivalently the RPA for the electron gas), which will be discussed in sec. 1.4.5. Going to the
imaginary frequency domain, we evaluate the total interaction kernel Kc(ξξ′iν) out of Kc

stat(ξξ
′)

and Kc
dyn(ξξ′ω):

Kc(ξξ′iν) = Kc
stat(ξξ

′) + αc(ξξ′iν), (1.4.44)

αc(ξξ′iν) =

∞̂

0

2ω

π
Kc
dyn(ξξ′ω)

{
1

ω2 + ν2
− 1

ω2

}
dω. (1.4.45)

1.4.4 Plasmon pole approximation.

For test purposes it is also very useful to have an analytic form of the dynamical part of the
Coulomb interaction (αc). A popular one is the plasmon pole approximation. In this case, the
imaginary part of the dielectric function and hence, the Kc

dyn(ω) itself is given by a delta peak
at the plasma frequency (we use consequently the notation15 Kc

dyn(ξξ′ω) = Kc
pl(ξξ

′ωp)δ(ω − ωp)).
Thus, from the eq. 1.4.45 it follows that16:

αc,pl(ξξ′, iν) =
2ωp
π
Kc
pl(ξξ

′ωp)

{
1

ω2
p + ν2

− 1

ω2
p

}
= Cpl(ξξ

′)
−ν2

(ω2
p + ν2)

, (1.4.47)

where the Cpl(ξξ
′) = 2Kc

pl(ξξ
′ωp)/[πωp] now serves as independent normalization constant to set

the scale of αc,pl. Later in sec. 2.5.4 we have to estimate the behavior of realistic ab-initio αc(iν)
for ν above the certain cutoff νcut. In this case (i.e., for ν > νcut) it is natural to approximate the
ab-initio αc with αc,pl, for which the norm Cpl(ξξ

′) is chosen in a way to make those two functions
equal at νcut, i.e., αc(ξξ′iνcut) = αc,pl(ξξ′iνcut) for each ξξ′ pair.

1.4.5 Lindhard theory

Since the consequences of dynamical screening in superconductivity have never been extensively
investigated before and little is known from the existing literature [27, 28, 24] we will perform
in this theoretical section a preliminary analysis by means of an electron gas model within the
Lindhard theory. In particular following on general trends at high energy (ξ, ω) and the related
convergence issues. The Lindhard approach, as discussed in ref. [52], gives an analytic form of
the inverse dielectric function for the electron gas within the RPA approximation. We have seen
that, ε−1(qω) = [1− v(q)χ0(qω)]−1, where χ0 is the numerical KS response function (given by eq.
1.4.18). Lindhard theory gives an analytic result for χ0 and thus, for ε−1 (ref. [52], p. 162, both
spins):

χlind0 (qω) = NF
kF
q

[Ψ(
ω + iηlind

2qvF
− q

2kF
)−Ψ(

ω + iηlind
2qvF

+
q

2kF
)], (1.4.48)

Ψ(z) =
z

2
+

1− z2

4
ln[
z + 1

z − 1
], (1.4.49)

15Although the Aq in Im[ε−1] = Aqδ(ω − ωp) can be estimated via a so-called f-sum rule:

2

ˆ ∞
0

dω{ωIm[ε−1
q (ω)]} = −ω2

p, (1.4.46)

the corresponding coefficient (Kc
pl) in Kc

dyn(ξξ′ω) is left as a parameter.
16We also neglect here by a plasmon dispersion (ωp = ωp(q) = const).
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where ηlind is a small parameter, which can be used as a smearing width for simpler numerics. The
formula is written in Ry units, and the total DOS at Fermi level (NF ), kF and vF are all related
to the Fermi energy parameter that sets the density of the electron gas (ref. [52], p. 161):

kF = vF =
√
EF , NF =

kF
2π2

(1.4.50)

The matrix element of the Coulomb interaction is given via ε−1
lind (v(q) is the bare interaction,

q = k′ − k):

V c,lind
kk′

(ω) = ε−1
lind(qω)v(q). (1.4.51)

The isoenergy surface average to the dynamical part Ṽ c,lind
kk′

(Ṽ c,lind
kk′

(ω) = Im[ε−1
lind]v) that we call

Kc
lind, has now to be constructed explicitly as:

Kc
lind(ξξ

′ω) =
1

Sk′

πˆ

0

dΘ

2πˆ

0

dφk′2 sin ΘṼ c,lind
kk′

(ω), (1.4.52)

The azimuthal angle Θ and the polar angle φ defines the direction of k′ with respect to k, k′2 sin Θ
is Jacobian and Sk′ is a surface area of ξ′ = k′2 energy sphere. The Im[ε−1

lind(qω)] is finite at
finite ω even in q → 0 limit, which means that when ξ = ξ′ (equal energy spheres), it does not
cancel the divergence of the bare Coulomb interaction v(q) for q → 0. The volume integral would
still converge, however this surface average does not: the surface integral Kc

lind(ξξ
′ω) diverges17

at ξ = ξ′. The same is true for ab-initio Kc
dyn in eq. 1.4.42. The key point here is that the

divergence of Kc
dyn is integrable, later it will plugged into the evaluation of the Self energy, i.e.

Σ(ξ) ∼
´
dξ′Kc

dyn(ξξ′)G(ξ′) (chap. 2).
The numerical investigation of this issue is done in sec. C.2. This investigation will show that

the divergence numerically is relatively easy to handle by including a Gaussian smearing δ-function
in the definition of the isotropic limit 1.4.41 and 1.4.42:

δG(x, ηG) =
1√
πηG

e
− x2

η2
G , (1.4.53)

where the ηG is the smearing width. Such approach will be used for any ab-initio calculation, while
for the electron gas the eq. 1.4.52 will be used for simplicity.

1.4.6 Coulomb kernel: examples

We conclude this chapter by presenting a visualization of the static and dynamic Coulomb kernel.
We consider as example material Aluminum. Aluminum is electronically a simple system, and
behaves similarly to an electron gas with rs ∼ 2.08.

Static kernel
Two cuts of the static Coulomb kernel for Aluminum are shown in fig. 1.2. For comparison we
also show the corresponding kernel of the electron gas (as approximated by a TF model (Kc

TF (ξξ′),
eq. 1.4.43)). The two results are clearly very similar. Both have maximum at the lowest energy
corner and decay with increase of ξ(ξ′) arguments. Moreover, they both are smooth, i.e., do not
posses a significant structures (peaks, dips) in the medium energy range. This supports the fact
that Aluminum is a quite simple system and can be mapped into the electron gas model. But even
in more complex situations (see fig. 3.10), the ab-initio Kc

stat(ξξ
′) also tends to become smooth

17Basically, having the divergent integral from 1/q2 in 2D.
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Figure 1.2: (left) Cuts of the static Coulomb kernel for Aluminum and the electron gas: Kc
stat(ξξ

′ =
ξ) and the one with the first argument fixed at Fermi energy (i.e., Kc

stat(0, ξ)). (right) Total kernel
in imaginary frequency domain (eq. 1.4.44). Black is the fully ab-initio RPA result for aluminum,
while red is given by the fully ab-initio static part Kc

stat (which is ν = 0 limit marked with a green
horizontal line), while the dynamical part α is fitted with the plasmon pole αc,pl (eq. 1.4.47).

when its energy arguments exceed certain threshold. Hence, in the high energy range the Coulomb
kernel of any material will be constructed using the eq. 1.4.43.

Dynamical kernel.

The dynamical part of the Coulomb interaction is far more complicated than its static part, as
we have seen in sec. 1.4.2. Although we work on the imaginary axis, the spectral representation
requires to use the dynamical Coulomb kernel on the real axis in its imaginary part (Kc

dyn). How-
ever, for completeness we will present here the real frequency kernel both in its real and imaginary
part. Once again we use aluminum as example. The real18 (KRe

dyn) and imaginary (Kc
dyn) parts of

the interaction on the real frequency axis are shown respectively in fig 1.3 and 1.4.

Many effects are hidden and mixed together in this objects, but for simplicity we discuss only
the main features. The low frequency limit of KRe

dyn(ξξ′ω) is the static kernel Kc
stat(ξξ

′) discussed
above. It has a radial behavior around lower energy corner ((ξ, ξ′) = (−12,−12) eV) dictated by
the weakly screened 1/q2 behavior at the bottom of the valence band. Approaching the plasma
frequency ωp ∼ 16 eV the low q divergence of the Coulomb interaction dominates the interaction
on a larger energy scale leading to a marked diagonal structure in KRe

dyn(ξξ′ω) (see sec. 1.4.5).
Because of the pole structure, the kernel changes its sign twice from positive (ω ≤ 7) to negative
(7 < ω ≤ 16) and then to positive again (ω > 16). Strong diagonal enhancement happens not
only in vicinity of the plasmon pole but also at high frequency limit due to the fact that at high
frequencies the Coulomb interaction is completely unscreened and the low-q peak is very prominent.

The kernel Kc
dyn (fig. 1.4) on other hand is always negative and vanishes at high and low

frequency limits. As for the real part (KRe
dyn) at the plasma frequency the Coulomb kernel Kc

dyn is
dominated by the low-q plasma peak, that induces a diagonal behavior in the average. At higher
frequencies one can observe more complicated structures, however the absolute value of the kernel
is extremely low and makes the Kc

dyn almost negligible in this range.

As we have seen, the Kc
dyn(ξξ′ω) is a complicated three dimensional object. Unlike phononic

contribution, it is not straightforward to reduce it to an effective parameter as the BCS cou-
pling strength λ. However a reasonable average can be made by considering that these kernels

18Defined as Kc
dyn (eqs. 1.4.42, 1.4.37) but with Imε−1 → Reε−1.
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Figure 1.3: Real part of the screened Coulomb interaction in the real-frequency domain KRe
dyn(ξξ′ω).

Color maps on the left show the the ξξ′ dependence of the absolute value of KRe
dyn(ξξ′ω) at specific

frequency ωi. The value of the frequency is indicated by a dashed line on the plot on the right.
Hot/cold colors corresponds to larger/lower values which are always positive numbers. At each ωi
the color scale is normalized to its maximum. The actual value of the Kernel is shown in the plot
on the right for ξ = ξ′ = ξF . The pole at ω ∼ 16 eV is due to the plasmon, which changes the sign
of KRe

dyn with ω from positive to negative and then back to positive.

Figure 1.4: The same as in fig. 1.3, but for the Kc
dyn(ξξ′ω), which is the imaginary part of the

screened Coulomb interaction in the real-frequency domain. It is always negative with plasmon
enhancement at ω ∼ 16 eV.
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Figure 1.5: Comparing the (left)K̃c
F (ξ′) and (right) K̃c

F (ω) (eqs. 1.4.54 and 1.4.55 respectively)
for aluminum with ones for an electron gas of rs = 2.08 we can appreciate how similar aluminum
is to the electron gas model.

in this work will be always integrated together with the electronic Green’s function that has a
characteristic 1/(ω − ξ) behavior. Therefore we suggest the following average forms:

K̃c
F (ξ′) = N(ξ′)

∞̂

0

dωKc
dyn(ξF ξ

′ω)/ω, (1.4.54)

K̃c
F (ω) =

∞̂

−∞

dξ′N(ξ′)Kc
dyn(ξF ξ

′ω)/(|ξ′|+ ω), (1.4.55)

which are presented in fig. 1.5. For comparison in the same plot we also present electron gas
calculations, for winch we use Kc

dyn = Kc
lind as discussed in sec. 1.4.5 (see eq. 1.4.52). The K̃c

F (ω)

for aluminum and electron gas are almost the same, while the K̃c
F (ξ′) has an additional structure

mediated by the DOS function.
In addition we consider the double integral:

IcF =

ˆ
dω

ˆ
dξ′N(ξ′)|Kc

dyn(ξF ξ
′ω)|/([ξ′]2 + ω2), (1.4.56)

that (as will be seen in chapter 2) has the relevant structure of the self energy19 and is treated as
the measure of the dynamical coupling. As expected, electron gas and Aluminum present a very
similar value of IcF : 1.50 for aluminum and 1.47 for a given electron gas model. For comparison
with other materials see section 3.3.2 table 3.4.

Total kernel
Finally we present the total kernel Kc(ξξ′, iν) = Kc

stat(ξξ
′) + αc(ξξ′iν) for aluminum in the imagi-

nary frequency domain (eq. 1.4.44): the full one in fig. 1.6 and the one with ξξ′ fixed at the Fermi
level (i.e., showing only its imaginary-frequency dependence) in fig. 1.2. At low frequency it is
given by purely static interaction (Kc

stat), while at finite frequency the positively-defined dynamical
part αc becomes relevant and dominates the structure. The divergence of the Kc(ξξ′, iν) at ξ = ξ′

is less pronounced as in the imaginary axis we are far away from the poles of the inverse dielectric

19Forgetting about imaginary frequency formulations. See further sec. 2.2 and 2.2.3.
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Figure 1.6: Color maps of the total kernel in imaginary frequency domain Kc(ξξ′iν) = Kc
stat(ξξ

′)+
αc(ξξ′iν) (eq. 1.4.44) plotted in the same way as the kernels in fig. 1.3 and 1.4. It is a real,
positively defined quantity.

function, and all sharp features are smoothed out. However in the high iν limit the kernel becomes
constant and in this by analytic continuation identical to its real axis counterpart, i.e. identical to
that in the high frequency limit (KRe

dyn). And with this once again dominated by the low-q limit of
the unscreened Coulomb interaction, with its characteristic diagonal structure. The decomposition
of the Kc(ξξ′, iν) into static (Kc

stat) and dynamic (αc) contributions is visualized in fig. 1.2 (right).
In that figure one can see that the dynamical part αc can be accurately fitted with the plasmon
pole approximation in the way discussed in sec. 1.4.4.
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Chapter 2

A novel approach to the Eliashberg
theory of Superconductivity

The first experimental observable of a superconductor is the critical temperature (Tc). On the
theory side, the easiest estimate of Tc is given by the McMillan formula [53] or its later improvement
due to Allen and Dynes [54], which relates Tc to material-dependent quantities. The formula is
obtained by solving the Eliashberg Equations [9] at variable input parameters. The mentioned
Eliashberg approach has actually more power than just the prediction of Tc: it gives access to
other experimental observables, like single particle excitation spectra [55]. It is also used for the
inversion of tunneling spectra, which allows to extract the electron-phonon interaction [56, 57].

As will be detailed in sec. 2.1, it is based on an extension of conventional many body pertur-
bation theory (MBPT) [7, 47] to allow for a symmetry broken ground state, where objects as the
anomalous average 〈ĉk↑ĉ−k↓〉 appear. This quantity is mathematically the most convenient order
parameter for the SC condensation. The difference with respect to the normal MBPT is that both
Green’s function (GF) and self energy (SE) have a matrix form, in what is called the Nambu-
Gor’kov formalism [58] introduced in sec. 2.1.1. As in conventional Green’s function methods
correlations are included within a Dyson like equation in the SE function (sec. 2.1.3). It will be
natural to separate the SE into a phononic part and a Coulomb part. To the first belong all dia-
grams that contain phononic propagators and it describes the electron-phonon interaction. This
issue will be discussed in sec. 2.2.1.

The first assumption of the Eliashberg theory is that the SE for the electron-phonon interaction
is given by a first order term, which is conventionally the most relevant one due to Migdal’s theorem
[59]. The Coulomb part of the SE may have higher order contributions, which are cast into the
many-body vertex part. Neglecting the vertex leads to a Coulomb SE that is the Nambu-Gor’kov
analogue of the GW approximation1, popular in photoemission spectroscopy studies [17, 16, 61, 34].
The Eliashberg approach is based on this form of the Coulomb SE part.

The screened Coulomb interaction discussed in chap. 1 is exactly the W in the above-mentioned
Coulomb SE of the GW approximation. But in the traditional Eliashberg approach it is simplified
by two further steps [58, 13, 12]. The first step consists in taking the static limit of the screened
Coulomb interaction, i.e., ignoring completely its frequency (ω) dependence. And the second step
consists in approximating this static interaction by a flat function of the electron energy (ξ) with
sharp cut offs. These two approximations are conventionally reduced to a semi-empirical method
with a single parameter (µ∗) describing the whole effect of the Coulomb interaction [13, 12].
Under these assumptions the Eliashberg method is cast into an effective approach that considers

1As discussed in detail in ref. [60], for the sake of constructing a superconducting interaction, vertex corrections
can also be cast into a GW form, by defining an effective W. This issue will be discussed in sec. 2.1.3, but here we
keep the W in its original vertex-free sense.
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only electronic degrees of freedom close to the Fermi surface. Our main goal is to keep the full
dynamical Coulomb interaction in its full energy range.

In this thesis we have developed a novel approach that is based on a multiband-isotropic limit,
which allows to consider the full scale of the electronic problem. To do so we will first review
the original derivation of the Eliashberg equations in sec. 2.2. Then we will introduce our energy
resolved isotropization scheme in sec. 2.2.3. Within this approach any pairing interaction can
be fully included (ab-initio) in the calculation of the superconducting properties without any
restriction on the energy scale or empirical cut-offs. This allows to address completely from first
principles an old-issue in the theory of superconductivity, that is the possibility of a plasmon
mediated pairing [28, 27].

2.1 Perturbation theory in the Nambu formalism

2.1.1 Hamiltonian

As seen in chapter 1, the introduction of the BO approximation allows one to split the total
energy of the electron-nuclear system into an electronic part (E0) with fixed nuclear positions
(at the equilibrium) and a phononic part Hph, describing the nuclear motion in the effective BO
potential (eq. 1.3.10). Assuming as a starting point the KS Hamiltonian ĤKS, correlation effects
due to exchange of phonons are described by the electron-phonon Hamiltonian Ĥel−ph(sec. 1.3.3).

However, there are exchange and correlation effects due to the Coulomb interaction which
practically are not included in the normal-state ĤKS. First of all, because we do not know the
exact exchange-correlation potential, and second, because we have to account for this interaction
in the superconducting state. Therefore, in the spirit of the GW theory [16, 34, 17], we add
perturbatively a two-particle Coulomb interaction Ĥc. In order to avoid a double counting (DC)
problem the exchange-correlation and Hartree potential of the KS scheme is formally subtracted
from Ĥc. This issue will be discussed in sec. 2.2.1.

In addition to these conventional Hamiltonian terms, the many body Hamiltonian requires a
further term related to the choice of the superconducting order parameter 〈ĉk↑ĉ−k↓〉 that assumes
a particle non-conserving ground state. This assumption is not problematic per se (as discussed
in many references [62, 47, 58]), however it requires the inclusion of a symmetry breaking coupling
term Ĥ∆ext

, which at the end of derivations should be set to zero. Hence, the total Hamiltonian
which we study (collecting all statements) is the following:

Ĥ = ĤKS + Ĥph + Ĥel−ph + Ĥc − ĤHxc + Ĥ∆ext

(2.1.1)

=
∑
kσ

ξkσ ĉ
†
kσ ĉkσ +

∑
j

∑
q∈BZ

ωjq(b̂†jqb̂jq +
1

2
) +

∑
j,k,k′,σ,q

gjkk′ϕ̂jqĉ
†
k′σ ĉkσ

+
1

2

k1+k2=k3+k4∑
k1k2k3k4

〈k1k2|v|k3k4〉 ĉ†k1σ
ĉ†k2σ′

ĉk4σ ĉk3σ′

−
∑
kk′σ

vHxckk′ ĉ
†
kσ ĉk′σ

+
∑
k

(∆ext
k ĉ†k↑ĉ

†
−k↓ + ∆ext∗

k ĉ−k↓ĉk↑), ∆ext
k ,∆ext∗

k → 0.

Here ξkσ are KS band energies (with respect to chemical potential µ), the matrix of the bare
Coulomb interaction v is evaluated on the given KS basis, as in the previous chapter k = {b,k} is
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the band/k-vector pair, and the matrix vHxckk′ =
〈
k|vH + vxc|k′

〉
is the sum of the Hartree and the

exchange-correlation potential2 of the KS scheme (sec. 1.2).
The additional symmetry-breaking term makes the form of this Hamiltonian quite unusual

since it contains ĉĉ and ĉ†ĉ† field operators. However, it can be cast into a more common form by
introducing Nambu field operators:

ψ̂k =

(
ĉk↑
ĉ†−k↓

)
, ψ̂†k = (ĉ†k↑, ĉ−k↓), (2.1.2)

which obey the anti-commutation relations, although using a different algebra:

ψ̂k ⊗ ψ̂†k′ + ψ̂†k′ ⊗ ψ̂k = δkk′τ0, (2.1.3)

ψ̂k ⊗ ψ̂k′ + ψ̂k′ ⊗ ψ̂k = 0,

where the symbol ⊗ denotes the tensor product (see eq. 2.1.7 how it acts), and τ0 is one of the
Pauli matrices:

τ0 =

(
1 0
0 1

)
τ1 =

(
0 1
1 0

)
τ2 =

(
0 −i
i 0

)
τ3 =

(
1 0
0 −1

)
. (2.1.4)

The Hamiltonian above is rewritten as:

Ĥ = ĤKS+∆ext

+ Ĥph + Ĥel−ph + Ĥc − ĤHxc (2.1.5)

=
∑
k

ψ̂†kξ̄kψ̂k + Ĥph +
∑

j,k,k′,σ,q

gjkk′ϕ̂jq(ψ̂†k′τ3ψ̂k)

+
1

2

k1+k2=k3+k4∑
k1k2k3k4

〈k1k2|v|k3k4〉 (ψ̂†k1
τ3ψ̂k3)(ψ̂†k2

τ3ψ̂k4)

−
∑
kk′

vHxckk′ ψ̂
†
kτ3ψ̂k′

where the symmetry-breaking term is combined with the normal state KS Hamiltonian in ĤKS+∆ext

via:

ξ̄k =

(
ξk↑ ∆ext

k

∆ext∗
k −ξ−k↓

)
(2.1.6)

In the next section we discuss the formulation of many-body perturbation theory (MBPT), which
allows to find the unknown interacting Green’s function (GF) from the known non-interacting one
and the interactions. The non-interacting GF is defined by a fixed normal state, which is in our
case is given by Ĥ0 = ĤKS+∆ext

+ Ĥph part of Hamiltonian. While interactions are represented by
Ĥint = Ĥel−ph + Ĥc − ĤHxc.

2.1.2 Green’s Function

The corresponding finite-temperature Nambu Green’s function (GF) is defined as 2 × 2 matrix
given by the tensor product:

Ḡ(kk′τ) = −
〈
Tτψk(τ)⊗ ψ†k′(0)

〉
=

 −〈Tτ ĉk↑(τ)ĉ†k′↑(0)
〉

−〈Tτ ĉk↑(τ)ĉ−k′↓(0)〉

−
〈
Tτ ĉ

†
−k↓(τ)ĉ†k′↑(0)

〉
−
〈
Tτ ĉ

†
−k↓(τ)ĉ−k′↓(0)

〉
=

(
G(kk′τ) F (kk′τ)
F †(kk′τ) G†(kk′τ)

)
, (2.1.7)

2Labels ’H’ and ’xc’ in vH and vxc are raised (in comparison with the previous chapter) for the matter of
convenience
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where the τ -dependence of the operators and the definition of Tτ (in the Fermionic case) are:

Â(τ) = eĤτ Âe−Ĥτ , (2.1.8)

Tτ Â(τ)B̂(τ ′) = Θ(τ − τ ′)Â(τ)B̂(τ ′)−Θ(τ ′ − τ)B̂(τ ′)Â(τ) (2.1.9)

with Ĥ given by eq. 2.1.5. The diagonal part of eq. 2.1.7 is the normal GF for an electron (G) and
a hole (G†3). The off-diagonal part is the so-called anomalous GF, the equal time limit (τ → 0) of
which is the superconducting order parameter.

As soon as we deal with the finite-temperature formalism, the averages 〈. . .〉 in eq. 2.1.7 are
taken as ensemble averages over many-particle states described by the full Hamiltonian presented
by a fixed ’non-interacting’ part and interactions (see the previous section):

Ĥ = Ĥ0 + Ĥint (2.1.10)

If the interaction term Ĥint vanishes, we are left with the non-interacting KS Hamiltonian plus
the bare phononic Hamiltonian, and hence, we get a KS GF (in Nambu formalism) by using eq.
2.1.7 as well as the non-interacting phonon propagator Dq(τ). To obtain this result one uses the
equation of motion for both (sec. B.3). For example, For the electron GF we get:

(− ∂

∂τ
− ξkτ3)Ḡ0(kk′τ) = δτδkk′τ0, (2.1.11)

For phonons the propagator is somehow more complicated by the fact that it consist of two parts.
The first one corresponds to the propagation of phonons, while the second one to the propagation
of phonon ’holes’ on the same footing. A more detailed discussion is presented in sec. B.3.

The equations are solved in Fourier components, which in the finite temperature formalism are
defined on a discrete set of (Matsubara) frequencies for Fermions (ωn) and Bosons (νn):

Ḡ(kτ) = T
∑
ωn

e−iωnτ Ḡ(k, iωn) Fermionic case (2.1.12)

Dq(τ) = T
∑
νn

e−iνnτDq(iνn) Bosonic case (2.1.13)

ωn = (2n+ 1)πT, νn = 2nπT, n = 0,±1,±2, . . . (2.1.14)

Using such transformations, we arrive from the eq. 2.1.11 to the explicit form of Ḡ0 in momen-
tum/frequency representation: [

Ḡ0(k, iωn)
]−1

= iωnτ0 − ξkτ3. (2.1.15)

Now we add the interaction part Ĥint. The corresponding interacting GF can be obtained in a
perturbative way, i.e., calculating corrections to Ḡ0. One can use different schemes for that, like
the equation of motion, diagrammatic MBPT [7, 8] or Hedin’s equations [38]. In this work we
use a modification of MBPT for the Nambu GF, which is similar to ordinary MBPT with minor
differences due to the matrix structure of Ḡ [58]. This is because the Green’s function/Hamiltonian
have a similar form as in ordinary MBPT for conventional field operators.

A phononic GF also appears in a perturbation series for the electronic Ḡ due to the presence
of phononic field operator ϕ̂q in the Ĥel−ph. We skip derivations on this part, as it is essentially

3It is clear, if we use hole creation (annihilation) operator â†k↑ = ĉ−k↓ (âk↑ = ĉ†−k↓), then G†(kk′τ) =

−
〈
Tτ âk↑(τ)â†k′↑(0)

〉
.
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unchanged with respect to standard textbook MBPT, and just write down the result for the
non-interacting phononic GF in BO and harmonic approximation (see sec. 1.3.2 for details):

Dj
q(iνn) =

−2ωjq
ν2
n + ω2

jq

, (2.1.16)

where j is a phononic branch index. Since we work in a rather low-temperature regime and assume
the dynamical stability of a crystal, the non-harmonic contributions can be neglected. Moreover,
phonons in metals obtained within the presented scheme are usually in excellent agreement with
experiments (see sec. 1.3.1, ref. [10, 11]), which supports the BO approximation as well. On the
MBPT language a break down of above mentioned approximations corresponds to considering a
perturbation series for D in a similar way as we do for the electronic Green’s function Ḡ.

2.1.2.1 Approximations for Ḡ

The non-interacting GF Ḡ0 (eq. 2.1.15) is, by construction (see sec. B.1.12), diagonal both in the
band index and the wave vector (k = bk), i.e., it is completely defined by a single KS state index
k.

We can however introduce two very useful approximations in order to conserve these quantum
numbers also at the level of the interacting Green’s function Ḡ. First, we assume that transition
to the superconducting state does not brake the translational symmetry of the crystal. This
approximation makes the resulting interacting Nambu GF to be a diagonal in the k-point index,
i.e., ∼ δkk′ .

Second, we assume a band-diagonal approximation for Ḡ, leading to the following form:

Ḡ(kk′, iωn) = Ḡ(k, iωn)δkk′δbb′ . (2.1.17)

This assumes that the inclusion of those Coulomb correlations that were not included on the level
of the KS does not change the quasiparticle states and merely affects the quasiparticle energies
and band widths. This constitutes the so-called band decoupling approximation and is often used
in the normal-state GW calculations and in SCDFT [63, 51].

2.1.3 Self-energy

The connection between interacting and non-interacting GF in MBPT is given by the Dyson
equation: [

Ḡ(k, iωn)
]−1

=
[
Ḡ0(k, iωn)

]−1 − Σ̄(k, iωn), (2.1.18)

where the self energy (SE) part Σ̄(k, iωn) describes the effect of Ĥint. In practice, Σ̄(k, iωn) needs
to be approximated. We discuss it in terms of Feynman diagrams. The rules to construct those
objects are found in any textbook on MBPT [58, 7].

By default, we consider the so-called proper self energy function, the one which can not be
separated into two pieces by cutting a single particle line [7]. First non-vanishing contributions
from interactions of Ĥint = Ĥel−ph + Ĥc − ĤHxc are given by:
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(1) (2) (3) (4)

(5) (6)

where simple (or, bare) vertices (•) are associated with τ3 matrices, each dashed line corresponds
to the bare Coulomb interaction, while a wavy line represents the phonon induced interaction.
Hartree and exchange-correlation terms, which are two additive contributions to ĤHxc, generate
external potential -type diagrams (terms (5) and (6)) [64]. Closed particle loop in (1) and (3)
corresponds to the trace tr{Ḡ(k, iωn)τ3} factor i.e., operates with the normal state (diagonal) part
of Ḡ. Moreover, together with (5) and (6) they give only ∼ τ3 contribution to Σ̄, while (2) and (4)
contribute to all matrix components of Σ̄. Let us discuss each contribution one by one.

(1) This first term is known as the Hartree self energy and is indeed the same as (5), these two
compensate each other. However, if we (following the rules of MBPT) substitute all bare (thin)
interaction/particle lines by dressed (bold) lines (in order to increase the number of diagrams) in
the first term, correspondent additional contributions will not be compensated by V H (or V xc).
If we assume that the KS charge is sufficiently accurate and that correlation effects in (1) are
irrelevant then (1) and (5) compensate each other even in a ”bold” form, and for this reason we
will neglect them.

(2) This term contributes to all components of the Nambu self energy and at this moment is
fully included in its renormalized version (i.e. with bold (dressed) interaction/particle lines). More
details will be given in the following discussion.

(3) As (1), gives the phonon-mediated chemical potential ∼ τ3 contribution and is naturally
neglected due to the low energy scale of phonons.

(4) Included fully as (2). Here we remind only that interaction line should not be renormalized
since we always work within the first order (non-interacting) phonons.

(5) Compensated by (1).

(6) For the time being this term will be included in our approach and discussed further in sec.
2.2.1.

All missing diagrams could formally be included by adding to (2) and (4) the effect of the many
body vertex function. However, this vertex is difficult to obtain in a fully ab-initio way. We will
discuss this object and related problems in secs. 2.1.3.1 and 2.1.3.2. Wrapping up the outcome of
this section we can write the self energy in the following form:

Σ̄(k, iωn) = Σ̄c
total(k, iωn) + Σ̄ph(k, iωn)− vxck τ3. (2.1.19)

where Σ̄c
total is the Coulomb part of the self energy that includes not only the dressed version

the exchange diagram (2) but also vertex effects. We will now discuss in greater detail all the
components of this self energy.

2.1.3.1 Phonon part

The Σ̄ph(k, iωn) is well studied in the literature [58, 14] in its first order exchange-like contribution:
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G

Vph

ph

Σ̄ph(k, iωn) = −T
∑
k′ωn′

τ3Ḡ(k′, iωn′)τ3V
ph
kk′nn′ , (2.1.20)

where the effective phonon-mediated interaction is V ph
kk′nn′ =

∑
j

|gjkk′|2D
j
(k′−k)nn′ . The next order

terms can be cast into the so-called many-body vertex correction, which should be inserted into
the diagram above. If it contains only phononic interaction lines it can be neglected under the
condition ωD/EF ∼ vs/vF � 1 fulfilled, where the ωD, EF , vs and vF are Debye frequency, Fermi
energy, speed of sound and Fermi velocity respectively. This constitutes the so-called Migdal’s
theorem [59]. A more extensive discussion on the limits of the Migdal’s theorem can be found
in ref. [50]. If the vertex contains Coulomb interaction lines as well, not much can be said on
its importance, and moreover, one probably would need to change the definition of the ’bare’
gjkk′ coefficients in this case4. According to ref. [13] the Coulomb mediated vertex may lead to a
prefactor in gjkk′ . We nevertheless take the given above form as it is, referring to a high quantitative
agreement of the SCDFT results [55, 49, 65, 66, 67, 68, 69] with the experimental data, where the
’bare’ gjkk′ matrix is used as well.

2.1.3.2 Exact Coulomb part

Now we define the Σ̄c
total(k, iωn) from eq. 2.1.19. We assume without any further investigation

that all phonon contributions to the vertex part (even in the Coulomb part of the self energy)
are negligible. On the other hand, the Coulomb part of the vertex function is known to account
for many important physical effects, among which the interaction between electrons and spin
fluctuations [60, 70, 71, 72, 73, 74], which we would like to include in our work. Let us consider
the Coulomb-only mediated Σ̄c

total(k, iωn) in its diagrammatic form given by:

Vc

c

total

G

where Γ̄ is the many-body Coulomb mediated vertex part and its zero order term is just the simple
vertex (•). For Γ̄ we use the conventions of ref. [60], where the problem is discussed in greater
detail. Γ̄ can be decomposed into a bare and a dressed vertex. The latter is expressed in terms of
the particle-hole propagator ΛP :

=

c

total

c

P

P

(2.1.21)

4Strictly speaking, the gjkk′ is calculated for the KS system and includes an essential part of the electron screening,
hence is the bare one only with respect to the KS system.
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One can see the GW-like [61, 16, 17] first order contribution Σ̄c, while the remaining Σ̄Λ is pro-
portional to ΛP .

2.1.3.3 Coulomb part in the Nambu-GW approximation

The GW-like Σ̄c (eq. 2.1.21) is given by:

Σ̄c(k, ωn) = −T
∑
k′ωn′

τ3Ḡ(k′, iωn′)τ3V
c
kk′nn′ . (2.1.22)

In this work we assume that the screened Coulomb interaction Vc is fixed to the one in the non-
superconducting state, and calculated according to the discussion in sec. 1.4.2 and sec. 1.4.1. In
other words, the feedback of superconducting correlations on the screening properties is neglected.

2.1.3.4 Coulomb part - Σ̄Λ and the spin fluctuation contribution

As discussed in ref. [60] the part of the self energy containing vertex corrections contributes among
many other effects to the interaction with magnetic fluctuations. These are very relevant effects
and are believed to be responsible for the high-Tc superconductivity in pnictides [72, 73, 74]. In
this work spin fluctuation effects will be considered as they give important repulsive effects on
some classic superconductors.

As in ref. [60] we consider an effective interaction Veff , which allows to rewrite Σ̄Λ (in eq.
2.1.21) in an exchange-like form:

Veff

i.e., still keeping all vertex effects in the definition of Veff . The definition of the bare vertex (◦) is
now different and will be revised below.

Instead of doing a complex diagrammatic derivation for the effective potential, we find an
alternative approach [58] which is simpler and intuitive, although not completely ab-initio. First,
we restrict ourselves to a class of systems in which the magnetic moments are localized at atomic
sites and are due to the valence electrons (as they do in transitional metals like Nb and V). This
allows us to treat the corresponding magnetic subsystem separately, by means of the spin operator
of an atomic site a:

Ŝa =
〈
Ŝa

〉
+ Ŝ′a. (2.1.23)

Since the long range magnetism and superconductivity are strongly competing phases [47], we

study the non-magnetic (or, paramagnetic) case only. It makes the average over the sites
〈
Ŝa

〉
vanish, and we are left only with the fluctuation part, i.e., Ŝa = Ŝ′a. Instantaneous spin fluctuation
at an ion site can induce magnetization of neighboring ion sites via exchange interactions, in this
way magnetic waves can propagate in the crystal in what is called a paramagnon.

This leads to an additional perturbation term describing such scattering processes5:

Ĥm =

ˆ
drψ̂†α(r)V m

αβ(r)ψ̂β(r), (2.1.24)

5We use a real-space Hamiltonian for illustrative reasons.

35



where we assume the interaction V m to be local. One of the form used in literature is due to
Kasuya [75]:

V m
αβ(r) =

∑
a

I(r−Ra)σ̂αβŜa (2.1.25)

where I(r) is a so-called s − d exchange integral. This perturbation can be decomposed on a KS
basis:

Ĥm =
∑
kk′αβ

V m
kk′αβ ĉ

†
kαĉk′β, (2.1.26)

and the matrix element is:

V m
kk′αβ = σ̂αβŜqIkk′ , (2.1.27)

Ikk′ =
1√
N

∑
T

〈k|I(r̄−T)|k′〉WS e
iqT, (2.1.28)

with q = k− k′, and Ŝq is a FC of the Ŝa operator, i.e., Ŝa = 1√
N

∑
q Ŝqe

iqRa . The important
part of such interaction is that it flips the spins of the electrons in the Cooper state. This part
is induced by so-called transverse spin-fluctuations and is associated with the following potential
V m
kk′αβ:

V m±
kk′αβ = Ikk′

{
σ̂xαβŜ

x
q + σ̂yαβŜ

y
q

}
. (2.1.29)

Plugging it into the eq. 2.1.26 and summing up spin indices we get:

Ĥm
± =

∑
kk′

Ikk′
{

[Ŝxq − iŜyq]ĉ†k↑ĉk′↓ + [Ŝxq + iŜyq]ĉ†k↓ĉk′↑

}
=
∑
kk′

Ikk′{Ŝ−q ĉ
†
k↑ĉk′↓ + Ŝ+

q ĉ
†
k↓ĉk′↑}. (2.1.30)

It accounts for scattering processes in which the z projection of the total spin (the one of the
scattered electron plus the spin of the ion) is conserved (rising and lowering operators (Ŝ+

q and Ŝ−q
respectively) change the z-projection of the ion’s spin by 1).

One problem now arises from the fact that it is not possible to write this Hamiltonian within
the 2 × 2 matrix Nambu formalism, because the combinations c†k↑ck′↓ (or c†k↓ck′↑) correspond to a

magnetization of the electronic degrees of freedom and cannot be described by the ψ†kτiψk′ products.
One needs to adopt a 4 × 4 Nambu matrix formalism [58, 60, 76], which is than traced back to
the normal 2× 2 form, if the resulting interacting GF corresponds to a paramagnetic state (what
is assumed at the beginning of the section). We do not follow this route because it complicates
the discussion significantly. From the other hand, it is possible to construct the perturbation
expansion for all components of the 2 × 2 Nambu GF, i.e., for G,G†, F and F † (see eq. 2.1.7)
using the standard technique of MBPT6, and then contracting the resulting expressions back to
the 2 × 2 matrix form. Such derivation can be found in appendix B.4). In this chapter we give
just the final result.

The first non-vanishing perturbative contribution to the Nambu Ḡ results to be:

δḠ2(kτ) = −
1/Tˆ

0

dτ1dτ2

∑
k′

|Ikk′ |2D±(k′−k)Ḡ0τ0Ḡ0τ0Ḡ0, (2.1.31)

6Wick’s theorem [7]
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where the transverse paramagnon propagator D±q (τ) = −
〈
Tτ Ŝ

−
q (τ)Ŝ+

q (0)
〉

appears. The essential

point is that our electron-paramagnon interaction of eq. 2.1.30 leads to an effective electron-
electron scattering involving the propagation of magnetic excitation via D±q . The same occurred
for the electron-phonon interaction, where the phonon propagator Dq was involved. However this
term acts differently in the Nambu space, via the τ0 matrix instead of τ3 appearing in the phonon
and Coulomb SE.

The final SE due to the electron paramagnon interaction is:

Σ̄m(k, iωn) = −T
∑
k′ωn′

V m
kk′nn′τ0Ḡ(k′, iωn′)τ0, (2.1.32)

where the interacting GF is used instead of the non-interacting one, and V m
kk′nn′ is what stands for

the effective interaction due to spin fluctuations.

2.1.4 Summary of the self energy

To finalize the discussion on the SE, we collect all mentioned contributions and statements together
and write explicitly the SE to proceed:

Σ̄(k, iωn) = Σ̄ph(k, iωn) + Σ̄c(k, iωn) + Σ̄m(k, iωn)− vxck τ3 (2.1.33)

= −T
∑
k′ωn′

τ3Ḡ(k′, iωn′)τ3

[
V ph
kk′nn′ + V c

kk′nn′

]
− T

∑
k′ωn′

τ0Ḡ(k′, iωn′)τ0V
m
kk′nn′ − vxck τ3

2.2 Eliashberg equations

The main step to pass from the Dyson equation 2.1.18 to the Eliashberg equations is to expand
the self-energy in the basis of Pauli matrices according to the following form:

Σ̄(k, iωn) = iωn [1− Z(k, iωn)] τ0 + (χ(k, iωn)− vxck )τ3 (2.2.1)

+ φ1(k, iωn)τ1 + φ2(k, iωn)τ2, (2.2.2)

where Z, χ and φ’s are state (k) and frequency (iωn) -dependent coefficients. Inserting into the
Dyson equation 2.1.18 determines the corresponding decomposition of the Nambu GF:[

Ḡ(k, iωn)
]−1

= iωnZτ0 − (ξk + χ− vxck )τ3 − φ1τ1 − φ2τ2. (2.2.3)

The Nambu GF then follows after inversion:

Ḡ(k, iωn) = −iωnZτ0 + (ξk + χ− vxck )τ3 + φ1τ1 + φ2τ2

Θ(k, iωn)

= − 1

Θ(k, iωn)

(
iωnZ + (ξk + χ− vxck ) φ1 − iφ2

φ1 + iφ2 iωnZ − (ξk + χ− vxck )

)
,

Θ(k, iωn) = −det(Ḡ−1) = [Zωn]2 + [ξk + χ− vxck ]2 + φ2
1 + φ2

2. (2.2.4)

In absence of magnetic fields (or, in a paramagnetic case), one can avoid the φ2 term by choosing
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a phase factor of total φ = φ1 + iφ2. Inserting 2.2.1 and 2.2.4 into 2.1.33 one arrives to:

[1− Z(k, iωn)] iωn = T
∑
k′ωn′

[
V ph
kk′nn′ + V m

kk′nn′ + V c
kk′nn′

] Z(k′, iωn′)iωn′

Θ(k′, iωn′)
, (2.2.5)

φ(k, iωn) = −T
∑
k′ωn′

[
V ph
kk′nn′ − V

m
kk′nn′ + V c

kk′nn′

] φ(k′, iωn′)

Θ(k′, iωn′)
, (2.2.6)

χ(k, iωn) = T
∑
k′ωn′

[
V ph
kk′nn′ + V m

kk′nn′ + V c
kk′nn′

] χ(k′, iωn′)− vxck′ + ξk′

Θ(k′, iωn′)
. (2.2.7)

The above is the anisotropic form of the Eliashberg equations.
One usually neglects the χ function, which is basically a chemical potential correction. This

issue is to be discussed in the next section. Therefore, we will only consider the parts of the
Eliashberg equations involving Z, which is called mass renormalization function, and obviously
the non-diagonal part φ, which is the Eliashberg gap function.

2.2.1 χ and vxc

The χ should include normal state corrections on top of the KS which are beyond ones accounted
in the vxc. From the sake of the low phonon/paramagnon energy scale in comparison with high
chemical energy scale, we can safely ignore corresponding contributions into this function. The
different situation is with the Coulomb mediated portion of χ. Keeping this part would corresponds
to the commonly adopted GW correction to the normal state, which is less important for metals
in comparison with semiconductors, where the LDA band gap has to be corrected. Consequently,
we assume that the χ is mostly compensated by the vxc (both enter the equations as a difference)
and ignore it completely.

One might think that under the assumption that the KS band structure is in a good agreement
with the experimental spectrum one could also ignore the whole Σ̄c

11 part of the self energy (i.e.
the Coulomb contribution to the Z as well). This is not at all the case. The mass renormalization
function Z, which is not so important in the overall structure of the excitation spectrum [55], gives
an essential contribution to the critical temperature, reducing it significantly, as we will see in the
last chapter of this work. Thus, eqs. 2.2.5 and 2.2.6 will be considered as they are in the following
discussion with χ− vxc term omitted everywhere.

2.2.2 Connection to experimental observables

In principle, the Green’s function formalism allows to compute much more than the critical tem-
perature. In particular, from the Green’s function it is possible to extract the excitation spectrum
of the superconductor. However, this requires to obtain the retarded Green’s function by analyt-
ically continuing the Matsubara Green’s function to the real frequency axis. We adopt the Padé
method [77, 78] that is simple and sufficiently accurate for our scope.

The physical Green’s function is actually the 11 component of the Nambu Ḡ on the real axis
(see ref. [55]):

G11(kω) =
ωZk(ω) + ξk

[ωZk(ω)]2 − ξ2
k − [φk(ω)]2

. (2.2.8)

Poles of this function in the complex plane are defined by the equation:

zp =
√

[ξk/Zk(zp)]2 + [φk(zp)/Zk(zp)]2. (2.2.9)
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The real part of zp corresponds to the quasiparticle energy, while the imaginary part is an inverse
lifetime. From the last formula it is clear that Z acts by scaling down the KS energies (ξk), i.e.,
causing a mass renormalization, (which is reflected in the name of this function). Z also scales the
Eliashberg φ function giving the superconducting gap ∆:

∆k = φk/Zk.

It is interesting to note that the superconducting gap at the excitation spectrum, which we name
as a fundamental gap, is accessible without continuation to the real frequency domain, since it is
measured in the low frequency limit:

∆0(T ) = ∆(T, ω = 0) =
φ(ξF , ω = 0)

Z(ξF , ω = 0)
≡ φ(ξF , iω = i0)

Z(ξF , iω = i0)
. (2.2.10)

Integrating the spectral function Ak(ω) = 1
π
Im[G11(kω)] over k, one gets the DOS of the super-

conductor [13]:

NS(T, ω) = Re

[
|ω|√

ω2 −∆2(T, ω)

]
. (2.2.11)

However the DOS is usually measured experimentally in a tunneling process as in Scanning Tun-
neling Microscopy (STM) or in tunneling through a barrier (for, example, insulating (I) oxide
layer) between contacts of a superconducting (S) and a normal (N) phase, i.e., speaking about
so-called S − I −N junction. The tunneling current density J(V ) is given by [13]:

J(V ) = J0

ˆ
dωNS(ω)NN(ω + V )[f(ω)− f(ω + V )] (2.2.12)

as a function of the applied voltage V . The coefficient J0 contains information about the tunneling
matrix elements between the superconductor and the normal metal. The derivative of J with
respect to the voltage gives the tunneling DOS:

Ñtun(V ) =
∂J(V )

∂V
= J0NN

ˆ
dωNS(ω)

∂[f(ω)− f(ω + V )]

∂V
, (2.2.13)

which at T = 0 is equal to NS(ω) up to the constant J0NN . Often, the reported Ñtun(V ) curves
are renormalized to Ntun(V ) such that Ntun(V )→∼ 1 at V � ∆, in order to get rid of the J0NN

factor. The Ntun(V ) is also called as a normalized conductance. The essential difference between
NS(V ) and Ntun(V ) is in extra Fermi factors f(ω), which take into account the temperature effect
on the single-particle occupation numbers in N and S contacts.

2.2.3 Isotropic limit

The anisotropic Eliashberg equations 2.2.5-2.2.6 are computationally quite expensive. However,
the experience gained both by Eliashberg approaches and SCDFT ones [55, 49, 65, 66, 67, 68,
69] shows that the effect of this full k and band resolution is weak in many materials, and an
isotropic approximation like in conventional formulations of the Eliashberg approach [13, 12] is
already sufficient, especially if one is mostly interested in the critical temperature rather than the
details of the excitation spectrum. Even when anisotropy is essential, in the case of multiband
superconductors (for example, MgB2 [79, 80, 81] or the iron arsenides [3, 4]), it can be simplified
to the level of a multiband but isotropic (within each band) approximation [81, 48, 49, 15].
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The isotropic approximation7 is obtained by substituting the couplings by their isoenergy sur-
face average:

Vkk′nn′ → Knn′(ξξ
′) ≡ Vnn′(ξkξk′) =

1

N(ξ′)N(ξ)

∑
kk′

Vkk′nn′δ(ξk − ξ)δ(ξk′ − ξ′). (2.2.14)

Inserting this into the Eliashberg equations one immediately gets Z and φ dependent on the energy
variable only8:

[1− Zn(ξ)] iωn = T
∑
ωn′

ˆ
dξ′N(ξ′)

{
Kph
nn′(ξξ

′) +Km
nn′(ξξ

′) +Kc
nn′(ξξ

′)
} Zn′(ξ′)iωn′

Θn′(ξ′)
, (2.2.15)

φn(ξ) = −T
∑
ωn′

ˆ
dξ′N(ξ′)

{
Kph
nn′(ξξ

′)−Km
nn′(ξξ

′) +Kc
nn′(ξξ

′)
} φn′(ξ

′)

Θn′(ξ′)
, (2.2.16)

Θn(ξ) = [Zn(ξ)ωn]2 + ξ2 + φ2
n(ξ). (2.2.17)

The kernel Kc
nn′(ξξ

′) is the isoenergy surface average of the full dynamically screened Coulomb
interaction (V c

kk′nn′) and is computed in the way discussed in sec. 1.4.3, using eq. 1.4.44. The
phonon Kph

nn′(ξξ
′) and magnon Km

nn′(ξξ
′) kernels are discussed in the following subsections.

2.2.3.1 Phonon interaction kernel.

Following the general definition (eq. 2.2.14) the Kph
nn′(ξξ

′) is rewritten9:

Kph
nn′(ξξ

′) =
1

N(ξ′)N(ξ)

∑
kk′

∑
j

V ph
kk′nn′δ(ξk − ξ)δ(ξk′ − ξ

′)

=
1

N(ξ′)N(ξ)

ˆ
dω
∑
kk′

∑
j

|gjkk′|
2δ(ξk − ξ)δ(ξk′ − ξ′)δ(ωj(k′−k) − ω)Dj

(k′−k)nn′

=
1

N(ξ′)

ˆ
dωα2F (ξξ′ω)Dnn′(ω), (2.2.18)

where α2F (ξξ′ω) is the energy-resolved spectral function of the electron-phonon interaction and
Dnn′(ω) now reads:

Dnn′(ω) =
−2ω

(ωn − ωn′)2 + ω2
. (2.2.19)

It will be shown (sec. 2.5.3), that the energy (ξ′) integral in the eqs. 2.2.15,2.2.16 out of the
∼ Kph terms converge quite fast, hence, the Kph

nn′(ξξ
′) can be taken as a constant with respect to

ξξ′ and computed at the Fermi level (ξξ′ = ξF ξF ). Hence the ξξ′ arguments of the Kph
nn′(ξξ

′) will

be omitted in the following, i.e., Kph
nn′(ξξ

′)→ Kph
nn′ , which also implies a simplified definition of the

Eliashberg spectral function:

α2F (ω) =
1

NF

∑
kk′

∑
j

|gjkk′ |
2δ(ξk)δ(ξk′)δ(ω

j
(k′−k) − ω). (2.2.20)

A simple measure of the electron-phonon coupling strength is given by the next integral:

λph = 2

ˆ
dωα2F (ω)/ω. (2.2.21)

7To keep the discussion simple here we discuss only the fully isotropic case, multiband isotropic being a rather
simple generalization

8As discussed in sec. 2.2, we consider only equations for Z and φ. χ is neglected.
9the 1 =

´
dωδ(ωjq − ω) was added in the second line
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2.2.3.2 Paramagnon interaction kernel

The paramagnon interaction kernel is defined by the average:

Km
nn′(ξξ

′) =
1

N(ξ)N(ξ′)

∑
kk′

I2
kk′D

±
(k′−k)nn′δ(ξk − ξ)δ(ξk′ − ξ

′). (2.2.22)

The magnon energy is close to the phonon one [82] (∼ 100 meV). Hence, as in the case of the
phonon kernel Kph

nn′ , it will be mapped on the Fermi surface, i.e., ξξ′ → ξF ξF and Km
nn′(ξξ

′)→ Km
nn′ .

Exchange integrals Ikk′ are generally hard for estimation and simplest solution is to assume it as a
constant or to have a simple analytic dependence on q = (k′ − k) [71, 70]. We take it as a constant
Ikk′ = Iex. Material-dependent estimations of this property were taken from ref. [83]. The same
values were used in ref. [84].

The propagator D± is written in the imaginary axis, but it can be expressed via the retarded
propagator as:

D±qnn′ =

ˆ ∞
0

2ω

π

Im[D±q (ω)]

(ωn − ωn′)2 + ω2
dω (2.2.23)

As with electron-phonon interaction, one introduces a spectral function P (ω) at the Fermi surface
and writes consequently the kernel:

P (ω) =
I2
ex

NF

∑
kk′

{
− 1

π
Im[D±(k′−k)(ω)]

}
δ(ξk)δ(ξk′) (2.2.24)

Km
nn′ =

1

NF

ˆ ∞
0

dω
−2ω

(ωn − ωn′)2 + ω2
P (ω) (2.2.25)

Analogous to eq. 2.2.26, the corresponding coupling strength is given by:

λsf = 2

ˆ
P (ω)

ω
dω. (2.2.26)

The details on computing the P (ω) are discussed in the appendix B.5.

2.3 Using the SCDFT-Kohn-Sham GF in the Eliashberg

method

The Superconducting Density Functional Theory (SCDFT) is an effective ab-initio approach to
superconductivity reviewed and developed in ref. [63, 51]. So far it was the only method to
account the effect of the Coulomb interaction fully ab-initio, and which gave a reliable estimations
of critical temperatures in a variety of compounds [55, 49, 65, 66, 67, 68, 69]. We incorporate its
elements into our Eliashberg equations, calling the resulting scheme as ’Eliashberg+SCDFT’.

The SCDFT operates with quantities of a fictitious (Kohn-Sham) system of non-interacting ’bo-
goliubons’, i.e. superconducting electrons described by a Bogoliubov single-particle equation, for
which the corresponding superconducting Green’s functions can be easily calculated. We concen-
trate on the anomalous Green’s function due to KS, F s(ξ, iωn). This is related to the many-body
F (ξ, iωn) (off-diagonal component of the Nambu GF, see eq. 2.1.7 and 2.2.4) via equality of the
order parameter χOP :

χOP (ξ) = −T
∑
ωn

F (ξ, iωn) = −T
∑
ωn

φn(ξ)

Θn(ξ)
, (2.3.1)

= −T
∑
ωn

F s(ξ, iωn) = −T∆s(ξ)
∑
ωn

1

ω2
n + ξ2 + [∆s(ξ)]2

, (2.3.2)
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where the Kohn-Sham gap ∆s enters the definition of F s [85]. The Matsubara sum in the last line
can be taken analytically (see eqs. E.2-E.5 in ref. [64]):∑

ωn

1

ω2
n + ξ2 + [∆s(ξ)]2

=
1− 2f(E)

2TE
, (2.3.3)

where E(∆s, ξ) =
√
ξ2 + [∆s(ξ)]2. Hence, we can obtain the equation for ∆s:

∆s(ξ) = −2χOP (ξ)E(∆s, ξ)

1− 2f [E(∆s, ξ)]
,

which can be solved iteratively. The χOP (ξ) is defined from the total many-body φ and Θ (eq.
2.3.1) and defines the ∆s, and this map always can be done.

We use this ∆s in a very specific place. The gap function (eq. 2.2.16) further (sec. 2.4) will be
split into additive contributions:

φ = φph,m + φcstat + φc,dyn,

coming from the phonon/magnon interactions (φph,m), the static (φcstat) and the dynamic (φc,dyn)
parts of the Coulomb interaction. Our Eliashberg+SCDFT scheme enters into the equations for
φcstat and φc,dyn. Namely, we plug the Kohn-Sham gap into the right-hand side of the Coulomb gap
equations (see further 2.4.13 and 2.4.14) as following:

φcstat(ξ) = −2T
∑
ωn′

ˆ
dξ′N(ξ′)Kc

stat(ξξ
′)

∆s(ξ′)

ω2
n + ξ2 + [∆s(ξ′)]2

, (2.3.4)

= −T
ˆ
dξ′N(ξ′)Kc

stat(ξξ
′)χOP (ξ′) (2.3.5)

φc,dynn (ξ) = −T
ˆ
dξ′N(ξ′)

∑
ωn′

αcnn′(ξξ
′)

∆s(ξ′)

ω2
n + ξ′2 + [∆s(ξ′)]2

. (2.3.6)

It corresponds to using the KS GF F s instead of the many-body F for only this Coulomb-sourced
parts of the self-energy. Note, that in the second line we use the independence of the static kernel
Kc
stat on a Matsubara index. From this it follows that if one neglects the φc,dynn (taking a static

limit) the remaining φcstat will be independent on which equation we choose, eq. 2.3.4 or 2.4.13,
since the order parameter is the same in both cases. But the modification above does make a
difference in the dynamical case, which will be investigated in sec. 3.3.

2.4 Numerical aspects and approximations

Equations 2.2.15 and 2.2.16 are solved iteratively, as any Dyson-like equation, i.e., (i) we start from
a guess (for Z and φ) in the right-hand side, (ii) compute the left part (new, Z and φ), (iii) then
plug this result to the right again, and repeat the procedure until Z and φ are stable with iterations.
Both, Z and φ are coupled and influence each other via the denominator Θ. Superconductivity
occurs whenever a solution is found at non-zero gap function φ. Critical temperature (Tc) search
works as follows: the equations are solved self-consistently for iteratively increasing temperature T
(the temperature enters the equations explicitly into the right-hand side and also defines Matsubara
meshes). The temperature at which φ becomes zero is by definition the critical temperature Tc.

In the next subsections we first (sec. 2.4.1) discuss technicalities in performing the integrals
in the Eliashberg equations (eq. 2.2.15-2.2.17). Next (sec.2.4.2), we explain how one can evaluate
infinite Matsubara summations in the Coulomb-mediated gap equations. We also discuss the
traditional µ∗-approach in Eliashberg theory. And finally, we summarize all approximations in sec.
2.4.3.
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2.4.1 Meshes and numerical integrations

Solving the Eliashberg equations involves performing summations of the Matsubara points and
energy integrations on the right hand side of eqs. 2.2.15-2.2.16. These integrals and summations
are infinite. Therefore, to be performed numerically, they have to be cut (unless particular analytic
limits are imposed): ∑

ωn′

ˆ
dξ′..→

ωcut∑
ωn′=−ωcut

Ecutˆ

−Ecut

dξ′... (2.4.1)

The cutoff (ωcut and Ecut) will be chosen by convergence checks. We will come back to the
convergence issue in sec. 2.5. Convergence is ensured by the structure of the equations and the
kernels.

An important role is played by the denominator function Θ (eq. 2.2.17) that makes low
energy contributions dominant. From the other side, it will be shown, that convergence occurs at
high frequency/energy cut offs. This slow convergence imposes to use special integration meshes.
The energy meshes are therefore chosen to be logarithmic from the Fermi energy. High energy
Matsubara points are pruned, and the weight is redistributed to a restricted subset of points. In
this way one can reach high value of the cutoff limiting the computational cost. The price to pay
is that the convergence test must also extend to the pruning (or, skipping) and the logarithmic
distribution.

Due to the similar energy scales of phonons and magnons, the corresponding interaction kernels
can be put together in the common phonon-paramagnon kernel, in short:

K
(ph+m)
nn′ = Kph

nn′ +Km
nn′ , (2.4.2)

K
(ph−m)
nn′ = Kph

nn′ −K
m
nn′ ,

where, according to eqs. 2.2.15,2.2.16 the first line enters equation for Z, while the second one -
the equation for φ.

The next simplification comes from the symmetry of fermionic Matsubara points, i.e., ωn =
−ω−(n+1) and the fact that Z and φ are even functions of frequency, e.g., Z(iω) = Z(−iω). This
allows to perform only a half of the Matsubara sum:

[1− Zn(ξ)] iωn = T

ωcut∑
ωn′=ω0

Ecutˆ

−Ecut

dξ′N(ξ′)
{
K

(ph+m)−−−
nn′ +Kc−−−

nn′(ξξ
′)
} Zn′(ξ′)iωn′

Θn′(ξ′)
, (2.4.3)

φn(ξ) = −T
ωcut∑

ωn′=ω0

Ecutˆ

−Ecut

dξ′N(ξ′)
{
K

(ph−m)+++
nn′ +Kc+++

nn′(ξξ
′)
} φn′(ξ

′)

Θn′(ξ′)
, (2.4.4)

K±±±
nn′ = Knn′ ±Kn,−(n′+1). (2.4.5)

The Coulomb kernel is given by the screened interaction discussed in sec. 1.4.3 and enters the
equations above as:

Kc+++
nn′(ξξ

′) = 2Kc
stat(ξξ

′) + αc+++nn′(ξξ
′), (2.4.6)

Kc−
nn′(ξξ

′) = αc−nn′(ξξ
′). (2.4.7)

The final set of equations that has been implemented is the following:

Equations for the Z function:
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Zn(ξ) = 1+ Zph,m
n + Zc,dyn

n (ξ), (2.4.8)

Zph,m
n = − T

ωn

ωph,mcut∑
ωn′=ω0

Ephcutˆ

−Ephcut

dξ′N(ξ′)K
(ph+m)−−−
nn′

Zn′(ξ
′)ωn′

Θn′(ξ′)
, (2.4.9)

Zc,dyn
n (ξ) = − T

ωn

ωccut∑
ωn′=ω0

Eccutˆ

−Eccut

dξ′N(ξ′)αc−−−nn′(ξξ
′)
Zn′(ξ

′)ωn′

Θn′(ξ′)
, (2.4.10)

Note, that due to the eq. 2.4.7 the Coulomb part of Z originates only from the dynamical part of
the Coulomb interaction (α). The Zph,m is ξ-independent because of our assumption of the phonon
paramagnon kernel to be a ξξ′-independent function.

Equations for the φ function read:

φn(ξ) = φph,mn + φcstat(ξ) + φc,dynn (ξ), (2.4.11)

φph,mn = −T
ωph,mcut∑
ωn′=ω0

Ephcutˆ

−Ephcut

dξ′N(ξ′)K
(ph+m)+++
nn′

φn′(ξ
′)

Θn′(ξ′)
, (2.4.12)

φcstat(ξ) = −2T

ωccut∑
ωn′=ω0

Eccutˆ

−Eccut

dξ′N(ξ′)Kc
stat(ξξ

′)
φn′(ξ

′)

Θn′(ξ′)
, (2.4.13)

φc,dynn (ξ) = −T
Eccutˆ

−Eccut

dξ′N(ξ′)

ωccut∑
ωn′=ω0

αc+++nn′(ξξ
′)
φn′(ξ

′)

Θn′(ξ′)
. (2.4.14)

where the static (frequency-independent) Coulomb kernel Kc
stat(ξξ

′) makes the Coulomb gap φcstat
to be also frequency independent. Approximations in the Coulomb part can lead to additional
simplifications discussed in sec 2.4.2.1-2.4.2.3.

2.4.2 Special integrations and approximations in the Coulomb part

In the following subsections we discuss the analytical tricks, which allow to extend the cutoff for
Matsubara summations in equations for φc,dyn and φcstat up to infinity. In sec. 2.4.2.1 this is done
for the φc,dyn equation using the plasmon pole approximation, while in sec. 2.4.2.2 it is naturally
provided in equation for φcstat by the limiting behavior of the Z and φ functions at high Matsubara
frequencies ωn. In certain approximations to the static interaction the equation for the φcstat is
reduced to the traditional µ∗ method, which will be discussed in sec. 2.4.2.3.

2.4.2.1 Plasmon pole approximation

In sec. 2.5.4 we will see that convergence of Matsubara sum with respect to ωccut in the equation
for the φc,dyn (eq. 2.4.14) is extremely slow10. We can still extend the cutoff to infinity by the
following two steps. First, we split the sum into two parts:

ωccut∑
ωn′=ω0

αc+++nn′(ξξ
′)
φn′(ξ

′)

Θn′(ξ′)
→

ωn′≤ωc,ppcut∑
ωn′=ω0

+
ω∞∑

ωn′>ω
c,pp
cut

αc+++nn′(ξξ′) φn′(ξ′)Θn′(ξ′)
, (2.4.15)

10The situation is better for Zc,dyn (eq. 2.4.10) because of the different kernel construct (αc−−− versus αc+++ for the
gap).

44



where ωc,ppcut is chosen in such a way that the gap has reached a point in which it does not show
any relevant variation anymore, i.e., φn′(ξ

′) → φconst(ξ
′). Second, we introduce a model form of

α to be used above ωc,ppcut . We use a plasmon pole approximation with parameters imposed by the
continuity of the kernel at ωc,ppcut (see eq. 1.4.47 and discussions below).

In this condition the infinite part of the sum can be performed analytically11 by splitting it
into two parts:

ω∞∑
ωn′>ω

c,pp
cut

→ φconst(ξ
′)

 ω∞∑
ωn′=ω0

−
ωc,ppcut∑
ωn′=ω0

 αc,pl+++nn′ (ξξ′)

ω2
n′ + [E(ξ′)]2

, (2.4.16)

where E(ξ′) =
√
ξ′2 + [φconst(ξ′)]2. The first term is evaluated using the analytic form φPPAn (ξξ′Eωp),

and the second term gives the φPPn (ξξ′Eωpω
c1
cut), which is a partial (up to ωc,ppcut ) sum. This allows

us to rewrite the eq. 2.4.16 as:

∞∑
ωn′>ω

c1
cut

→
[
φPPAn (ξξ′Eωp)− φPPn (ξξ′Eωpω

c,pp
cut )

]
φconst(ξ

′). (2.4.17)

Consequently, we write the final result for the dynamical Coulomb gap function (arguments of

φ
PP (A)
n are omitted):

φc,dynn (ξ) = −T
Eccutˆ

−Eccut

dξ′N(ξ′)

 ωc,ppcut∑
ωn′=ω0

αc+++nn′(ξξ
′)φn′(ξ

′)

Θn′(ξ′)
+
{
φPPAn − φPPn

}
φconst(ξ

′)

 . (2.4.18)

2.4.2.2 Static contribution

Most former studies in the field of superconductivity were restricted to static Coulomb interaction.
The reason is that the Coulomb interaction acts much faster (on the scale of the plasma frequency)
than the phonon-mediated one. It seems plausible to be considered as instantaneous, neglecting
its frequency dependence V c

kk′(ω) = V c
kk′(0) all together. Then it is a real-valued quantity that does

not contribute to αc (eq. 1.4.39). The static part of the Coulomb interaction contributes to the
static part of the gap φcstat (eq. 2.4.13):

φcstat(ξ) = −2T

Eccutˆ

−Eccut

dξ′N(ξ′)Kc
stat(ξξ

′)

ωccut∑
ωn′=ω0

φn′(ξ
′)

Θn′(ξ′)
, (2.4.19)

where φn′(ξ
′) = φphn′ + φcstat(ξ

′). The above Matsubara summations can be further simplified by
imposing the high frequency limits of the phononic parts of the self energy: Zph

n → 0 (i.e. the total

Z → 1) and φphn → 0 for ωn → ωphcut. By choosing ωc,statcut ≥ ωphcut we can rewrite the eq. 2.4.19 as:

φcstat(ξ) = −2T

Eccutˆ

−Eccut

dξ′N(ξ′)Kc
stat(ξξ

′)

 ωc,statcut∑
ωn′=ω0

φn′(ξ
′)

Θn′(ξ′)
+

ω∞∑
ωn′=ω

c0
cut

φcstat(ξ
′)

ω2
n′ + ξ′2 + [φcstat(ξ

′)]2

 ,
where, as one can see, the upper limit of the Matsubara sum is extended to infinity. Using again

11The condition Zn → 1 also should be fulfilled for ωn ≥ ωc,ppcut .
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that the infinite sum (eq. 2.3.3) in the expression for φcstat can be summed exactly, we find:

φcstat(ξ) = −2T

Eccutˆ

−Eccut

dξ′N(ξ′)Kc
stat(ξξ

′)

 ωc,statcut∑
ωn′=ω0

φn′(ξ
′)

Θn′(ξ′)
+ {A(ξ′)−B(ξ′)}φcstat(ξ′)

 , (2.4.20)

A(ξ′) =
1− 2f(E(ξ′))

4TE(ξ′)
, B(ξ′) =

ωc,statcut∑
ωn′=ω0

1

ω2
n′ + [E(ξ′)]2

, (2.4.21)

with E(ξ′) =
√
ξ′2 + [φcstat(ξ

′)]2.
All the discussion above has assumed that we do not have any dynamical Coulomb contribution

to the interaction. If the the dynamical term is present, the φn′ contains the φc,dyn as well and the
cutoff frequency ωc,statcut has to be taken above the plasmonic energy (i.e., ∼ ωc,ppcut from the previous
section).

2.4.2.3 µ∗ approach

An even further simplification in the calculation of φcstat(ξ) can be achieved by taking a flat DOS
and a flat Kc

stat in the eq. 2.4.20. This approximation (introduced in ref. [12, 13]) is extremely
popular in computational superconductivity although it does not have a good justification. Within
this approximation we assume N(ξ) = NF and Kc

stat(ξξ
′) = V c and obtain for the (now, energy-

independent) Coulomb gap (φcstat(ξ)→ φcµ∗):

φcµ∗

1 + 2Tµ

Eccutˆ

−Eccut

dξ′ [A(ξ′)−B(ξ′)]

 = −2Tµ

Eccutˆ

−Eccut

dξ′
ωc,µcut∑

ωn′=ω0

φn′

Θn′(ξ′)
, (2.4.22)

where µ = NFV
c is units-independent measure of the interaction. After rearranging the terms, we

get:

φcµ∗ = −2Tµ∗1

ˆ Eccut

−Eccut
dξ′

ωc,µcut∑
ωn′=ω0

φn′

Θn′(ξ′)
, (2.4.23)

µ∗1 =
µ

1 + 2Tµ
´ Eccut
−Eccut

dξ′ [A(ξ′)−B(ξ′)]
. (2.4.24)

where µ∗ is the so called Coulomb pseudopotential. Such pseudopotential approach was first
introduced by Scalapino [13] et. al. in the real axis Eliashberg formalism and expression for µ∗

was written as:
µ∗0 =

µ

1 + µ lnEc
cut/ω

c,µ
cut

. (2.4.25)

Simple tests show that formulas 2.4.24 and 2.4.25 give almost the same value of µ∗ (differences
will be discussed in sec. 2.5.6).

The final form in which eq. 2.4.23 was tested and implemented in the present work is:

φcµ∗ = −2T
µ∗

NF

ˆ Eccut

−Eccut
dξ′N(ξ′)

ωc,µcut∑
ωn′=ω0

φn′

Θn′(ξ′)
. (2.4.26)

where we have reintroduced the factor N(ξ)/NF in order to have a minimal way to account for the
material’s density of states. Obviously this µ∗ approach is an oversimplification of the Coulomb
problem in superconductors, nevertheless due to its popularity we will consider it and present
results in sec. 3.1.

46



2.4.3 Summary of approximation schemes and nomenclature

The final and complete set of Eliashberg equations solved in this work is summarized here as:{
Zn(ξ) = 1 + Zph,m

n + Zc,dyn
n (ξ)

φn(ξ) = φph,mn + φcstat(ξ) + φc,dynn (ξ)
(2.4.27)

We will refer to this as full dynamical Eliashberg equations. The static approximation is done by
removing all the dynamical terms (labeled as ’dyn’). Finally, the µ∗ approximation is obtained by
substituting φcstat by φcµ∗ . The equations for Zph,m, Zc,dyn, φph,m, φcstat and φc,dyn are also collected
in appendix D.1.

The effect of the electron-paramagnon interaction is treated together with electron-phonon
interaction (sec. 2.4), and can be eliminated setting Km = 0 in eq. 2.4.2.

Multiband Generalization.
All the derivation so far was done in a fully isotropic form. In certain cases one needs to

account for the band anisotropy of the system. For example, in the case of MgB2 the experiments
observe two distinct quasiparticle gaps: the first one (∆σ ∼ 7.0 − 7.1 meV) is attributed to
σ bands, while the second one (∆π ∼ 2.3 − 2.8 meV) to π bands12. To have a minimal (but
still accurate) description of this behavior we construct the so called multiband approximation in
which the averaging procedures described in sec. D.2 are performed on an arbitrary number of
blocks of bands. If the number of blocks is not large the method is still much more efficient and
computationally cheaper than a fully anisotropic calculation.

The formal routine of doing that is the following. Suppose we divide the band structure into
few subsets (blocks) b1, b2 . . . bB of bands. In each of these blocks we formally take an isotropic
limit:

φb(ξ) =
∑
k∈b

φkδ(ξk − ξ), (2.4.28)

were the state index (k) sum is running over the chosen subset (b). Clearly, each subset will have
its own contribution Nb(ξ) to the total DOS function (N(ξ) =

∑
bNb(ξ)). In this fashion one can

derive block-band (multiband) resolved Eliashberg equations, given in appendix D.2. The final
multiband equations in the case of the ab-initio static Coulomb interaction are:

Zb = 1− T
ωn

∑
b′ωn′

´
dξ′Nb′

Kph−−−
bb′ Zb′ωn′

Θb′
,

φphb = −T
∑
b′ωn′

´
dξ′Nb′

Kph+++

bb′ φb′

Θb′
,

φcb,stat = −2T
∑
b′

´
dξ′Nb′K

c
bb′

[∑
ωn′

φb′
Θb′

+ Ab′ −Bb′

]
,

Θb = [Zbωn]2 + ξ2 + φ2
b ,

(2.4.29)

where all energy/frequency arguments of φ, Z and Θ are omitted for simplicity.

2.5 Convergence and tests

Before applying the Eliashberg equations in this new form to real materials, we will first investigate
their properties by studying some model systems (described in detail in sec. 2.5.1). The goal of
this investigation is first to obtain an understanding of the global properties of this form of the

12(these ranges of experimental values is reported in ref. [86]
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Figure 2.1: The frequency behavior of the total gap function φ = φph + φc in imaginary (left) and
real (right) frequency domain. Results with the static Coulomb interaction (i.e., α → 0 in eq.
2.5.1) are also given. The inset on the left panel shows the Coulomb contribution φc to the total
gap.

Eliashberg equations, before introducing the additional complexity found in real systems; second to
study basic convergence issues as the relevant energy scales for frequency and energy integrations
in the presence of high energy players like plasmons.

The magnetic correlations will be neglected (this implies the Km = 0 in eq. 2.4.2), hence, a
simpler notations will be used, i.e. Zph and φph instead of Zph,m and φph,m respectively. Finally, we
consider the static ab-initio (sec. 2.5.5) and µ∗-based (sec. 2.5.6) approaches for the gap function.

Models are taken to mimic a realistic system, hence, one can expect the convergence to be
similar for real materials that we will study in Chapter 3. Actually, we can already anticipate
that this is exactly the case. The cut off studies investigated in this section are prototypical of the
convergence behavior that we have observed in real materials.

2.5.1 Models

We adopt two models:
Model A: This first one is a minimalistic model that allows for using a simplified version of the

Equations and therefore to have a cross check of the implementation. In this model we assume
that all interactions are energy (ξ in our formulation) independent. In frequency, the phononic
pairing (eq. 2.2.20) is given by a single Einstein mode (δ -function), and the Coulomb part by
a plasmon pole approximation (sec. 1.4.4) and a ξξ′-independent static part. Multiplied by a ξ
-independent DOS the Coulomb part reads:

NFK
c
nn′ = NF (Kc

stat + αcnn′) (2.5.1)

= µ(1 + α
ν2
nn′

ω2
p + ν2

nn′
).

In this formulation the strength of the static part is modulated by µ and of the dynamical part
by µα. The resulting simplified form of the Eliashberg equations is presented for completeness in
Appendix D.3. The parameters of the model are: phonon energy ωph = 50 meV, λph = 1, plasmon
of ωp = 1 Ry and Coulomb parings are given by µ = 0.5 and α = 0.513. For this model we will
also ignore the mass renormalization effect, i.e. we assume Z = 1.

13Cut off parameters Ecut, ω
ph
cutand ωccut are fixed to 5, 1 and 22 Ry. Infinite tails in Matsubara sums like in the

eq. 2.4.18 and 2.4.20 are excluded for simplicity and assumed to be unrelevant for qualitative analysis.
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Figure 2.2: Convergence behavior of summations/integrations involved in Eliashberg equations for
Z with respect to cut offs. Convergence of the Zph part of the SE with respect to: (a) ωphcut (Eph

cut

is fixed to 100 eV), (b) Eph
cut (ωphcut is fixed to 1 eV). Convergence of the Zc,dyn

0 (ξ = ξF ) with respect
to: (c) ωccut (Ec

cut = 100 eV), (d) Ec
cut (ωccut = 100 eV).

Model B: This second model is constructed from an electron gas of EF = 11.6 eV, where we
consider an Einstein phonon pairing of ωph = 50 meV (like for model A) but including a line
width of ∼ 8 meV to make it more physical. Dynamical Coulomb paring is assumed in the RPA
approximation for the electron gas, therefore, constructed from the Lindhard theory discussed in
sec. 1.4.5, while the static Coulomb interaction is given by the Thomas-Fermi theory. As result,
the electronic part of the interaction is:

Kc
nn′(ξξ

′) = Kc
TF (ξξ′) + αcnn′(ξξ

′), (2.5.2)

αcnn′(ξξ
′) =

∞̂

0

2ω

π
Kc
lind(ξξ

′ω)

{
1

ω2 + ν2
− 1

ω2

}
dω, (2.5.3)

where the kernels Kc
TF and Kc

lind are given by eq. 1.4.43 and 1.4.52 respectively. The electronic
density of states (per spin) for the electron gas is:

N(ξ) =

√
ξ + EF
4π2

(2.5.4)

2.5.2 Model A

Solving the Eliashberg equations (for model A a simplified version of those is presented in sec.
D.3) at T = 10 K, we get the self-consistent total gap φ = φph +φc plotted in fig. 2.1 as a function
of frequency14 (we display separately the Coulomb gap φc in the inset of the figure to highlight the
plasmonic contribution). The imaginary frequency domain shows the dip of the total gap in high
frequency and increase in the low frequency limit in comparison with static case in Coulomb (fig.

14As soon all our model kernels are ξξ′ -independent, the resulting gap function is also a ξ-independent function.
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Figure 2.3: (left) Frequency-dependence of the coupling (αc−) and mass renormalization (Zc,dyn),
both given at the Fermi level (ξξ′ = ξF ). (right) Plot of Zc,dyn(ξ) for iωn = iω0. All units are eV.

2.1, left). This increase of low-frequency gap is a support of the superconducting state, showing
that introduced frequency structure of the Coulomb interaction is a source of the superconducting
pairing. Note how the gap at zero has increased by about 24%.

More information can be extracted by looking at the same functions on the real axis as obtained
by analytic continuation (shortly discussed in sec. 2.2.2). On this physical axis one clearly sees
the contribution of phonons at their 50 meV structure, and at higher energy the structure due to
plasmons. While the structure of the gap is completely different on the Matsubara and the real
frequency axis (left and right of fig. 2.1), it is important to notice that the fingerprint energy scale
of the interactions can be clearly observed in both.

2.5.3 Model B: Convergence of the mass renormalization (Z)

In this section we solve equations first for Zph (eq. 2.4.9) than for Zc,dyn (eq. 2.4.10) ignoring
completely contribution of the superconducting gap (normal state). The trends towards the main
convergence parameters (see also sec. 2.4.1) are shown in fig. 2.2.

Phonon contribution

In the Matsubara summation for Zph (eq. 2.4.9) due to the low energy scale of phonons, we
observe a fast convergence. And the required cut-off ωphcut results to be just one order of magnitude
larger than the phononic energy scale. In this case, the 1/Θn′(ξ

′) ∼ 1/(ω2
n′ + ξ′2) with small

ωn′ insures a fast convergence of the integral over ξ′ (with respect to the cut off Eph
cut). The

corresponding convergence results are presented in fig. 2.2. On can see, that changing the Eph
cut

from 1 to 10 eV leads to a variation of Zph
0 of 2%, which means that the main contribution to the

integral is within the 1 eV interval.

Coulomb contribution

To converge the Matsubara sum in the Coulomb part (eq. 2.4.10) is more challenging, because
of the larger energy range of the Coulomb interactions. We cut this sum by ωccut and try to reach
convergence with respect to this parameter. In this case, the presence of 1/Θn′(ξ

′) factors for large
ωn′ makes the convergence of the energy integral slower. The convergence investigation presented
in fig. 2.2 assumes Zph = 0. Clearly, that for the full convergence we need a cut off of about 100 eV
both for ωccut and Ec

cut. The reason is that, unlike phonons, plasmons have a huge energy scale, as
compared to the superconductivity problem. In fact, as shown in fig. 2.3, they induce structures
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Figure 2.4: Convergence behavior of summations/integrations involved in Eliashberg equations for
φ with respect to cut offs. Convergence of the φph part of the SE with respect to: (a) ωphcut (Eph

cut is
fixed to 100 eV), (b) Eph

cut (ωphcut is fixed to 1 eV). Convergence of φtot0 (ξ = ξF ) = φph + φcstat + φc,dyn

with respect to: (c) ωccut (Ec
cut = 100 eV), (d) Ec

cut (ωccut = 100 eV). At (c) light blue /blue
correspond to using/neglecting the plasmon pole tail contribution (see text).

and variations up to high energy and frequency both in the Z function and in the coupling:

αc−−−(iνnn′) = αc−−−nn′(ξF ξF ) = Kc
nn′(ξF ξF )−Kc

n,−(n′+1)(ξF ξF ).

2.5.4 Model B: Convergence of the gap (φ)

To study the convergence of the φ part of the gap equation we fix the mass renormalization function
to Z = 1. The convergence curves for φph and total φ (eq. 2.4.11 ) are shown in fig. 2.4. It is
clearly seen that similarly to what was observed in the previous section for Z, the Coulomb part
shows a much slower convergence than the phononic part. The static Coulomb gap φcstat will be
discussed in the next section, for the time being we focus on the dynamical part.

The most important result is shown in fig. 2.4 (c), from which it is clear that convergence
with respect to ωccut is numerically extremely difficult. As it is achieved only above 1000 eV. For
a real material this would clearly have an enormous computational cost. However as discussed in
sec. 2.4.2.1, we have introduced an approximation for which we split the frequency sum into two
parts. Above the cut off ωc,ppcut the sum is carried out analytically to infinity but on a plasmon pole
model. Therefore, the convergence should be checked with respect to the parameter ωc,ppcut . This is
shown in the light blue curve in 2.4 (c). Clearly the convergence is much faster; sufficiently faster
to perform calculations on real systems. It is concluded, that we can stick to a cut off ωc,ppcut ∼ 100
eV using the plasmon pole tail contribution. Ec

cut possess no further problems and can be safely
taken on the order of magnitude of 100 eV.

The converged gap functions and kernel:

αc+++(iνnn′) = αc+++nn′(ξF ξF ) = Kc
nn′(ξF ξF ) +Kc

n,−(n′+1)(ξF ξF ),

are plotted in fig. 2.5.
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Figure 2.5: (left) Frequency-dependence of the coupling (αc+++) and the Coulomb part of the gap
(φc = φcstat + φc,dyn), both given at the Fermi level (ξξ′ = ξF ). Note that the αc in principle
diverges at ξ = ξ′, which results in an extemely high value in the figure. (right) Plot of φc0(ξ) (full
dynamical calculation) and φcstat(ξ) (purely static approach). All units are eV.

Figure 2.6: Convergence of the total gap function (φ0 = φph0 + φc(ξ = ξF )) with integration cut off
Ec
cut for the electron gas with EF = 11.6 eV.

On the energy axis one can observe that the low frequency (n = 0) Coulomb part of the gap
is positive in the presence of dynamical interactions. In our case this means that it has the same
sign as the phononic one. It is therefore supporting superconductivity. However, this important
issue on the possibility of plasmonic superconductivity will be dropped for the moment. Wet will
come back to this issue in chap. 3 (sec. 3.3).

2.5.5 Static Coulomb kernel

Neglecting any dynamical contribution on the Coulomb interaction (of model B) makes the Mat-
subara sum within φcstat(ξ) (eq. 2.4.20) convergent already at the phononic cutoff, i.e. ωc,statcut = ωphcut,
although one should keep in mind that above this cut off, we also include the infinite Matsubara
tail contribution as given in eq. 2.4.20. The convergence with respect to Ec

cut is shown in fig. 2.6.
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Figure 2.7: Variation of low-frequency total gap (φ0 = φcµ∗(φ
c
stat) + φph0 ) for the presented model

with Ec
cut in its full treatment (solid line) and within the reduced µ∗ approach (µ∗ = µ∗0 red dots).

The blue dot on the graph is the result of µ∗ calculation for a given model, with value of µ∗

evaluated via eq. 2.4.24 (µ∗ = µ∗1). The insets shows a relative variation of µ∗1/µ
∗
0 with Ec

cut,
entering formulas of eq. 2.4.24 and eq. 2.4.25.

2.5.6 Comparison with the µ∗ approach

The analytic map of the whole effect of the Coulomb interaction to a single parameter µ∗ is provided
by two assumptions: a flat DOS and a flat Kc

stat (sec. 2.4.2.3). First of all, we would like to show,
that this analytical map is exact, i.e., there is no difference between evaluating the gap function
of eq. 2.4.20 (with above mentioned assumptions), or first calculate the µ∗, and then to estimate
the gap as in eq. 2.4.26.

We stick to some parameters for the model: N(ξ) = 0.13 (states/eV/spin) and Kc
stat(ξξ

′) = 1
(eV) for any ξξ′. The corresponding value of µ∗ is given by eq. 2.4.25. We evaluate the total gap
φn = φcµ∗(φ

c
stat) + φphn with eq. 2.4.26 (2.4.20) choosing the same cut offs as in the equation for the

phonon gap (eq. 2.4.12),i.e., ωphcut = ω
c,µ(stat)
cut and Eph

cut = Ec
cut.

In the test we vary the energy cut off (Ec
cut = Eph

cut), fixing all frequency cut offs at ω
c,µ(stat)
cut =

ωphcut = 1 eV. The result is given in fig. 2.7. At the low-energy region, particularly for Ecut = 1 eV,
the result with φcstat is different from φcµ∗ calculation. The first source of deviation is that we used
a real-axis formulation for the µ∗ in this test (eq. 2.4.25) instead of eq. 2.4.24. Calculating µ∗ via
eq. 2.4.24 we get µ∗1 = 0.12532 (against µ∗0 = 0.13, from the eq. 2.4.25), and the corresponding
result is marked by a blue dot in the figure. However, using energy cut off Ec

cut higher than 10 eV
makes both approaches (with φcstat and φcµ∗) equivalent, independent of the formulation for µ∗.

As the eq. 2.4.25 for µ∗ shows, extending the Ec
cut to infinity would bring the µ∗ to zero and

kill completely the effect of the Coulomb interaction. Moreover the behavior would be logarithmic
and not convergent at any cutoff. The limit of Ec

cut →∞ is obtained by neglecting completely the
Coulomb part. The resulting phonon only induced gap is φ0 ∼ 0.04 eV.
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Chapter 3

Applications

In the previous chapters we have developed a set of Eliashberg equations that lives on the complete
electron energy scale, in order to have a tool to account fully from first principles for the Coulomb
mediated superconducting pairing. In this chapter we will attempt to apply this method to a set
of ten real materials with well known superconducting properties. This set includes some of the
most important phononic superconductors, including weak coupling (Al), strong coupling (Pb,Nb)
and multiband (MgB2) cases.

In section 3.1 we will focus on only two of them, and perform an extensive (and very detailed)
characterization. We have chosen for this full analysis: MgB2 and Nb as these are likely the
most complex of the set. Then in sec. 3.2 we will present results for the full set. It will be rather
evident that within the static Coulomb approximation all materials seem to be quite well described
by our theory that predicts critical temperatures in rather good agreement with experimental
observations. The inclusion of dynamical Coulomb interactions, will be discussed in sec. 3.3. This
worsens the predictivity of the method, leading to significantly overestimated critical temperatures.
Eventually we will also discuss the novel approach that involves the introduction of the SCDFT
correction to the Coulomb self energy (presented in sec. 2.3).

3.1 Superconductivity of Nb and MgB2 within the static

Coulomb interaction

We consider Nb and MgB2 as examples to present in detail the results of our Eliashberg method.
These are two very important materials. Pure bulk Nb as a prototype of a wide class of transition
metal superconductors (Tc of Nb is 9.2 K) is broadly studied until today [87, 88, 89, 90]. MgB2

instead is the phononic superconductor with the highest transition temperature (Tc = 39 K) at
ambient pressure [79, 91, 92, 81]. The only known superconductor with higher transition temper-
ature is SH3 very recently discovered but at a pressure of 190 GPa [93, 94]. MgB2 is also used in
industry and has found applications very shortly after its discovery [95].

3.1.1 Normal state properties and pairing interactions

We first present the density of states, the Eliashberg spectral function (α2F (ω), eq. 2.2.20), the
screened Coulomb interaction given by ab-initio static kernel Kc

stat(ξξ
′) (discussed in sec. 1.4.3),

and in the case of niobium, the spectral function of spin fluctuations (P (ω), eq. 2.2.24). In
addition, the anisotropy of MgB2 demands, for achieving a correct description, to consider at least
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Figure 3.1: Fermi surface of MgB2 [96]. It is presented by two σ-sheets forming the cylinders along
ΓA line, and by two π-sheets in the middle.

a minimal two band anisotropy [97, 79, 81, 15, 92]. This requires a separation of σ and π bands 1

and the introduction of an additional band-block indexing of the Eliashberg equations and listed
input quantities, as was discussed in sec. 2.4.3 and D.2.

3.1.1.1 DOS

The Density of states for Nb and MgB2 is shown in fig. 3.2. The DOS of Nb at the Fermi level has
a sharply peaked structure, which originates from the highly localized d bands - typical for most
of the transitional metals. This anomalous behavior of the DOS may cause problems, both in the
estimation of the electron-phonon coupling and in the superconducting calculations themselves.
Localized (flat) bands imply a low Fermi velocity vF , hence the criteria of applicability of the
Migdal’s theorem vs/vF � 1 (vs is the speed of sound) may not be satisfied. This implies that
vertex corrections to the SE (discussed in sec. 2.1.3.1 and ref. [98]) may actually be relevant.
However, this issue is beyond the scope of the thesis. The niobium DOS at the Fermi level is
NF = 0.046 (States/eV/spin/Å3).

The DOS of MgB2 is given for each band block (b = σ or π) component Nb(ξ), where the
chosen energy interval for the σ block separation1 specifies the ξ-interval with non-zero Nσ(ξ).
The isotropic DOS is also given in this figure and is 0.012 (States/eV/spin/Å) at the Fermi level
and Nσ/Nπ = 0.75.

3.1.1.2 Electron-phonon interaction

The electron-phonon spectral function is plotted in the same figure (3.2). The corresponding
integrated coupling strength (eq. 2.2.21) for niobium is estimated as λph = 1.33. The isotropic
coupling strength for MgB2 is λphiso = 0.66, while its anisotropic contributions2 λphσσ, λphππ, λphσπ

1Those are separated by an energy interval [ξ1, ξ2] and a Brillouin zone division. The Brillouin zone is divided
in two parts by a cylinder with radius R located in such a way, that the axis of the cylinder coincides with ΓA
symmetry line (see at fig. 3.1 a corresponding Fermi surface (FS) plot). For a given state k, if ξ1 ≤ ξk ≤ ξ2 and

0 ≤
√
k2
x + k2

y ≤ R (k = (kx, ky, kz)), this state belongs to the first band block, otherwise to the second one. Such

criteria gives an efficient separation of the FS σ bands (tubes along ΓA) out of the FS π bands (other FS sheets)
plus the rest of the band structure, accounting for the needed anisotropy (from now on, we define those blocks of
bands with σ and π indices respectively). Values of ξ1, ξ2 and R are −0.12, 0.03 and 0.311 respectively, given in
atomic units.

2The block-band separation for α2Fbb′(ω) is equivalent to the one for the Coulomb kernel Kc
bb′(ξξ

′), but done
at the Fermi level only (because α2Fbb′(ω) is defined as a Fermi surface quantity). The band-resolved definition of
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Figure 3.2: Eliashberg spectral functions (left) and DOS (right) for Nb and MgB2. In the case of
MgB2, a fully isotropic limit is given with green filling, while anisotropic contributions are given
by lines (see the text).

and λphπσ for MgB2 are 0.8, 0.26, 0.2 and 0.15 respectively. We know already that the electron-
phonon coupling for MgB2 is hard to converge with respect to the number of q-points in the
conventional electron-phonon calculations, as was demonstrated in ref. [86]. The authors also
presented a converged value λphiso = 0.748, and they used a Wannier interpolation to achieve this
result. Consequently, our underestimated λphiso should lead to the underestimation of Tc.

3.1.1.3 Static Coulomb kernel

As discussed in sec. 2.1.3, the Coulomb interaction in our approach leads to two distinct effects.
The first one is exchange and correlation in a GW-like sense (sec. 2.1.3.2), and the second one
is due to spin-fluctuations (sec. 2.1.3.4). The screened Coulomb interaction is computed in RPA
(sec. 1.4.1.3), while corrections to the RPA are provided by TDDFT-based ALDA approximation
(sec. 1.4.1.4).

The RPA-screened static Coulomb kernel Kc
stat (eq. 1.4.41) for Nb and MgB2 is given in fig. 3.3

as color maps. As with the DOS, we normalize it to the unit volume3. All anisotropic contributions
for MgB2 are given together with the fully isotropic limit. The comparison between RPA and ALDA

α2F is then follows from the general derivation (given in sec. D.2):

α2Fbb′(ω) =
1

Nb

∑
k∈b;k′∈b′

∑
j

|gjkk′ |
2δ(ξk)δ(ξk′)δ(ω

j
k′−k − ω),

where the sum over states k(k′) is restricted to ones, belonging to a particular block of bands b(b′). The corresponding
contributions to the effective coupling λph are quantitatively estimated via the simple relation:

λphbb′ = 2

ˆ
α2Fbb′(ω)

ω
dω,

while the total λphiso satisfies:

λphiso =
1

NF

∑
bb′

Nbλ
ph
bb′ .

3Which implies a multiplication by the unit cell volume ΩWS (follows from the eq. 1.4.33).
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Figure 3.3: Color maps of the static Coulomb interaction kernel for MgB2 and Nb. All band-
resolved components of MgB2 are also shown on the graph. Diagonal cuts (Kc(ξ, ξ′ = ξ), i.e.,
along solid lines on color maps) and Fermi level cuts (Kc(0, ξ) = Kc(ξ, 0), i.e., along dashed black
lines) are given above each color map. All axes (e.g. ξξ′ of Kc(ξξ′)) are in eV, while the color scale

is in eV/Å
3
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Figure 3.4: Diagonal cuts of the static Coulomb kernel for Nb and MgB2 respectively; different
curves correspond to different models of screening: RPA discussed in sec. 1.4.1.3. ALDA is a
TDDFT-based kernel presented in sec. 1.4.1.4.

-screened static kernels (Kc
stat(ξξ

′)) is presented in terms of diagonal cuts (Kc
stat(ξ, ξ

′ = ξ)) in fig.
3.4.

The value of the Coulomb interaction for Nb is about two times lower than for MgB2, which
means that Nb has a significantly better screening. This is due to the fact that the DOS at the
Fermi level is almost four times higher than in MgB2 hence, more electrons participate in the
screening. However, in the Eliashberg calculation an integral of the DOS and Coulomb interaction
enters (in all equations, collected in sec. D.1), which makes the µ = NFK

c
stat(ξF ξF ) probably a

better number to compare the screening properties. We calculate the RPA µ as 0.47 and 0.256 for
Nb and MgB2 respectively, which is similar to 0.488 and 0.263 known from the literature (refs. [99]
and [100]). The anisotropic contributions µbb′ = Nb′(ξF )Kc

bb′(ξF ξF ) for MgB2 are also computed as
0.199/0.068/0.052/0.197 for the µσσ/µσπ/µπσ/µππ components.

The renormalized quantity µ∗ enters the traditional Eliashberg approach (sec. 2.4.2.3). In the
isotropic case one uses the definition given by eq. 2.4.25, where Ec

cut and ωccut has to be plugged
in. The value for Ec

cut is normally an essential electronic energy scale, like the Fermi energy (or
chemical potential) or the band width, while the ωccut should be the same as a cut off in the
Matsubara sum of eq. 2.4.26. We take the ωccut = 6ωα

2F
max = 156 for niobium4, where the ωα

2F
max is

the maximum frequency with non-zero α2F (ω) function, while ωccut = 0.5 eV for MgB2. The Ec
cut

values of 5.23 and 12.43 eV found in the refs. [36] and [100] for Nb and MgB2 respectively. Using
these numbers we get µ∗Nb = 0.21 and µ∗MgB2

= 0.142. Moreover, we can construct a block-band
resolved µ∗bb′ out of the mentioned µbb′ in the same way as in isotropic case (eq. 2.4.25), keeping
the ratio Ec

cut/ω
c
cut unchanged. Tat gives µ∗bb′ = 0.121, 0.056, 0.044 and 0.120 for σσ,σπ,πσ andππ

blocks.

In addition to the ’charge channel’ in Nb, spin-fluctuations (sec. 2.1.3.4) result in strong
electron-paramagnon coupling described by the spectral function (sec. 2.2.3.2) presented in fig.
B.1 of appendix B.5. The resulting coupling strength (eq. 2.2.26) is λsf = 0.19.

3.1.2 Solution of the Eliashberg equations for Nb and MgB2

Two computational schemes are used in this static limit. The first one is a traditional µ∗ approach,
and the second one is our new fully ab-initio scheme within this static limit of the Coulomb

4The choice of Carbotte (ref. [14]).
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Nb MgB2

NF (States/eV/spin/Å) NF = 0.046 NF = 0.012, Nσ/Nπ = 0.75

λ λph = 1.33 λphiso = 0.66
λsf = 0.19 λphσσ = 0.8, λphππ = 0.26,

λphσπ = 0.2 , λphπσ = 0.15
µ∗ µ∗ = 0.21 µ∗iso = 0.142

calculated from ab-initio (ωccut = 156 meV, µ∗σσ = 0.121, µ∗σπ = 0.056
µ = Kc

stat(ξF ξF )NF Ec
cut = 5.23 eV) µ∗πσ = 0.044, µ∗ππ = 0.120

with Kc
stat(ξF ξF ) (ωccut = 500 meV,

given by the RPA Ec
cut = 12.43 eV)

T µ
∗

c (K) T µ
∗+sf

c = 9.5 T µ
∗

c = 14.3 T
µ∗iso
c = 39.9 T

µ∗
bb′

c = 31.5

∆µ∗

0 (meV) ∆µ∗+sf
0 = 1.6 ∆µ∗

0 = 2.5 ∆
µ∗iso
σ = 6.8 ∆

µ∗iso
π = 1.7

∆
µ∗iso
σ /∆

µ∗iso
π = 4.1

∆
µ∗
bb′
σ = 5.4 ∆

µ∗
bb′
π = 1.6

∆
µ∗
bb′
σ /∆

µ∗
bb′
π = 3.4

∆
RPA|ALDA
0 ∆0 = 1.52|1.61 ∆σ = 5.56|6.14,
(meV) ∆π = 1.99|2.22

∆σ/∆π = 2.79|2.76

T
RPA|ALDA
c (K) 13.39|14.31 31.40|34.38

TRPA+sf
c = 9.18

∆exp
0 (meV) ∆exp

0 = 1.5 ∆exp
σ = 7.05, ∆exp

π = 2.55
∆exp
σ /∆exp

π = 2.76
T expc (K) 9.2 39

Table 3.1: Numerical estimates of essential properties for Nb and MgB2

interaction (both summarized in sec. 2.4.3).

Calculations with the µ∗ are usually semi-empirical and this value is fitted to get the critical
temperature. But for the particular case of Nb and MgB2 we found all needed ingredients to
determine this quantity, hence staying strictly parameter free. The resulting critical temperature
for Nb is T µ

∗+sf
c,Nb = 9.5 K (with the spin fluctuation term included), which is very close to the

experimental value of 9.2 K. The low-temperature fundamental gap ∆0 = ∆(ξF , iω = 0) is 1.6
meV (without spin-fluctuations we get T µ

∗

c,Nb = 14.3 and ∆µ∗

0,Nb = 2.5 meV). For MgB2 we do two
distinct µ∗ calculations. In the first one, we use the isotropic µ∗ = 0.142. As result, the effective
Coulomb interaction V c = µ∗/NF is isotropic and in multiband calculations we multiply it by
block-band5 DOS Nb′(ξ

′). The anisotropy is produced in this case by the DOS only. With this
scheme we get a Tc ∼ 39.9 K, which is rather overestimated, in view of underestimated electron-
phonon coupling discussed earlier. The fundamental σ and π gaps are ∆µ∗

0σ = 6.8 and ∆µ∗

0σ = 1.7
meV with ratio ∆µ∗

0σ/∆
µ∗

0π = 4.1, which is inconsistent with experiment (∆exp
σ /∆exp

π ∼ 2.76). On

5In this case the multiband gap equation reads:

φcb = −2T
µ∗

NF

∑
b′

ˆ
dξ′Nb′(ξ

′)

ωc
cut∑

ωn′=ω0

φb′n′

Θb′n′(ξ′)
,
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Figure 3.5: Temperature-dependent quasiparticle gap function for Nb and MgB2 both for µ∗

calculations and ones with ab-initio static Coulomb kernel.

the other hand, we can improve this result by plugging the anisotropic6 µ∗bb′ . Doing so, we have
obtained fundamental gaps ∆µ∗

0σ = 5.4 and ∆µ∗

0σ = 1.6 (meV) with ratio ∆µ∗

0σ/∆
µ∗

0π = 3.4, which is

still overestimated. The critical temperature is now lower T
µ∗
bb′

c,MgB2
= 31.5. All essential input and

output quantities of the discussed µ∗ approach are collected in the tab. 3.1.
The conclusion here should be that, in principle, it is possible to construct µ∗ in an ab-initio

way, but only if one has an estimation of Ec
cut in eq. 2.4.25. This cut off may also have a band

dependence, which was neglected. It can be viewed as an anisotropic way of renormalizing the
Coulomb interaction (i.e., transformation from µbb′ to µ∗bb′), which may solve the gap ratio problem
of the given µ∗ calculations. Essentially computing µ∗ in this way, seems to us more a way to
hide the problem. As we construct an unknown parameter from an ill defined one. From this
perspective it is not even surprising that the approach gives still a reasonable result, because the
full scheme is constructed not ab-initio but by observing that in this way it actually works for
conventional superconductors.

In this respect, there is clearly a need for an ab-initio approach which takes into account the
Coulomb interaction in the full energy range and which solves the gap ratio problem7 in MgB2.
This is also important in view of applying the theory to new and different materials (organic, iron
based, cuprates) where the ad hoc computational schemes invented for known superconductors
fail. In many new classes of superconductors (all unconventional in one way or another) the role
of Coulomb interactions is still completely open and under discussion.

We now present the results obtained with the ab-initio static scheme, where the static Coulomb
interaction enters in terms of the kernel Kc

stat discussed in sec. 3.1.1.3 (and plotted in fig. 3.3).

The resulting low-temperature fundamental gap for Nb is ∆
RPA/ALDA
0,Nb = 1.52/1.61 (meV) and the

critical temperature T
RPA/ALDA
c,Nb = 9.18/9.53 (K) for the RPA/ALDA approaches for the screening.

Without the spin fluctuation term those numbers increase in the same way as it was with the µ∗

6In the described multiband setup we have to modify corresponding gap equation (eq. 2.4.26) as following:

φcb = −2T
∑
b′

µ∗bb′

Nb′(ξF )

ˆ
dξ′Nb′(ξ

′)

ωc
cut∑

ωn′=ω0

φb′n′

Θb′n′(ξ′)
,

7The gap ratio problem in MgB2 was addressed and solved ab-initio within the SCDFT [80, 81], while in
investigations within the Eliashberg theory were always a µ∗-dependent calculations.
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Figure 3.6: Real-frequency φ(ξF , ω) and Z(ξF , ω) for ab-initio static approach. The frequency
dependence comes purely from phonons, hence we get similar results with the µ∗ calculations,
which are not shown here for simplicity.

calculation.
For MgB2 the Tc we get is lower than the experimental one (T

RPA/ALDA
c,MgB2

= 31.40/34.38 K).
We attribute this fact to the lower electron phonon coupling (discussed in sec. 3.1.1.2). As
was pointed out in ref. [86], the reported experimental values of the low-temperature ∆exp

σ and
∆exp
π are different. The π gap ranges from 2.3 to 2.8 meV, while the range for the σ gap is

7.0 − 7.1 meV. Hence for the ratio ∆exp
σ /∆exp

π we take the average over reported numbers, which
is ∆exp

σ /∆exp
π ≈ 2.76. Our ab-initio calculated low-T gaps within the RPA are ∆RPA

σ ∼ 5.56 and
∆RPA
π ∼ 1.99 meV hence, the calculated gap ratio ∆RPA

σ /∆RPA
π = 2.79 is in excellent agreement

with experiments. Gap values for ALDA screening are given in table 3.1. Finally, purely isotropic
calculations for MgB2 resulted in a Tc = 17.6 K in our case.

3.1.3 Excitation spectrum and tunneling

As a natural output of the Eliashberg equations, we get the temperature dependence of the fun-
damental gap shown in fig. 3.5 in comparison with the µ∗ results. As discussed in sec. 2.2.2, to
compute the tunneling spectrum we have to continue the total Z and φ from the imaginary to the
real-frequency domain. This is done via the Padé approximant technique [77, 78], and graphs for
Z and φ within the RPA are shown in fig. 3.6 in the real frequency domain. The ω-structure of
Z and φ is due to the frequency dependence of interactions, which in the low frequency range is
given by the α2F (ω) function. This structure contributes to the measured tunneling DOS Ntun(ω)
(eq. 2.2.13). Thus, from the measured Ntun(ω) one can deduce the shape of α2F (ω), which is the
basis of the tunneling inversion procedure [56].

Two scales of ω are important for us: the gap region, i.e., when ω ∼ ∆, where one can directly
observe the quasiparticle gap (as a dip in a Ntun(ω) for ω < ∆), and when ω is in the the phononic
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Figure 3.7: Tunneling calculated and experimental data: (left) in the gap energy range and (right)
in the phononic energy range, where NBCS is given by Re[ω/

√
ω2 −∆2

0], i.e. ignoring the frequency
dependence of the ∆. The experimental data is from (a) [101], (b) [102] and (c) [57].

energy range, where the structure of Ntun(ω), and, as just discussed, of the α2F (ω) is directly
observable. The Ntun(ω) is shown for both energy scales in fig. 3.7 for niobium. For MgB2 the
situation is more complicated, because of its anisotropy. Depending on the orientation of the
sample with respect to the tunneling axis, different results are obtained8. Because we know that
our electron-phonon coupling is lower than it should be, we scale it up about9 8% fitting the
calculated Tc to the experimental one for the sake of qualitative comparison. The resulting plots
for the calculated and experimental Ntun(ω) are shown in fig. 3.8 (left). The agreement is good.

Surprisingly, the tunneling data at the phononic energy scale (i.e. ω ∼ ωph) is poorly described
in the literature for MgB2. We found one reference [104], but the question of anisotropy was not
properly studied there, and also the shape of the inverted isotropic α2F (ω) is far too different from
what we get fully ab-initio and from what was posted recently [86]. In spite of this, we plot only
our result for Ntun(ω) for different αβ (see footnote 8) pairs in fig. 3.8 (right).

3.2 Ab-initio static calculations on a larger set of materials

So far we have investigated only two materials, in order to have enough space to present a complete
characterization. However, to validate a new computational/theoretical method one needs to test
it on a significant set. This section is devoted to this goal. Eventually, we want to get an idea of
how much the predicted critical temperatures deviate from experiments.

8 To simulate the variable anisotropy, we can take for the total NS(ω) (enters the eq. 2.2.13):

N tot
S (ω) = αNσ

S (ω) + βNπ
S (ω), α+ β = 1 (3.1.1)

N
σ(π)
S (ω) = Re

 ω√
ω2 −∆2

σ(π)(ω)

 (3.1.2)

The coefficients α and β are responsible for different directions of the tunneling current. We took α = 0.13 and
β = 0.87 as was done in the experimental analysis of ref. [103], and those are empirical parameters which we need.

9The experiment we refer to (ref. [103]) is done on the grained samples and consequently, the Tc was lower (37
K) than in the bulk. Hence, the scale of 8% in our α2F (ω) gives a Tc = 37 K.
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Figure 3.8: Normalized conductance (∼ Ntun(V )): (left) in the gap energy range and (right) in the
phononic energy range. (right) A three cases for αβ was taken (see eq. 3.1.1 in a footnote 8): first
(red) corresponding to taking only σ character (α = 1, β = 0) into the NS(ω) (eq. 3.1.1), second
(black) is a mixed case α = 0.5, β = 0.5, and finally the case of the π character only (α = 0, β = 1)
is shown in green.

3.2.1 Test set of materials

A list of ten phononic superconductors V, Nb, Ta, Al, Pb, Sn, ZrN, CaC6, V3Si and MgB2 is chosen
to test our approach. Electronic properties of the chosen systems are different. For example, the
densities of states of Al, Pb, Sn are rather smooth in comparison with those of transitional metals
and their compounds (see fig. 3.9 and 3.2). Among them, the Pb and Al are traditional examples
of the strong and weak coupling superconductors respectively. Coupling strengths for the materials
in the set are presented in tab. 3.2 together with other characterizing parameters.

High peaks of the DOS in V, Nb, Ta and V3Si come from flat d bands, a typical feature of
many transition metals, leading to the same issues for the electron-phonon coupling, which we have
discussed in sec. 3.1.1.1 for Nb. Moreover, we point out that as soon as the DOS function N(ξ)
around the Fermi level is very steep, tiny shifts of the chemical potential (or errors in estimating
this quantity) affect the Fermi DOS (NF ) and thus, the α2F (ω) (eq. 2.2.20). Consequently,
the α2F (ω) should probably keep an original energy resolution, i.e., α2F (ξξ′ω) (eq. 2.2.18), this
was neglected for computational convenience. Not less important is the overall shape of α2F (ω)
(figs. 3.2 and 3.9), that appears to be strongly dependent on the geometry used in calculations.
Any phonon calculation has to be performed in an equilibrium geometry. In our calculations we
perform internal as well as the lattice relaxations. The lattice relaxation is actually one of the
points where the choice of exchange-correlation potential vxc (sec. 1.2.1) is important. We used
the PBE functional [105] for all phonon calculations.

3.2.2 Critical temperatures and comparison with experiments

Within this section we use the full ab-initio approach in the static limit (sec. 2.4.3). We observe
that this scheme is extremely effective and leads to predictions of critical temperatures in a good
agreement with experimental observations at reasonably low computational cost.

The Coulomb part is treated with fully ab-initio static kernel Kc
stat(ξξ

′). The screening has
been computed with different approaches: RPA (sec. 1.4.1.3) and with TDDFT-based ’ALDA’
(sec. 1.4.1.4). Overall all these approaches show similar qualitative properties and structures,
therefore, we give a visualization only for the kernels in the RPA. These are collected in fig. 3.10.

63



Figure 3.9: Eliashberg spectral functions (left) and the DOS (right) for set of materials.
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mat. λph(sf) ω
ph(sf)
log NF µRPA|ALDA T

RPA|ALDA|ph
c T expc

Nb 1.33 12.0 0.046 0.47|0.37 13.3 14.1 24.1
(sf) 0.19 1090 9.1 9.6 13.1 9.2
V 1.51 16.7 0.075 0.42|0.28 21.0 23.2 35.7

(sf) 0.43 843 9.6 10.2 12.3 5.03
Ta 0.81 13.2 0.042 0.42|0.33 6.1 6.7 14.0

(sf) 0.14 1129 3.7 4.1 6.9 4.48
Pb 1.33 5.4 0.0086 0.21|0.18 7.5 7.6 9.8 7.2
Sn 0.83 7.9 0.0086 0.21|0.18 5.2 5.4 8.6 3.72

ZrN 0.73 30.6 0.014 0.19|0.16 13.8 14.9 27.4 10
Al 0.43 26.0 0.010 0.21|0.17 2.3 2.7 8.3 1.2

CaC6 0.87 28.4 0.010 0.32|0.26 11.0 12.0 33.7 11.5
V3Si 1.43 19.6 0.055 0.39|0.26 22.6 25.1 37.5 17
MgB2 0.66 59.1 0.012 0.26|0.21 31.4 34.4 60.9 39

Table 3.2: Numerical results for the full set of compounds. Units of ωlog, Tc and NF are meV, K
and states/eV/spin/Å respectively. The RPA for Coulomb interaction is considered as the main
method of this work and corespondent results are marked with a bold font. Label ’ph’ marks a
critical temperatures obtained neglecting the Coulomb interaction.

The overall trend of the interaction is very different for various materials. From the simplicity of
Al that, as discussed in sec. 1.4.6, has screening properties very similar to an electron gas, to the
complexity of CaC6, where one observes a rich structure due to the presence in the plotted energy
interval of states of very different nature: sp2 bonds and antibonding states, interlayer π as well
as d states.

The resulting critical temperatures are reported in tab. 3.2 and for a visual comparison with the
experimental values in fig. 3.11. The predicted critical temperatures are in reasonable agreement
with experiment (except for vanadium). The result for Nb and V is improved if one includes the
effect of spin fluctuations as in eq. 2.4.2. The error obtained in V3Si, ZrN and MgB2 is somehow
large, but one has to consider that the error bar for phononic calculations is also significant. And
as discussed before, we have arguments to assume that our MgB2 coupling is underestimated (see
sec. 3.1 and ref. [86]).

Overall, the agreement with experiment is good, which shows that the method presented is
reliable and can be used for predictions in this static approximation. It will turn out, that the
comparison with experiment actually gets worse by including dynamical effects. This issue, solu-
tions and strategies will be discussed in the next section.

3.3 Dynamical screening

In this part we report on the result of superconducting calculations using the full frequency depen-
dent screened Coulomb interaction. Having observed that different approximations in the screening
actually lead to minor differences in the final estimation of Tc, we present in this section only results
within the RPA. We investigate the effect of dynamical Coulomb interactions in superconductivity
on: an electron gas model (sec 3.3.1) for which we can also compare with some existing literature
[28]; and for a set of real materials (sec 3.3.2).

The full set of Eliashberg equations, which is summarized by eq. 2.4.27 of sec. 2.4.3, will be
used. This involves the calculation of the mass renormalization Z = 1 + Zph + Zc,dyn and the gap
φ = φph + φcstat + φc,dyn. Just as reminder, the Zc,dyn and φc,dyn are generated by the dynamical
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Figure 3.10: Color maps of static Coulomb interaction kernel Kc
stat(ξξ

′) for Al, Pb, Sn, Ta, V,
V3Si, CaC6 and ZrN. Diagonal cuts (Kc

stat(ξ, ξ
′ = ξ), i.e., along solid lines on color maps) and

Fermi level cuts (Kc
stat(ξF ξ) = Kc

stat(ξξF ), i.e., along dashed black lines) are given above each color

map. All ’argumental’ axes (e.g. ξξ′ of Kc
stat(ξξ

′)) are in eV, while the color scale is in eV/Å
3
.

Figure 3.11: Calculated critical temperatures (with RPA and ALDA approximations in Coulomb)
together with experimental values for a set of compounds, i.e. the visualization of results from the
table 3.2.
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Figure 3.12: Frequency (left) and energy (right) integrated kernels K̃c
F (ξ′) and K̃c

F (ω) (dimen-
sionless) given by eq. 1.4.54 and 1.4.55 respectively (sec. 1.4.6) within the RPA for electron
gas.

part of the Coulomb interaction, which is represented by the kernel Kc
dyn(ξξω) constructed with

eq. 1.4.42 for real materials and with eq. 1.4.52 for the electron gas.

3.3.1 Electron gas

The Coulomb interaction for the electron gas is given by the Thomas-Fermi (in its static limit)
and the Lindhard (dynamical part) kernels Kc

TF and Kc
lind(ξξ

′ω) respectively, resulting in the total
kernel given by eq 2.5.2. In this section we show how the Coulomb interaction (Kc

TF and Kc
lind)

and superconducting properties depend on the Fermi energy parameter10 EF . The electron-phonon
interaction, when included, was fixed by the α2F (ω) of model B from sec. 2.5.1.

The integrated values K̃c
F (ξ′) and K̃c

F (ω) (defined in sec. 1.4.6) coming from the dynamical
Coulomb kernel11 Kc

lind are given in fig. 3.12 for some values of EF . Both quantities show a single
peak, at ξ′ = ξF for K̃c

F (ξ′) and at ω = ωp (plasma frequency) for K̃c
F (ω). The corresponding

plasma frequencies are collected in tab. 3.3. The dynamical coupling strengths IcF (eq. 1.4.56) are
also given in the same table and show a clear decrease with increasing EF parameter.

3.3.1.1 Result with the Eliashberg scheme

Results of the superconducting calculations in the full Eliashberg scheme are collected in fig.
3.13. Where we report the behavior of the self-consistent gap function ∆ both in energy (ξ) and
frequency (ω) space. As already pointed out in sec 2.5.2 and 2.5.4, the dynamical part of the
Coulomb interaction systematically increases the phononic critical temperature (plots e, f, g, h).
And it induces superconductivity in the absence of phonon pairing (a,b,c,d) at least in a window
for EF ranging from 0.5 to 3 eV (fig. 3.13a).

The main physical mechanism in which a repulsive interaction like the Coulomb force can help
superconductivity is by the Coulomb renormalization process discussed extensively in Chapter 2.

10It parametrizes the Kc
TF and Kc

lind, but also the DOS for the electron gas, see sec. 1.4.3, 1.4.5 and 2.5.1
11Plots for both Kc

TF and Kc
lind(ξξ

′ω) for the chosen electron gases are presented in fig. C.4 of appendix C.
The essential feature of Kc

lind(ξξ
′ω), as extensively discussed in sec. 1.4.5, is in its divergence at ξ = ξ′ at finite

frequency. It comes from the low-q divergence of Im[ε−1
lind(q, ω)]vq, which is used to compute the Kc

lind(ξξ
′ω) as an

isoenergy surface quantity (eq. 1.4.52). The potential Im[ε−1
lind(q, ω)]vq itself as a function of qω is shown in fig.

C.5.
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Figure 3.13: Energy (ξ) and frequency (ω) structure of the quasiparticle gap function ∆(ξ, iω)
obtained with the full Eliashberg scheme with phonons (e,f,g,h) and without (a,b,c,d). (a and
e) The dependence of the fundamental gap on EF . (b and f) Energy (ξ) structure of the low-
frequency gap function. (c and g) Frequency (ω) structure of the gap at the Fermi energy; vertical
rectangles are the low-frequency limits specifying the fundamental gaps of panels (a) and (e), while
horizontal rectangles specify the upturn frequency ω±. (d and h) The gap upturn frequency ω±
versus EF . Colors indicate the values of EF marked by squares and circles in panels (a,e) and
(d,h) respectively.

EF IcF ωp ωclog ∆stat
0 ∆dyn

0 ∆dyn,��Zc
0 ∆E+SCDFT

0 ∆E+SCDFT,��Zc
0

1 5.22 1.3 1.4 5.2 23.1 79.9 2.94 7.82
5 2.20 6.6 7.5 6.4 10.9 23.3 4.92 8.75
10 1.53 13.1 14.9 6.9 8.5 13.6 5.70 8.65
20 1.08 26.3 28.7 7.4 7.8 10.5 6.41 8.63

Table 3.3: Results for electron gas calculation with electron-phonon coupling and different ap-
proximations in the dynamical Coulomb part. The ’dyn’ labels the full original set of Eliashberg
equations (sec. 2.4.3). ’dyn,��Zc’ ignores the mass renormalization Zc,dyn (due to the dynamical
Coulomb interaction) in this scheme. ’E + SCDFT ’ is a calculation with the Kohn-Sham gap in
the Coulomb part (introduced in sec. 2.3) of the Eliashberg equation and ’E+SCDFT,��Zc’ is the
same, but ignoring the Coulomb mass renormalization Zc,dyn. ’stat’ labels the static RPA result.
Units for the gaps are meV, while eV stands for the rest (except IcF , which is a dimensionless
constant).
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Figure 3.14: The same as in fig. 3.13 but for electron gas of EF = 1 eV. Blue is the result of
the full calculation (i.e., with dynamical Coulomb and phonon interactions), red is the result for
Coulomb-only (λph = 0) driven superconducting calculation, while the maroon stands for the static
approximation in Coulomb (but with λph = 1).

This is triggered by a sign change in the gap function. That is therefore a key element since it
indicates the characteristic energy scale of the pairing interaction. In the absence of phonons the
upturn frequency (indicated as ω± in the figure) grows from zero up to about 1 eV at EF ∼ 4 eV,
when the superconducting gap becomes exponentially small.

The interplay with a (fix strength) phononic pairing (e,f,g,h) complicates the behavior. At
low EF the plasmonic pairing is zero, therefore superconductivity is purely phononic. Increasing
EF the plasmonic pairing becomes more relevant, ∆(0, 0)12 increases (panel e) and at the same
time the upturn frequency (panel h) increases from the phononic scale to the plasmonic one), to
decrease again, at large EF when plasmonic pairing becomes less relevant.

All plasmonic effects are stronger around EF = 1. For this particular case we compare the
results with those in the static approach for Coulomb in fig. 3.14. The frequency (iω) shape of the
gap in the static Coulomb case was given only by the phonon contribution, while the energy shape
(ξ) is due to the energy structure of Kc

TF (ξξ′). The dynamical Coulomb interaction on the other
hand contributes strongly to both energy and frequency shape of the gap, rising the fundamental
gap ∆0 up to 22.7 meV, to be compared to the static case of just 5.2 meV. This enormous gap
gain due to the dynamical Coulomb interaction shows that this dynamical interaction is able to
generate superconductivity without phonons. The calculations with zero electron-phonon coupling
(λph → 0) are thus performed and the corresponding (to EF = 1 eV) energy/frequency dependent
gap function is given also in fig. 3.14. The difference with phonon-included case is that the low-
frequency gap ∆(ξ, iω = 0) now changes the sign with energy, and of course it has a lower value
of the fundamental gap ∆0.

A similar structure of the gap (at λph = 0) is observed in the work of Rietschel and Sham [28],
where the Coulomb-only driven superconductivity is studied also within the Eliashberg theory. We
obtain quantitatively similar results to this work although there are some conceptual differences
between the two approaches. First, the gap equation was effectively mapped to the µ∗-based
equation, where all high energy/frequency structure of the interaction is folded in the definition of
µ∗. This procedure is exact and in principle, should not lead to any difference with our full scale
calculations. Second, for simplicity we took the Thomas-Fermi kernel Kc

TF as the static limit of the

12Tc (not shown) follows the same trend.
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Figure 3.15: The same as in fig. 3.13. Red now is the result of the Eliashberg+SCDFT calculation,
and maroon is the same but ignoring the Coulomb mass renormalization Zc,dyn. The result of the
static Coulomb approach is in blue in this graph. The electron-phonon interaction is included.

interaction, while in the reference it was given by Lindhard everywhere13, but we expect that the
difference between those is negligible. The third difference lies in the fact that in the Eliashberg
approach of ref. [28] the chemical potential contribution χ was included. But our goal is to perform
the calculations for real materials, for which the normal state quantities, as the starting point of
superconducting calculations, are properly described by the DFT. In particular, we assume that
the KS band structure includes already the essential part of exchange and correlations, and this
allowed us to neglect by the entire χ− vxc contribution (see sec. 2.2.1 for details).

Fundamental gaps are given in table 3.3 (’∆dyn
0 ’ column). If we exclude the evaluation of Zc,dyn,

the fundamental gaps greatly increase (values of ∆dyn,��Zc
0 in table 3.3), which is consistent with ref.

[28].

3.3.1.2 Approach with SCDFT self energy

In sec. 2.3 we have introduced a combined approach that mixes SCDFT and Eliashberg type
perturbation theory. This leads to similar equations, with the only difference that on the right
hand side of the Coulomb part of the gap (φcstat and φc,dyn) the SCDFT KS gap function ∆s is used
instead of the Eliashberg gap (see eq. 2.3.4 and 2.3.6). In this approximation the effect of dynamical
Coulomb interaction is very different, and much weaker. The resulting14 ∆E+SCDFT

0 is lower than
the static gap ∆stat

0 (table 3.3) and moreover increases with EF , which is the opposite of what
occurs to ∆dyn

0 . If we exclude the Zc,dyn from this calculation, we get the resulting ∆E+SCDFT,��Zc
0

higher than in the static case, but lower than ∆dyn
0 at the low-EF region. The frequency/energy

shape of ∆E+SCDFT and ∆E+SCDFT,��Zc is presented in comparison with static calculations in fig.
3.15. The energy/frequency deviation of ∆E+SCDFT and ∆E+SCDFT,��Zc from the static case is much
lower than with the original Eliashberg approach.

The gap ∆0 = ∆(ξF , iω = 0) as a function of EE, is given in fig. 3.16 for an overall com-
parison among the various methods presented: full Eliashberg, static approximation and Eliash-
berg+SCDFT approach15. Without phononic support only the original Eliashberg scheme has

13So far, Lindhard kernel Kc
lind was associated with the dynamical part of interaction, i.e., ∼ Im[ε−1

lind(q, ω)]v(q)
(sec. 1.4.2). Having the Lindhard interaction in the static limit we would use the ε−1

lind(q, ω = 0)v(q) to construct
the static kernel instead of Kc

TF .
14This quantity is evaluated from the left-hand side of Eliashberg equation, hence, it is a proper many-body

fundamental gap, not the KS gap.
15Except the ’dyn,��Zc’ case, which gave an extreme enhancement of the gap (tab. 3.3) and hence, has no practical
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Figure 3.16: Dependence of the self-consistent fundamental gap ∆(ξF , iω → 0) on the EF for differ-
ent computational schemes; The static approximation (green) as well as the E+SCDFT approaches
(yellow and red) give a weak dependence. While the full dynamical Eliashberg equations lead to
a dome like structure, both with (blue) and without (violet) phononic paring. Corresponding to
EF = 1, 5, 10 and 20 eV coupling strengths IcF are given on the upper horizontal axis.

superconducting solutions, while Eliashberg+SCDFT approach gave no superconducting solutions
within our numerical precision. From the figure we also conclude that SCDFT corrected meth-
ods behave differently at EF → ∞: the original ∆dyn

0 (EF ) gets closer to ∆stat
0 (EF ), while the

∆E+SCDFT and ∆E+SCDFT,��Zc lies below and above respectively.

3.3.2 Applications to real materials

Within the static approximation for the Coulomb interaction (sec. 3.2) our Eliashberg scheme
has provided a good and quantitatively accurate description of superconducting properties in
real materials. Tests on the electron gas have shown that the dynamical part of the Coulomb
interaction is not negligible and can drastically increase the superconducting Tc. However, the
Eliashberg+SCDFT scheme seems to lead to minor corrections to the static case, at least for the
electron gas. In this section we apply the same computational schemes as for the electron gas, but
computing the ab-initio static and dynamical kernels Kc

stat(ξξ
′) and Kc

dyn(ξξ′ω) within the RPA16.
The spin-fluctuations are also included in the case of Nb, V and Ta.

The K̃c
F (ξ) and K̃c

F (ω) (eqs. 1.4.54 and 1.4.55 respectively) are plotted in fig. 3.17 for the
chosen set of compounds17. The K̃c

F (ξ), as for the electron gas (fig. 3.12, left), has a strong peak
at the Fermi level, but also, by definition in eq. 1.4.54, contains significant structures mostly
induced by the DOS of the material. The frequency structure of K̃c

F (ω) is also quite different
throughout the set. The simple electron gas like single-peak structure (fig. 3.12, right) of K̃c

F (ω)
is observed only for aluminum, while in other cases the spectral weight is redistributed from the
main peak: slightly for Sn and Pb and strongly for the the rest of compounds, forming even a
multiple peak structures. The quantitative estimation of the dynamical coupling IcF (eq. 1.4.56),
where both ξ and ω structure of Kc

dyn(ξξ′ω) enters, is given in table 3.4.

use for the real material calculations.
16Discussed in detail in the chap. 1
17This set excludes the multiband MgB2 for simplicity.
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Figure 3.17: Frequency (left) and energy (right) integrated kernels K̃c
F (ξ) and K̃c

F (ω) (dimension-
less) given by eq. 1.4.54 and 1.4.55 respectively within the ab-initio RPA (sec. 1.4.6).
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Figure 3.18: Color maps of total gap ∆(ξ, iω) for aluminum in imaginary frequency domain. It is
obtained by the full Eliashberg scheme (eq. 2.4.27) with ab-initio screened Coulomb interaction
given by the RPA. Dashed lines in insets are ω (blue) and ξ (orange) cuts along the corresponding
dashed lines on the color map.

Figure 3.19: The same as in fig. 3.18, but for niobium.
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mat. IcF Zc,dyn
0 ωclog ∆stat

0 ∆dyn
0 ∆E+SCDFT

0 ∆E+SCDFT,��Zc
0

Pb 1.29 0.257 21.3 1.37 1.40 1.19 1.54
Sn 1.38 0.275 19.5 0.85 0.94 0.68 1.06

ZrN 1.49 0.300 24.5 2.18 3.55 1.83 2.87
Al 1.50 0.300 17.4 0.35 0.67 0.26 0.67
Ta 1.68 0.332 23.1 0.57 0.96 0.42 0.82
Nb 1.69 0.335 23.3 1.54 2.28 1.26 1.93

CaC6 1.82 0.342 20.4 1.80 3.52 1.56 2.70
V3Si 2.09 0.408 23.2 4.03 13.10 3.40 5.11

V 2.12 0.410 21.1 1.56 3.27 1.27 1.98

Table 3.4: Numerical results of dynamical calculations for real materials sortied according to a
coupling strength IcF . The table contained the calculated low-frequency Coulomb mass renor-
malization Zc,dyn

0 (ξF ), characteristic frequency ωclog and fundamental gaps obtained with different
schemes. The ’dyn’ labels the full original set of Eliashberg equations (sec. 2.4.3), the ’E+SCDFT ’
is a calculation with Eliashberg+SCDFT scheme (introduced in sec. 2.3) and ’E+SCDFT,��Zc’ is
the same, but ignoring the Coulomb mass renormalization Zc,dyn. Units of ωclog is eV, while units
of gaps is meV.

3.3.2.1 Eliashberg scheme

In this section we do not use the approach (sec. 2.4.3) without the effective mass renormalization
Zc,dyn (i.e. what was the ’dyn,��Zc’ scheme in sec. 3.3.1.1), since we know in advance that this
would give enormously high gaps and critical temperatures (tab. 3.3). The full structure of the self-
consistent gap on both ξ and iω-axes is presented for aluminum and niobium in fig. 3.18 and 3.19
respectively. Qualitatively, it has similar features as observed in the electron gas, therefore we will
only focus on quantitative comparisons in terms of gaps and critical temperatures. Fundamental
gaps are collected in the table 3.4 for different methods together with the low frequency limit of
the mass renormalization Zc,dyn (eq. 2.4.10). The last depends strongly linearly on the coupling
IcF . The increase of the ∆dyn

0 (in comparison with static case) is correlated with IcF but it is far
from linear, and this correlation for ∆E+SCDFT

0 , ∆E+SCDFT,��Zc
0 with IcF is not observable. But this

is consistent with what we see for the electron gas: the dependence of ∆dyn
0 on IcF (blue line in

fig. 3.16, right) is much stronger than the one for ∆E+SCDFT
0 and ∆E+SCDFT,��Zc

0 . Moreover one has
to take into account the self-consistent nature of the Eliashberg equations, where all interactions
interplay in the resulting gap function. In the extreme case of V3Si we get the ∆dyn

0 three times as
large as the ∆stat

0 (tab. 3.4), while the deviation of ∆E+SCDFT
0 and ∆E+SCDFT,��Zc

0 from the static
gap is within the ∼ 25 %. Finally, the list of critical temperatures is given in tab. 3.5 for all tested
materials.

Clearly, ∆dyn
0 is far off from the experiment, especially for higher values of IcF . This disagreement

could be ascribed to several reasons. First of all, in the self energy (sec. 2.1.3.2) we neglected
vertex corrections (apart from spin fluctuation contributions). The effect of this approximation is
not known and difficult to estimate (although there have been some studies for the electron gas
where it is shown that these vertex corrections could be relevant [106]). This resulting SE has
a GW-like form (sec. 2.1.3.3), where the screened Coulomb interaction enters. A second reason
for the disagreement may come from the RPA to the screening. Although this is unlikely, since
TDDFT corrections (sec 1.4.1.5) seem to have a minor effect. Finally, we have neglected parts of
the Eliashberg equations related to the shift in the Fermi energy.

On the other hand, the Eliashberg+SCDFT approach seems to give more physical results. It
is difficult to judge why it is like that. In principle, an infinite diagrammatic expansion should
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mat. T statc T dync TE+SCDFT
c TE+SCDFT,��Zc

c T expc

Pb 7.49 7.77 6.71 8.30 7.2
Sn 5.20 5.77 4.28 6.37 3.72

ZrN 13.77 22.02 11.76 17.89 10
Al 2.31 4.43 1.71 4.42 1.2
Ta 3.69 6.13 2.75 5.27 4.48
Nb 9.13 13.32 7.70 11.29 9.2

CaC6 11.28 21.34 9.89 16.33 11.5
V3Si 22.56 67.19 19.82 27.65 17

V 9.57 18.80 7.95 11.85 5.03
standard deviation (K) 2.8 18.2 1.8 5.5 ref.

Table 3.5: List of critical temperatures obtained with different treatment of the dynamical Coulomb
interaction in comparison with static RPA results. The standard deviation form the experimental

T expc is given by
√

1
N

∑
i(Tc,i − T

exp
c,i ).

lead to the same result among the two methods. While it seems that within the first order
diagrams Eliashberg+SCDFT gives physical results18. Actually, in better agreement than with
the static case, although we believe that deviations are within the error bar in the calculation of
the interactions.

18In sec. 2.2.1 we conclude that the mass renormalization due to the dynamical Coulomb interaction has to be

included. Neglect of Zc,dyn leads to a TE+SCDFT,��Zc

c higher than in the static calculation. In ref. [24], where the
same problem was investigated within SCDFT this mass renormalization was not included, and hence, the Tc was
overestimated, for example, almost by a factor of 2 for aluminum.
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Chapter 4

Summary, Conclusions and Outlook

Eliashberg theory of superconductivity is a leading approach for ab-initio superconductivity, surely
it is the most used worldwide (in its McMillan parametrized form). The theory is essentially a
reformulation of the Dyson equation for the Green’s function in Nambu space, and under the
assumption of a GW form for the self energy. Originally the theory was developed as perturbative
correction from the Hartree approximation. It’s modern form instead takes its start from DFT,
both as reference unperturbed system, and for the construction of the perturbation Hamiltonian (as
reviewed in Chapter 1 of this work). However, the theory has never been investigated in full (at least
for realistic systems). To reduce its computational complexity, since the early years, the Coulomb
part of the interaction Hamiltonian has always been oversimplified, essentially transforming this
powerful framework to a semi-empirical and modellistic theory.

In this work we have reconsidered critically the Eliashberg approach by starting from its general
form (Chapter 2). Even with modern computing power this full approach would still be numerically
too demanding, certainly if one aims to study real systems. We have therefore constructed a
(multiband) isotropic approximation similar to the one previously developed in SCDFT. While
this allows for a fully ab-initio inclusion of the Coulomb part of the self energy, still it can be
made arbitrarily accurate by increasing the number of energy/momentum space divisions. By
using special integration schemes both for energy and Matsubara points, we have implemented the
method in an efficient and fast Fortran code (not published yet).

The key input of our approach (apart from the standard spectral functions for phonons/ spin
fluctuations) requires knowledge of the screened Coulomb interaction. A well known object in
normal many body physics and TDDFT. Within the present work it has been implemented and
obtained in the ELK full-potential DFT based code [29].

Several issues and subtleties are involved in this Coulomb part of the interaction. The most
complex to handle being the integration of the low-q divergence at finite frequency, and the high
energy behavior that has to be described analytically in order to be able to reach convergence.

A natural division occurs between static and dynamical parts of the Coulomb interaction,
since the two enter the Eliashberg equations in a different way. Also the effect of static Coulomb
interaction is already reasonably well known in the literature, from SCDFT studies. While the
dynamical one was investigated, so far, only for simple models.

We have applied the theory to an electron gas model and to a validation set of bulk materials:
Al, Nb, Pb, V, Ta, Sn, MgB2, V3Si, CaC6, ZrN, covering the main classes of phononic supercon-
ductors. The results (Chapter 3) show clearly that a (very) good agreement with experiment is
achieved if the dynamical part of the interaction is ignored.

Dynamical effects lead to systematic overestimation of the critical temperature, essentially
introducing a very large electron-plasmon interaction that strengthens the Cooper binding in a
way that is unphysical. The reason for this has been ascribed to the intrinsic GW approximation
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of the Self energy.
Instead of trying to include vertex corrections diagrammatically, that would make the method

computationally useless, adding an unaffordable computational cost, we have adopted an alter-
native strategy. Instead of using interacting Green’s functions we have constructed the Coulomb
part of the self energy using the SCDFT-KS Green’s functions. This changes the meaning of the
GW approximation. Within this approach we observe an excellent agreement with experiments.

Overall the developed approach is an efficient ab-initio and predictive approach to super-
conductivity that can be applied to any system. Still there are some paths that require future
investigation.

First, one should try to understand in a deeper way the role of the neglected vertex corrections,
and (although this could be very hard) the different behavior of the KS-SCDFT type of expansion
as compared to the many body original form.

Second, the theory should be applied to more and diverse materials. In particular, it would
be interesting to apply it to high-temperature superconductors, organic superconductors, and in
general to systems where the plasmonic mechanism could play an active role.
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Appendix A

Translational symmetry

A.1 Lattice

A.1.1 Direct lattice

In solid state physics one mostly deals with crystals, which are infinite arrays of atoms, molecules
or ions arranged in a periodic structure. Those periodic structures are described by so-called
Bravais lattices, generated by a set of discrete translations, i.e., rigid shifts by vectors Rn:

Rn = n1a1 + n2a2 + n3a3, n = (n1, n2, n3), (A.1.1)

where ni are integers and ai are primitive vectors lying in different directions. The parallelepipeds
spanned by ai form a first unit cell of the lattice and any other cell is its translation by some
vector Rn. The choice of the unit cell is not unique, the most frequently used is the so-called
Wigner-Seitz (WS) cell (see the next section for description). The unit cell consists of Nα atoms,
which are called a basis. As a result, the position of an arbitrary atom in the crystal (Ri) is
specified be the position of the cell (Rn) and a position of an atom within this cell Rα:

Ri = Rn + Rα. (A.1.2)

In reality, atoms vibrate around their equilibrium positions (Ri) and an instantaneous displacement
around equilibrium is described by vectors unα, giving a new atomic vectors:

R′i = Rn + Rα + unα, unα = (uxnα, u
y
nα, u

z
nα). (A.1.3)

A.1.2 Reciprocal lattice

The reciprocal lattice can be defined as a set of Gm, such as:
eiGmRn = 1, ∀n, (A.1.4)

There is also a set of primitive vectors bi, which gives a Gm as (mi are integers):
Gm = m1b1 + m2b2 + m3b3, m = (m1,m2,m3). (A.1.5)

The choice of bi is fixed by primitive vectors of the direct lattice:

b1 = 2π
[a2 × a3]

a1 · [a2 × a3]
, (A.1.6)

b2 and b3 are obtained by cyclic change of all indices: 123→ 231→ 312. Orthogonality relations
aibj = 2πδij are straightforward.

The WS cell of the reciprocal lattice with G0 at the middle is called the first Brillouin zone
(BZ). To construct the BZ, we choose G0 and draw all connecting lines to neighboring Gm. The
planes appearing at the middle of those lines surround exactly the BZ. It is useful to note, that
for any k1, k2 ∈ BZ:

|k1 ± k2| < |Gm|, m 6= 0. (A.1.7)
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A.1.3 Periodic boundary conditions

A single particle wave function of an electron in the crystal is a Bloch state:
φbk(r) = eikrubk(r), (A.1.8)

where b is a band index and u(r) = u(r + Rn), i.e. has the periodicity of the lattice. Now, we
choose a macroscopic piece of the solid with volume Ω. Each direction of ai contains Ni unit cell
lengths. The point of the space translated outside the volume Ω by the vector T =

∑
iNiai is

considered identical to the original one, in particular for the Bloch function:
φbk(r + T) = eikTeikrubk(r) = φbk(r), (A.1.9)

which restricts possible values of k to eikT = 1. If we expand k =
∑

i kibi:

ki =
zi
Ni

, zi = 0, 1, .., Ni − 1. (A.1.10)

If N is the number of WS cells in the volume Ω (N = N1N2N3), then we use also:
Ω = NΩWS (A.1.11)

for the following sections. ΩWS is the WS cell volume.

A.2 Fourier transforms

A.2.1 Nuclear coordinates

Nuclear dependent properties are defined with set of Ri = Rn + Rα + unα. First of all we define
the Fourier transform (FT) of the lattice displacement unα:

uqα =
1√
N

∑
Rn∈Ω

unαe
−iqRn , (A.2.1)

where the sum goes over all N cells in a macroscopic piece of solid with volume Ω. Because of
condition A.1.4, uqα = u(q+Gm)α, i.e., saying that a full set of Fourier components (FC) is defined
within the BZ. Hence, the inverse transformation is:

unα =
1√
N

∑
q∈BZ

uqαe
iqRn . (A.2.2)

The orthogonality conditions are also given (note, that q is a discrete set, because periodic bound-
ary conditions are always implied):∑

n

eiqRn = Nδq,0,
∑
q∈BZ

eiqRn = Nδn,0. (A.2.3)

A.2.2 Electronic coordinates

We often need to calculate a FT of nonlocal functions defined on the lattice (as for dielectric
function in sec. 1.4.1.3). In this case, we do a similar thing as in eq. A.1.2, describing an arbitrary
position in the solid with r = r̄ + Tn (r̄ gives a position within the n’th unit cell and Tn has
exactly the same meaning as Rn previously):

f(r1, r2) = f(r̄1 + T1, r̄2 + T2). (A.2.4)

Here, Ti is an appropriate translation vector. We can translate everything on T1, obtaining a
f(r̄1, r̄2 + T2 −T1) = f(r̄1, r̄2,T21). The integration over Ω = NΩWS is performed as:

ˆ
Ω

dr.. =

TN∑
T=T0

ˆ
ΩWS

dr̄.., (A.2.5)
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and consequently, the FT of the two point function f will be defined as:

f(k1 + G1,k2 + G2) =
1

NΩWS

∑
T1T2

ˆ ˆ
dr̄1dr̄2e

−i(k1+G1)(r̄1+T1)f(r̄1, r̄2,T21)ei(k2+G2)(r̄2+T2)

=
1

NΩWS

∑
T1T2

ˆ ˆ
dr̄1dr̄2e

−i(k1+G1)r̄1f(r̄1, r̄2,T21)ei(k2+G2)r̄2e−i(k1+G1)T1ei(k2+G2)T2

=
1

NΩWS

∑
T1T2

ˆ ˆ
dr̄1dr̄2e

−i(k1+G1)r̄1f(r̄1, r̄2,T21)ei(k2+G2)r̄2eik1(T2−T1)ei(k2−k1)T2

=
δk1k2

ΩWS

∑
T21

ˆ ˆ
dr̄1dr̄2e

−i(k1+G1)r̄1f(r̄1, r̄2,T21)ei(k2+G2)r̄2eik1T21 = δk1k2
f(k1G1G2). (A.2.6)

The reverse one is:

f(r1, r2) =
1

NΩWS

∑
qG1G2

ei(q+G1)r1f(qG1G2)e−i(q+G2)r2 . (A.2.7)

It is easy to show that, due to the prefactor 1/Ω, the f(qG1G2) does not scale with the volume of
the integration space. For simplicity, assume a homogeneous approximation (f(r1, r2) = f(r1−r2)).
Then eq. A.2.6 should be written:

f(q) =
1

NΩWS

ˆ ˆ
dr1dr2e

−iqr1f(r1 − r2)eiqr2 (A.2.8)

=
1

NΩWS

ˆ
dr2

ˆ
d(r1 − r2)e−iq(r1−r2)f(r1 − r2)

=

ˆ
dRe−iqRf(R), (A.2.9)

where the last line represents the ordinary FT of one-coordinate function, e.g., a bare Coulomb
potential:

v(q) =

ˆ
drv(r)e−iqr =

4π

q2
. (A.2.10)

Convolution. The transform of the next expression is also needed (for example, in sec. 1.4.1.3)1:

h(r1, r2) =

ˆ
dr3f(r1, r3)v(r3 − r2), (A.2.11)

where in place of v the bare Coulomb potential usually appears and f is a nonlocal function on the
lattice. For the moment, we forget about the r1 (simply omitted) dependence and try to simplify
a transform on the r2 subspace (in accordance to eq. A.2.6):

∑
T2

ˆ
dr̄2

∑
T3

ˆ
dr̄3f(r̄3 + T3)v(r̄3 + T3 − r̄2 −T2)ei(k2+G2)(r̄2+T2)

=
∑
T3

ˆ
dr̄3f(r̄3 + T3)ei(k2+G2)(r̄3+T3)

∑
T

ˆ
dr̄v(r̄ + T)e−i(k2+G2)(r̄+T)

=
∑
T3

ˆ
dr̄3f(r̄3 + T3)ei(k2+G2)(r̄3+T3)v(k2 + G2), (A.2.12)

where notation r̄ + T = r̄3 + T3 − r̄2 −T2 is used in FT of the bare Coulomb potential. And now
we add forgotten r1 dependence and a prefactor:

1clear, that there is a convolution in r3 variable, but the following is presented as needed exercise
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h(k1 + G1,k2 + G2) =
1

NΩWS

∑
T1

ˆ
dr̄1

∑
T3

ˆ
dr̄3 (A.2.13)

e−i(k1+G1)(r̄1+T1)f(r̄1, r̄3,T31)ei(k2+G2)(r̄3+T3)v(k2 + G2).

It is clear that the FT of f appears on the right hand side, so we get:
h(k1 + G1,k2 + G2) = f(k1 + G1,k2 + G2)v(k2 + G2). (A.2.14)

A.2.3 Applications: Coulomb matrix elements

We calculate the matrix of the screened Coulomb interaction (eq. 1.4.31) out of the FC of the bare
Coulomb interaction and a dielectric function. We start with:

V c
kk′(ω) =

ˆ ˆ
dr1dr2φ

∗
k(r1)φ∗k′(r2)

[ˆ
dr3ε

−1(r1r3ω)v(r3r2)

]
φk′(r1)φk(r2). (A.2.15)

This form gives an infinite contribution. To avoid infinities, we normalize it to the unit cell, i.e.,
formally we integrate over macroscopic volume Ω (in both r1 and r2 variables) and then divide by
number of contained unit cells N . The expression in the square brackets is rewritten via its FC
(see eq. A.2.14):ˆ

dr3ε
−1(r1r3ω)v(r3r2) =

1

NΩWS

∑
qG1G2

ei(q+G1)r1ε−1(qG1G2ω)v(q + G2)e−i(q+G2)r2 .

Plugging it back to our starting point, we have to deal with:

V c
kk′(ω) =

1

N

1

NΩWS

∑
qG1G2

〈ˆ
dr1φ

∗
k(r1)ei(q+G1)r1φk′(r1)

〉
(A.2.16)

×
〈ˆ

dr2φ
∗
k′(r2)e−i(q+G2)r2φk(r2)

〉
ε−1(qG1G2ω)v(q + G2).

We analyze the 1
N
〈. . .〉 overlap:

1

N

〈ˆ
dr̄
∑
T

φ∗k(r̄ + T)ei(q+G)(r̄+T)φk′(r̄ + T)

〉
=

1

N

∑
T

ei(k
′−k+q+G)T

×
〈ˆ

dr̄φ∗k(r̄)ei(q+G)r̄φk′(r̄)

〉
= δk−k′,q+G

〈ˆ
dr̄φ∗k(r̄)ei(q+G)r̄φk′(r̄)

〉
|WS .

Essentially, the symmetry of Bloch functions allows for any G in the delta-symbol above (eiGT = 1),
so it can be viewed in a more general way, e.g., δk−k′,q+

∑
iGi

. The initial overlap we call a
polarization matrix (as in ref. [35]):

ρkk′(qG) =
1

N

〈
k|ei(q+G)r|k′

〉
. (A.2.17)

Consequently, we have:

V c
kk′(ω) =

1

ΩWS

∑
qG1G2

ε−1(qG1G2ω)v(q + G2)ρkk′(qG1)ρ∗kk′(qG2). (A.2.18)

From here, the scaling properties are also seen quite easily: suppose we double the unit cell, then
the matrix element will be twice smaller (overlaps ρkk′ stay the same due to the fact that KS
orbitals are normalized to the unit cell). From the other side, the DOS will be twice as big and
hence, the dimensionless measure of the interaction µ = NV will stay unchanged and results of
Eliashberg approach will be also fixed because the combination V N persist in Eliashberg equations.
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A.2.4 Applications: KS response

We need the FC of the following expression in sec. 1.4.1.3 (χ0 is the retarded version of P in eq.
B.2.7):

χ0(r1r2ω) = 2
∑
kk′

(fk′ − fk)φk(r1)φ∗k(r2)φk′(r2)φ∗k′(r1)

ω − (ξk − ξk′) + i0+
. (A.2.19)

We take the FT as for the two-point function and normalize it to the unit cell (plugging 1
N

factor
as in eq. A.2.16):

χ0(qG1G2ω) =
1

N

2

NΩWS

∑
kk′

(fk′ − fk)

×
〈´

dr1φ
∗
k′(r1)e−i(q+G1)r1φk(r1)

〉 〈´
dr2φ

∗
k(r2)ei(q+G2)r2φk′(r2)

〉
ω − (ξk − ξk′) + i0+

.

The situation is similar to the one for the screened Coulomb interaction, so we can directly write
the result:

χ0(qG1G2ω) =
2

ΩWS

∑
kk′

(fk′ − fk)
ρ∗kk′(qG1)ρkk′(qG2)

ω − (ξk − ξk′) + i0+
. (A.2.20)

A.2.5 Analytical properties of χ0

In this section we would like to note several properties of the KS response (eq. A.2.20). The
(fk′ − fk) factor ensures that one of k or k′ is above the Fermi level, the other one - below. If
k being a conductance state and k′ being a valence state, we get ξk − ξk′ → ξc − ξv > 0 and
fk′ − fk → fv − fc = 1. For the reverse situation v and c should be swapped and ξv − ξc < 0 and
fc − fv = −1. As result, we write the KS response as a sum of resonant (r) and anti-resonant (a)
parts:

χ0(qG1G2ω) =
2

ΩWS

∑
cv

ρ∗cv(qG1)ρcv(qG2)

ω − (ξc − ξv) + i0+
− 2

ΩWS

∑
cv

ρ∗vc(qG1)ρvc(qG2)

ω − (ξv − ξc) + i0+
. (A.2.21)

Denominators contribute as2 (P means principle value):
1

x± i0+
=
P

x
∓ iπδ(x), (A.2.22)

which leads to:
χ0ij(qω) = Rij(qω)− iπIij(qω), (A.2.23)

where (εcv = εc − εv)

Rij(qω) =
2

ΩWS

∑
cv

P
ρ∗cv(qGi)ρcv(qGj)

ω − εcv
+ a.p. = R∗ji(qω) (A.2.24)

Iij(qω) =
2

ΩWS

∑
cv

ρ∗cv(qGi)ρcv(qGj)δ(ω − εcv) + a.p. = I∗ji(qω) (A.2.25)

where, a.p. is an anti-resonant part and both R and I are hermitian matrices.
It is necessary to note the ω-behavior at the diagonal (Gi = Gj), especially the sign change of the
Iii:

Iii(qω) = Irii(qω) + Iaii(qω) =
2

ΩWS

∑
vc

|ρcv(qGi)|2 {δ(ω − εcv)− δ(ω + εcv)} , (A.2.26)

2Sokhotski–Plemelj theorem
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so we write for the imaginary part:

Im[χ0(qGiGiω)] = −πIii(qω) = −π|Iii(qω)|sign[ω]. (A.2.27)

In this way we get the correct sign of the imaginary part for the retarded dielectric function in the
ω > 0 case (Gi = Gj):

Im[εRPA(qω)] = Im[1− v(q)χ0(qω)] > 0. (A.2.28)

For ω = 0 we see that3

Rij(q0) = − 2

ΩWS

∑
cv

P
2

εcv
Re[ρ∗cv(qGi)ρcv(qGj)] = purely real (A.2.29)

Iij(q0) =
2i

ΩWS

∑
cv

δ(εcv)2Im[ρi∗cv(qGi)ρ
j
cv(qGj)] =∼ i(1− δij) purely complex or 0, (A.2.30)

which makes the dielectric function at i = j to be purely real.
We also have to deal with hermitian and anti-hermitian parts of matrices (as we do, transform-

ing the dielectric function to the imaginary frequency domain in sec. 1.4.2) and give definitions
here with χ0 as an example. The hermitian part is Reχ0 = 1

2
(χ0 + χ†0), [Reχ0]ij = 1

2
(χ0ij + χ∗0ji):

[Reχ0]ij =
1

2
(Rij − iπIij +R∗ji + iπI∗ji) = Rij. (A.2.31)

Anti-hermitian part is Imχ0 = 1
2i

(χ0 − χ†0), [Imχ0]ij = 1
2i

(χ0ij − χ∗0ji):

[Imχ0]ij =
1

2i
(Rij − iπIij −R∗ji − iπI∗ji) = −πIij. (A.2.32)

Note that both Rij and Iijare hermitian matrices.

3To prove this relation, we used ρivc = 1
N

〈
v|ei(q+Gi)r|c

〉
= 1

N

〈
v|e−i(q+Gi)r|c

〉
= ρi∗cv relation (hermitian).
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Appendix B

MBPT

B.1 Green’s function in KS basis

We start from the definition of the time-ordered GF of an N -particle fermionic system in real
space:

Gαβ(rr′t) = −i
〈

Ψ0
N |Ttψ̂α(rt)ψ̂†β(r′0)|Ψ0

N

〉
, (B.1.1)

where the field operators are in Heisenberg representation, i.e., ψ̂α(rt) = eiHtψ̂α(r)e−iHt (α is a
spin index). Writing explicitly the action of time ordering operator Tt and plugging the

1 =
∑
j

|Ψj
N±1 〉〈Ψ

j
N±1|,

where Ψj
N±1 is the jth exited state of the N ± 1-particle system, we come to:

Gαβ(rr′t) = −i
∑
j

{
Θ(t)

〈
Ψ0
N |eiE

0
N tψ̂α(r)e−iE

j
N+1t|Ψj

N+1 〉〈Ψ
j
N+1|ψ̂

†
β(r′)|Ψ0

N

〉
− Θ(−t)

〈
Ψ0
N |ψ̂

†
β(r′)|Ψj

N−1 〉〈Ψ
j
N−1|e

iEjN+1tψ̂α(r)eiE
0
N t|Ψ0

N

〉}
. (B.1.2)

E0
N is the ground state energy of the N -particle system. Decomposing the field operators in the

KS basis:

ψ̂α(r) =
∑
k

ĉkαφkα(r), ψ̂†α(r) =
∑
k

ĉ†kαφ
∗
kα(r) (B.1.3)

we get:

Gαβ(rr′t) = −i
∑
jkk′

φkα(r)φ∗k′β(r′)
{

Θ(t)
〈

Ψ0
N |ĉkα|Ψ

j
N+1 〉〈Ψ

j
N+1|ĉ

†
k′β|Ψ

0
N

〉
e−i(E

j
N+1−E

0
N )t

− Θ(−t)
〈

Ψ0
N |ĉ
†
k′β|Ψ

j
N−1 〉〈Ψ

j
N−1|ĉkα|Ψ

0
N

〉
ei(E

j
N−1−E

0
N )t
}
. (B.1.4)

To simplify the notation we use:

d+
jkα =

〈
Ψ0
N |ĉkα|Ψ

j
N+1

〉
, d−jkα =

〈
Ψj
N−1|ĉkα|Ψ

0
N

〉
, (B.1.5)

Ej
N+1 − E

0
N = Ej

N+1 − E
0
N+1 + E0

N+1 − E0
N = ωj + µ+, (B.1.6)

Ej
N−1 − E

0
N = Ej

N−1 − E
0
N−1 + E0

N−1 − E0
N = ωj − µ−, (B.1.7)
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where the chemical potential (µ) and the excitation energy (ωj) have been introduced. In systems
of our interest (solids), the µ+ = µ− = µ is a good approximation. Writing all together:

Gαβ(rr′t) = −i
∑
jkk′

φkα(r)φ∗k′β(r′)
{
d+
jkαd

+∗
jk′βΘ(t)e−i(ωj+µ)t − d−jkαd

−∗
jk′βΘ(−t)ei(ωj−µ)t

}
, (B.1.8)

=
∑
jkk′

φkα(r)φ∗k′β(r′)

ˆ ∞
−∞

dω′

2π

1

ω′ + i0+

{
d+
jkαd

+∗
jk′βe

−iω′te−i(ωj+µ)t − d−jkαd
−∗
jk′βe

iω′tei(ωj−µ)t
}
,

where

Θ(t) = −
ˆ ∞
−∞

dω

2πi

e−iωt

ω + i0+
(B.1.9)

is the integral representation of the step function.

We can perform a FT to the frequency domain (G(ω) =
´∞
−∞ dte

iωtG(t)), using
´
e±i(ω−ω

′)tdt =
2πδ(ω − ω′), leading to:

Gαβ(rr′ω) =
∑
jkk′

φkα(r)φ∗k′β(r′)

ˆ ∞
−∞

dω′

2π

´∞
−∞ dteiωt

{
d+
jkαd

+∗
jk′βe

−i(ω′+ωj+µ)t − d−jkαd
−∗
jk′βe

i(ω′+ωj−µ)t
}

ω′ + i0+

=
∑
jkk′

φkα(r)φ∗k′β(r′)

ˆ ∞
−∞

dω′

{
d+
jkαd

+∗
jk′βδ(ω − ω′ − ωj − µ])− d−jkαd

−∗
jk′βδ(ω + ω′ + ωj − µ)

}
ω′ + i0+

=
∑
jkk′

φkα(r)φ∗k′β(r′)

{
d+
jkαd

+∗
jk′β

ω − ωj − µ+ i0+
+

d−jkαd
−∗
jk′β

ω + ωj − µ− i0+

}

=
∑
kk′

φkα(r)φ∗k′β(r′)
{
G+
αβ(kk′ω) +G−αβ(kk′ω)

}
. (B.1.10)

In this way we write a general decomposition of the interacting GF in the KS basis withG+
αβ(kk′ω)+

G−αβ(kk′ω) as coefficients. In the paramagnetic situation, the Gαβ = δαβG, and working with
the spin-independent part (G), we omit spin indices for simplicity. Moreover, the GF in direct
space should be invariant under translation on T (see chapter A for definitions). From the other
side, the KS orbitals (φk) are Bloch states and each of those in eq. B.1.10 is multiplied by
the eikT factor with such operation. As result, the equation above says: G(r + Tr′ + Tω) ∼∑

kk′ e
i(k−k′)Tφkφk′ {G+ +G−}, and thus, the δkk′ factor is automatically (eq. A.2.3) imposed in

the decomposition. Although we take the G±(kk′ω) diagonal in k-vector index, in general it is not
diagonal in the band index. With the so-called band decoupling approximation we neglected this
off-diagonal part in sec. 2.1.2.1. For the non-interacting GF we take a KS one, i.e., presenting
Ψi
N as single Slater determinant out of KS orbitals. Analyzing the d+

jk =
〈
Ψ0
N |ĉk|Ψ

j
N+1

〉
factor in

this case, we see that it is non-zero (namely, 1) only if Ψj
N+1 is a Slater determinant, in which

an additional electron occupies the j’th excited state above the Fermi level and necessarily j = k
(also implies the k is above the Fermi level). The same analysis works for d−jk as well, but Ψj

N−1

now contains a hole with j = k state below the Fermi level. Collecting all statements together, we
write for the KS GF the following expression:

G0(rr′ω) =
∑
k

φk(r)φ∗k(r
′)

{
(1− fk)

ω − ωk + i0+
+

fk
ω + ωk − i0+

}
, (B.1.11)

where we made a shift in ω variable on the magnitude of µ. We also can write an excitation energy
as ωk = ξk, i.e., band energy relative to the Fermi level, then the expression in the brackets is also
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simplified1:

G0(rr′ω) =
∑
k

φk(r)φ∗k(r
′)

1

ω − ξk + iη(ξk)
(B.1.12)

B.2 Polarization propagator

Now we calculate the bare polarization propagator from the normal state Kohn-Sham Green’s
functions (eq. B.1.12). It is given by a so called bubble diagram (ref. [47]), which results in the
following expression:

P00(r1r2ω) = −2i

ˆ
dω′

2π
G0(r1r2ω

′ + ω)G0(r2r1ω
′) (B.2.1)

= −2i
∑
kk′

φk(r1)φ∗k(r2)φk′(r2)φ∗k′(r1)

ˆ
dω′

2π

1

ω + ω′ − ξk + iη(ξk)

1

ω′ − ξk′ + iη(ξk′)
.

An essential point is the calculation of

I =

ˆ
dω′

1

ω + ω′ − ξk + iη(ξk)

1

ω′ − ξk′ + iη(ξk′)
. (B.2.2)

The expression above is equal to a contour integral around a closed contour in the complex plane.
The path is chosen in such a way, that one part of it contains the real axis, z = ω′, while the other
part forms a half-circle going to infinity, closing the contour. We also add an ∼ eiδω

′ |δ→0 factor to
insure the convergence.

First we show, that if ξk and ξk′ are of the same sign (so, η(ξk) and η(ξk′) as well), then the
integral vanishes. Suppose, we are above EF in both cases (ξk and ξk are positive). There are two
poles in the lower-half plane (z1 = −ω + ξk − i0+

1 and z2 = ξk′ − i0+
2 ) and if the contour is closed

in the lower-half plane, the integral is proportional to sum of both residues:

RES = Res(z1) +Res(z2) (B.2.3)

=
1

−ω + ξk − ξk′ + i0+
2 − i0+

1

+
1

ω + ξk′ − ξk + i0+
1 − i0+

2

= 0,

i.e., is exactly zero. The same result would be obtained if we close the contour in the upper-half
plane (there are no poles in this region).

Now we try to take (i) ξk > 0 and ξk′ < 0 and calculate:

I =

ˆ
dω′

1

ω + ω′ − ξk + i0+
1

1

ω′ − ξk′ − i0+
2

.

There is only one pole in each of the half-planes of complex variable z ← ω′. Closing contour in
the upper-half plane, we get a pole z2 = ξk′ + i0+

2 there. Again, the contour integral is given by
residue in the closed contour:

I = (2πi)×Res(z2) = (2πi)× 1

ω + ξk′ − ξk + i0+
1 + i0+

2

. (B.2.4)

Similarly, in the situation with (ii) ξk < 0 and ξk′ > 0, we get:

I = (2πi)× −1

ω − ξk + ξk′ − i0+
1 − i0+

2

. (B.2.5)

1η(x) =

{
0+ if x ≥ 0

−0+ if x < 0
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We can combine (i) and (ii) cases using the Fermi distribution (fk) at T = 0.

I = (2πi)×
{

(1− fk)fk′
ω − (ξk − ξk′) + iη(ξk − ξk′)

− fk(1− fk′)
ω − (ξk − ξk′) + iη(ξk − ξk′)

}
, (B.2.6)

where the function η reads:

η(x) =

{
0+, x > 0

−0+, x < 0
.

The last expression for the integral can be simplified:

I = (2πi)× fk′ − fk
ω − (ξk − ξk′) + iη(ξk − ξk′)

.

Finally, for the eq. B.2.7 we write:

P00(r1r2ω) = −2i
∑
kk′

φk(r1)φ∗k(r2)φk′(r2)φ∗k′(r1)

× 1

2π
(2πi)

fk′ − fk
ω − (ξk − ξk′) + iη(ξk − ξk′)

= 2
∑
kk′

(fk′ − fk)φk(r1)φ∗k(r2)φk′(r2)φ∗k′(r1)

ω − (ξk − ξk′) + iη(ξk − ξk′)
. (B.2.7)

B.3 EOM for Ḡ0 and D

First, we would like to derive the equation of motion (EOM) for the non-interacting Nambu Green’s
function Ḡ0 described in section 2.1.2. We start with τ -derivative and use the definitions given in
that section:

∂

∂τ
Ḡ0(kk′τ) = − ∂

∂τ

〈
Tτ ψ̂k(τ)⊗ ψ̂†k′(0)

〉
0

= − ∂

∂τ
{Θ(τ)

〈
ψ̂k(τ)⊗ ψ̂†k′(0)

〉
0
−Θ(−τ)

〈
ψ̂†k′(0)⊗ ψ̂k(τ)

〉
0
}

= −δτδkk′τ0 −
〈
Tτ{

∂

∂τ
ψ̂k(τ)} ⊗ ψ̂†k′(0)

〉
0

The EOM (or, the τ -derivative) for the ψ̂k(τ) is given by the commutator:

∂

∂τ
ψ̂k(τ) = [H0, ψ̂k(τ)]−

The normal-state Hamiltonian Ĥ0 is given by ĤKS + Ĥph from the eq. 2.1.5. The ψ̂k(τ) commutes
with phononic field operators in Ĥph, hence, the last can be ignored for a moment. The commutator
is calculated as the following:

[ĤKS, ψ̂l(τ)]− = ĤKSψ̂l(τ)− ψ̂l(τ)ĤKS =
∑
k

ξkψ̂
†
kτ3ψ̂kψ̂l(τ)−

∑
k

ξkψ̂l(τ)ψ̂†kτ3ψ̂k

=
∑
k

ξk

(
ψ̂†kτ3ψ̂kψ̂l(τ)− ψ̂l(τ)ψ̂†kτ3ψ̂k

)
=
∑
k

ξk

(
ψ̂†kτ3ψ̂kψ̂l(τ)− {δklτ0 − ψ̂†kψ̂l(τ)}τ3ψ̂k

)
=
∑
k

ξk

(
ψ̂†kτ3ψ̂kψ̂l(τ)− δklτ0τ3ψ̂k + ψ̂†kτ3ψ̂l(τ)ψ̂k

)
=
∑
k

ξk

(
ψ̂†kτ3ψ̂kψ̂l(τ)− δklτ3ψ̂k − ψ̂†kτ3ψ̂kψ̂l(τ)

)
= −ξlτ3ψ̂l
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where the anti-commutation relation of eq. 2.1.3 was used in the second line. Finally, the first
equation of this section transforms into:

∂

∂τ
Ḡ0(kk′τ) + ξkτ3Ḡ0(kk′τ) = −δτδkk′τ0,

which in Matsubara components (eq. 2.1.12) gives the expression for Ḡ0:

Ḡ0(kk′, iωn) = δkk′ [iωnτ0 − ξkτ3]−1 = δkk′Ḡ0(k, iωn).

In similar fashion, we derive the EOM for the non-interacting phonon propagator Dqq′(τ) (where
q is a combined branch/wavevector index q = {j,q}). But first we substitute the expression of
ϕ̂(ϕ̂†) via the phonon creation/annihilation field operators b̂ and b† (eq. 1.3.35):

Dqq′(τ) = −
〈
Tτ ϕ̂q(τ)ϕ̂†q′(0)

〉
0

= −
〈
Tτ b̂q(τ)b̂†q′

〉
0
−
〈
Tτ b̂

†
−q(τ)b̂−q′)

〉
0

= DI
qq′(τ) +DII

qq′(τ),

where ∼ b̂b̂ and ∼ b̂†b̂† terms vanished at the average, and DI
qq′ and DII

qq′ describe the propagation

of phonon and phonon ’hole’ correspondingly. The EOM for DI
qq′ reads:

∂

∂τ
DI
qq′(τ) = − ∂

∂τ
{Θ(τ)

〈
b̂q(τ)b̂†q′

〉
0

+ Θ(−τ)
〈
b̂q(τ)b̂†q′

〉
0
}

= −δτδqq′ −

〈
Tτ
∂b̂q(τ)

∂τ
b̂†q′

〉
0

= −δτδqq′ + ωq

〈
Tτ b̂q(τ)b̂†q′

〉
0
,

where the ∂
∂τ
b̂k(τ) = −ωkb̂k(τ) equation of motion was used (the derivation is simple and similar

to the one for the Fermionic ψ̂ operator. The same equation for b̂† reads ∂
∂τ
b̂†k(τ) = ωkb̂

†
k(τ) and is

used in the derivation for DII
qq′). After simplification we get:

{ ∂
∂τ

+ ωq}DI
qq′(τ) = −δτδqq′

The equation is solved in Matsubara components (eq. 2.1.13):

{−iνn + ωq}DI
qq′(iνn) = −δqq′

DI
qq′(iνn) =

−δqq′
−iνn + ωq

Performing the same steps, we find the expression for DII :

DII
qq′(iνn) =

δqq′

−iνn − ωq
,

which gives the form of the total D by a sum with DI
qq′ :

Dqq′(iνn) = δqq′
−2ωq
ν2
n + ω2

q

= δqq′Dq(iνn)
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B.4 MBPT for magnetic perturbations

In this section we are going to write a perturbation expansion of normal and anomalous GF, using
Wick’s theorem. We start with the normal GF, which is defined by the following ensemble average
[7]:

G(kτ) = −
〈
Tτ ĉk↑(τ)ĉ†k↑(0)σ̂(1/T )

〉
0
. (B.4.1)

All time-dependent operators of this section are in interaction representation, i.e.,

â = e(Ĥ0−µN̂)τ âe−(Ĥ0−µN̂)τ . (B.4.2)

The (non-interacting) ground state ensemble average is calculated as follows:

〈..〉0 = tr{e
Ω0+µN̂−Ĥ0

T ..}, eΩ0 = tr{e
µN̂−Ĥ0

T }. (B.4.3)

The evolution operator σ̂(1/T ) is defined by the chosen perturbation (Ĥint = Ĥm
± from sec. 2.1.3.4,

written also in the interaction picture):

σ(1/T ) = Tτe
−
´ 1/T
0 Ĥint(τ)dτ

=
∞∑
n=0

(−1)n

n!

1/Tˆ

0

. . .

1/Tˆ

0

dτ1 . . . dτnTτ{Ĥint(τ1) . . . Ĥint(τn)} (B.4.4)

The interaction part of the Hamiltonian Ĥint is given by one ion spin operator Ŝ+(−) and two
fermionic field operators ĉ†ĉ (see eq. 2.1.30). Thus, the first-order term (n = 1) in eq. B.4.4 would
give an average in eq. B.4.1 out of the one Ŝ+(−) and four ĉ(†) operators. This corresponds to taking
into account the magnetization of ionic sites, which should be neglected since we are restricted to
paramagnetism when we study superconductivity. Hence, the first contribution to the eq. B.4.1
comes from the second order (n = 2) term of eq. B.4.4, in this case average if two spin operators
appears. Neglecting terms with [Ŝ−q ]2 and [Ŝ+

q ]2, we write the corresponding contribution to G:

δG2(kτ) = −1

2

1/Tˆ

0

dτ1dτ2

∑
k1k
′
1

Ik1k
′
1

∑
k2k
′
2

Ik2k
′
2

(B.4.5)

×
{〈

Tτ Ŝ
−
q1

(τ1)Ŝ+
q2

(τ2)
〉〈

Tτ ĉk↑(τ)ĉ†k↑(0)ĉ†k1↑(τ1)ĉk′1↓
(τ1)ĉ†k2↓(τ2)ĉk′2↑

(τ2)
〉

0

+
〈
Tτ Ŝ

+
q1

(τ1)Ŝ−q2
(τ2)
〉〈

Tτ ĉk↑(τ)ĉ†k↑(0)ĉ†k1↓(τ1)ĉk′1↑
(τ1)ĉ†k2↑(τ2)ĉk′2↓

(τ2)
〉

0

}
=

1/Tˆ

0

dτ1dτ2

∑
k1k
′
1k2k

′
2

Ik1k
′
1
Ik2k

′
2
D±q1q2

(τ1τ2)

×
〈
Tτ ĉk↑(τ)ĉ†k↑(0)ĉ†k1↑(τ1)ĉk′1↓

(τ1)ĉ†k2↓(τ2)ĉk′2↑
(τ2)
〉

0
.

The two terms in curly brackets will be equal after swapping variables of integration and summa-
tion: τ1 ↔ τ2 and k1k

′
1 ↔ k2k

′
2. Also we define a magnon propagator:

D±q1q2
(τ1τ2) = −

〈
Tτ Ŝ

−
q1

(τ1)Ŝ+
q2

(τ2)
〉

0
(B.4.6)
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According to Wick’s theorem, one writes an average of arbitrary number of operators as a sum of
all possible contractions of pairs. For the average of six Fermionic operators above we write:

〈
Tτ ĉk↑(τ)ĉ†k↑(0)ĉ†k1↑(τ1)ĉk′1↓

(τ1)ĉ†k2↓(τ2)ĉk′2↑
(τ2)
〉

0
=

−G0(kk1ττ1)G0(k
′

1k2τ1τ2)G0(k
′

2kτ20)−G0(kk1ττ1)F0(k
′

2k
′

1τ2τ1)F †0 (k2kτ20)

−F0(kk
′

1ττ1)F †0 (k2k1τ2τ1)G0(k
′

2kτ20)− F0(kk
′

1ττ1)G†0(k1k
′

2τ1τ2)F †0 (k2kτ20).

In the formula above we write only those terms, which correspond to exchange-like contributions,
i.e., not allowing any of G0, F0, G

†
0 or F †0 to have equal time variables. And the definitions of

G0, F0, G
†
0 or F †0 are:

G0(kk1ττ1) = −
〈
Tτ ĉk↑(τ)ĉ†k1↑(τ1)

〉
0
, F0(kk

′

1ττ1) = −
〈
Tτ ĉk↑(τ)ĉk′1↓

(τ1)
〉

0

G†0(k1k
′

2τ1τ2) = −
〈
Tτ ĉ

†
k1↑(τ1)ĉk′2↑

(τ2)
〉

0
, F †0 (k2k1τ2τ1) = −

〈
Tτ ĉ

†
k2↓(τ2)ĉ†k1↑(τ1)

〉
0

We work within the decoupling approximation, which means that the normal GF is G(†)(kk′) ∼
G(†)(k)δkk′ and the anomalous one is F (†)(kk′) ∼ F (†)(k)δk,−k′ . Thus we rewrite the average using
such properties explicitly (omitting arguments of the GF’s for a moment):

〈Tτ ..〉0 = −δkk1δk′1k2
δk′2k

G0G0G0 − δkk1δk′1,−k
′
2
δk2,−kG0F0F

†
0

− δk′1,−k
δk2,−k1δk′2,k

F0F
†
0G0 − δk′1,−kδk1k

′
2
δk2,−kF0G

†
0F
†
0

Then, instead of a sum over four arguments (k1k
′
1k2k

′
2), we have a sum over one k′:

δG2(kτ) =

1/Tˆ

0

dτ1dτ2

∑
k′

I2
kk′D

±
q (τ1τ2) (B.4.7)

× {G0(kττ1)G0(k′τ1τ2)G0(kτ20) +G0(kττ1)F0(k′τ2τ1)F †0 (kτ20)

+ F0(kττ1)F †0 (k′τ2τ1)G0(kτ20) + F0(kττ1)G†0(k′τ1τ2)F †0 (kτ20)}

One may argue, that a non-proper time ordering in F and F † would lead to an effective ’minus’
sign in front of the second and third terms. But going to the FT, this would lead to a −iωn
argument at that place. And we saw, that F and F †are symmetric on the frequency axis (φ(iωn)
is symmetric in eq. 2.2.4), thus, one is free to just swap time variables τ1 ↔ τ2 and consider a
’plus’ sign.

The same analysis for F = −〈Tτ ĉk↑(τ)ĉ−k↓(τ)σ̂(1/T )〉0 leads to:

δF 2(kτ) = −
1/Tˆ

0

dτ1dτ2

∑
k′

I2
kk′D

±
q (τ1τ2){G0G0F0 +G0F0G

†
0 + F0F

†
0F0 + F0G

†
0G
†
0}

In similar fashion, one calculates δG†2 and δF †2 , and now we can collect all contributions
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together, omitting some arguments for simplicity:

δG2 = −
ˆ
dτ1dτ2

∑
k′

I2
kk′D

±
q {G0G0G0 +G0F0F

†
0 + F0F

†
0G0 + F0G

†
0F
†
0}

δF 2 = −
ˆ
dτ1dτ2

∑
k′

I2
kk′D

±
q {G0G0F0 +G0F0G

†
0 + F0F

†
0F0 + F0G

†
0G
†
0}

δG†2 = −
ˆ
dτ1dτ2

∑
k′

I2
kk′D

±
q {F

†
0G0F0 + F †0F0G

†
0 +G†0F

†
0F0 +G†0G

†
0G
†
0}

δF †2 = −
ˆ
dτ1dτ2

∑
k′

I2
kk′D

±
q {F

†
0G0G0 + F †0F0F

†
0 +G†0F

†
0G0 +G†0G

†
0F
†
0}.

If we use a Nambu GF as usual:

Ḡ0 =

(
G0 F0

F †0 G†0

)
, (B.4.8)

those four equations are written into the matrix:

δḠ2(kτ) = −
1/Tˆ

0

dτ1dτ2

∑
k′

I2
kk′D

±
q Ḡ0τ0Ḡ0τ0Ḡ0. (B.4.9)

This is the first non-vanishing perturbative contribution to the Nambu GF.

B.5 Spectral function of spin fluctuations

Following ref. [58], the simplified model of electron-paramagnon interaction (sec. 2.1.3.4) was used
to derive the expression for the spin fluctuation spectral function P (ω) (eq 2.2.24). While in this
section we discuss a simple way to estimate the P (ω), choosing the scheme from ref. [84].

The spin fluctuation propagator, D±q (ω) (enters eq. 2.2.24) defines a propagation of magnetic
excitation through the crystal. This is the transverse part of the full tensor Dαβ, which defines the
magnetic response of the system:

δm1
α = Dαβδv

ext
β .

As in sec. 1.4.1.4, one is free to define a (non-interacting) KS magnetic response D0αβ and express
the interacting Dαβ via D0αβ:

Dαβ = D0αβ +D0αβIDαβ,

the result is similar to the one for the interacting density-density response χ (see eq. 1.4.26) with
exchange I instead of (v+fxc)). The same conclusions were obtained by Vosko and Perdew in their
theory of paramagnetism [107]. In the paramagnet, the Dαβ tensor is diagonal with Dxx = Dyy =
Dzz (for cubic symmetries) and the transverse magnetic response is D± = Dxx+Dyy = 2Dxx. The
longitudinal KS magnetic response (Dxx) is exactly the KS charge-charge response χ0, therefore
for the total D±q the following is true:

D±q (ω) =
2χ0(qω)

1− Iχ0(qω)
, (B.5.1)

The sign of exchange interaction is crucial here. Dealing with ferromagnetic interactions, the
effective sign is negative, i.e., I = −Iex. In this way the interacting D±q (ω) may be significantly
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Figure B.1: Spectral function of spin fluctuations for three transitional metals: V, Nb and Ta.
Corresponding coupling strength λsf is given by text.

enhanced (in comparison with χ0) in the low-q low-ω region, which will give rise to strong electron-
paramagnon coupling. The value of enhancement is estimated with the so-called Stoner parameter:

S = [1 + Iexχ0(00)]−1 = [1− IexNF ]−1, (B.5.2)

and the corresponding Stoner criterion of ferromagnetic transition is when S becomes negative,
or, alternatively IexNF ≥ 1.

Due to translational symmetry, the D±q is, in principle, a matrix in GG′ (see sec. 1.4.1.3). But
if the D±q (ω) is the most prominent in the low-q limit (proximity to ferromagnetism), the head
of this matrix (G = G′ = 0) dominates and other components can be neglected. Moreover, the
dependence Iex on q also can be safely neglected for the same reason. Equality of longitudinal
KS magnetic response (Dl

q0(ω)) and a KS density-density response gives a simple way to define it
via basic quantities, like dielectric function (which is calculated in most of the modern solid state
codes):

Dl
q0(ω) = χ0(qω) = [1− εRPA(qω)]/v(q),

The P (ω) for V, Nb and Ta is obtained from the above response function and using the eq.
2.2.24. It is given in fig. B.1. The material-dependent exchange parameters I in eq. B.5.1 (also
in eq. 2.2.24) were taken from ref. [83] and are 0.0218, 0.0166 and 0.0162 Ry for V, Nb and Ta
correspondingly. The essential frequency range is ∼ 10 eV, which is far above the phononic one.
Although the first peaks appear in ∼ 1− 2 eV, our assumption that the spin fluctuation spectral
function P (ω) is a Fermi surface property (like α2F (ω)) still may fail. Nevertheless we will observe
in sec. 3.2.2 that although very simple and rough this approximation still describes qualitatively
(and often even quantitatively) the suppression of superconductivity spin fluctuation.
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Appendix C

Convergence properties of the Coulomb
kernel

C.1 Static case. Superconducting calculations

In this section we present convergence tests of the fully ab-initio static Coulomb kernel Kc
stat(ξξ

′)
(eq. 1.4.41) with respect to the most essential parameters. Within the ELK code [29] those are:

1. k-point grid of the SCF calculation.

2. Number of included reciprocal G vectors (e.g., in eq. 1.4.33), controlled by the ’gmaxrf’
parameter.

3. Number of empty states in the SCF calculation (controlled by ’nempty’).

Other parameters, defining the basis for the KS states decomposition, are fixed.
From fig. C.1 it is clear, that the k-point grid for MgB2 has a greater impact on the Tc as

in the case of Nb. This probably is the result of its nested Fermi surface, which is also an issue
for the calculation of the electron-phonon coupling (sec. 3.1, [86]). Another crucial parameter is
the number of included reciprocal G vectors. If it is too low, the Coulomb interaction will be
overscreened and the resulting Tc thus overestimated. Surprisingly, the effect of empty states was
minor. It means that the KS response (eq. B.2.7) is converged with number of empty states quite
fast. Of course, this is not true for the dynamical case, i.e., when ω 6= 0 (see also the next section).
Note also, that in the last test we fixed the energy cut off Ec

cut (see sec. 2.4.2.2) to 10 eV in order
to avoid the influence of energy renormalization, i.e., the corresponding changes in the figure are
due to the value of the Coulomb interaction rather than to its energy range.

C.2 Dynamical case. Lindhard kernel integrations

To investigate the divergence behavior (see sec. 1.4.5) of Kc
lind(ξξ

′ω) at ξ ∼ ξ′ limit, we consider
the electron gas with EF = 0.9 Ry1. We also fix ξ to the Fermi level and construct Kc

lind(ξξ
′ω)

on the ξ′ and ω grids, performing an accurate (numerical) angular integration in eq. 1.4.52. The
resulting plot of Kc

lind(ξξ
′ω) is given in fig. C.2. The divergence of Kc

lind(0ξ
′ω) at ξ′ ∼ 0 is limited

due to numerical accuracy, but from the figure is clear that we still are numerically accurate for
|ξ′| > 0.002 = δ0 Ry.

1Which possesses a plasma frequency ωplasm ∼ 1.2 Ry.
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Figure C.1: Convergence of the µ = Kc
stat(ξF ξF )N(ξF ) (left column) and Eliashberg Tc (right

column) with respect to k-points (first row), ’gmaxrf’ (second row) and ’nempty’ (bottom row),
which are essential parameters in evaluation of Kc

stat(ξξ
′).
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To investigate whether Kc
lind(0ξ

′ω) is integrable in ξ′, we construct the series of Fsurf (ω, δ0 <
δ < Ξ), such that:

Fsurf (ω, δ) =

−δˆ

−Ξ

dξ′Kc
lind(0ξ

′ω) +

Ξˆ

δ

dξ′Kc
lind(0ξ

′ω), (C.2.1)

where Ξ specifies the peak region (we took Ξ = 0.3 Ry). The resulting F (ω, δ) is given in fig.
C.3 as a function of δ. The δ → 0 limit (i.e., Fsurf (ω, δ = 0)) is extrapolated linearly2 and one
can see that Fsurf (ω, δ = 0) is the same as Fsurf (ω, δ = δ0) (within the 1% error) which means
that such integrals can be converged by direct numerical integrations. Hence, this method of direct
integration of the Kc

lind will be used when working with the electron gas. In particular, in sec. 3.3.1
we investigate the electron gas of 1,5,10 and 20 eV, for which we plot Kc

lind and the corresponding
Im[ε−1

lind(qω)v1] in fig. C.4 and C.5 respectively.

But in calculations for real materials we cannot perform a precise surface average like eq. 1.4.52
for constructing the kernel, we rather use the eq. 1.4.42 with smeared δ-function. Hence, further
we would like to prove that in the last case (i.e. if one constructs the kernel via eq. 1.4.42) the
same value of the integral

´
dξ′Kc

lind(0ξ
′ω) is obtained. We again appeal to the Lindhard kernel

Kc
lind in this task. Let us consider the next average:

K̄c
lind(ξξ

′ω∆) =
1

4∆2

ξ+∆ˆ

ξ−∆

dx

ξ′+∆ˆ

ξ′−∆

dyKc
lind(xyω), (C.2.2)

whereKc
lind is given by eq. 1.4.52. In this scope, the K̄c

lind is the volume average, i.e., in the volume
between ξ(ξ′)−∆ and ξ(ξ′) + ∆ spheres. The integral:

Fvol(ω,∆) =

Ξˆ

−Ξ

dξ′K̄c
lind(0ξ

′ω∆)

is now compared with Fsurf (ω, δ = 0) and found to be the same (less than 1% error, see fig. C.3)
for rather large values of ∆. The ∆ is measured with respect to ηlind = 0.04 Ry.

It turns out that working with averages like in eqs. 1.4.41 and 1.4.42, using a smeared δ-
function, gives the same answer being (analytically) finite at ξ = ξ′. And the choice is to use a
Gaussian normalized to 1:

δG(x, ηG) =
1√
πηG

e
− x2

η2
G (C.2.3)

In this case, the ηG plays the role of ∆ in eq. C.2.2, hence one has to choose the ηG large enough
to converge the integral out of the Kc

dyn (here it should be marked as K̄c
dyn but we omit the head)

with k-point grids of ab-initio calculations.

C.3 Dynamical case. Superconducting calculations

Here we would like to show the convergence of superconducting calculations with respect to the
main parameters of the dynamical Coulomb interaction for the electron gas model. The first

2i.e., we plot the line y = a+ bx, where b = ∂Fsurf/∂δ at δ0 and a parameter is a scaling, see fig. C.3 .
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Figure C.2: (left)K1c
lind(0, ξ

′ω) for a set of frequencies. (right) The same, but taken at the plasma
frequency; the additional inset shows the area in the red rectangle.

Figure C.3: (left) Integrated Lindhard kernel K1c
lind (as a surface average) around the ξ′ = ξ

divergence according to eq. C.2.1. (right) Integrated K̄1c
lind (now, volume average) versus the

energy window ∆ used to construct K̄1c
lind (see eq.C.2.2).
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Figure C.4: TF static Coulomb kernel (left), and the dynamical kernel given by Lindhard at the
plasma frequency ωp (right).

Figure C.5: Frequency-dependent Im[ε−1
lind(q, ω)]vq potential used to construct the dynamical kernel

for three different q.
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Figure C.6: Dependence of the low-frequency quasiparticle gap function at the Fermi level ∆ =
∆(ξF , i0) on Nang and ηlind.

parameter responsible for the accuracy of the energy surface average3 (rewriting the eq. 1.4.52):

Kc
lind(ξξ

′ω) =
1

Sk′

πˆ

0

dΘ

2πˆ

0

dφk′2 sin ΘṼ c,lind
kk′

(ω), (C.3.1)

is the angular integration grid size Nang (omitting implementation details for simplicity).
In the gap equation (sec. D.1), the following ξ′-integral4 has to be converged with Nang:

φc,dynn (ξ) = −T
Eccutˆ

−Eccut

dξ′N(ξ′)

ωccut∑
ωn′=ω0

αc+nn′(ξξ
′)
φn′(ξ

′)

Θn′(ξ′)
, (C.3.2)

αc(ξξ′iνnn′) =

∞̂

0

2ω

π
Kc
lind(ξξ

′ω)

{
1

ω2 + ν2
− 1

ω2

}
dω.

The second parameter affecting the Kc
lind, which has not been discussed so far is the smearing

width ηlind in the dielectric function5 ε−1
lind , which is, in principle, infinitesimal, but in practice

numerically always finite.
Instead of investigating the integrals above, we study the dependence of the full dynamical

Eliashberg calculations (sec. 2.4.3) on Nang and ηlind. The dependence of the obtained quasiparticle
gap function on Nang and ηlind is shown in fig. C.6. From the figure it is clear, that working with
a lower value of Nang (usually we take Nang ∼ 400), we underestimate the total gap by ∼ 1%
(from the one with Nang →∞), while working with higher smearing width ηlind (usually taken as
∼ 0.27 eV) we overestimate the gap by ∼ 5% (from the one with ηlind → 0). The total error in
our calculation of the gap is about ∼ 4%, which is rather low. Hence, this estimation proves that
the integration methods are sufficiently accurate and the results are quantitatively reliable.

The calculation of Kc
dyn(ξξ′ω) for real systems requires a different surface average, namely:

Kc
dyn(ξξ′ω) =

1

N(ξ)N(ξ′)

∑
kk′

Ṽ c
kk′(ω)δG(ξk − ξ)δG(ξk′ − ξ′),

3To remind, the Ṽ c,lindkk′ (ω) = Im[ε−1
lind(qω)]v(q) possess a ∼ 1/q2 divergence. See sec. 1.4.5.

4αc+ is constructed out of αc, it allows to use a half of Matsubara sum in eq. C.3.2, as discussed in sec. 2.4.
5Remember, Im[ε−1

lind] enters the Ṽ c,lindkk′ (ω) in the eq. C.3.1.
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Figure C.7: Comparison between fxc(q → 0, ω) obtained in this work by implementing the modified
formulas from ref. [37] (a), the result from ref. [45] (c) and fxc(q → 0, ω) = −v(q)G(q, ω) (b). All
plots are for rs = 2.

where δG is actually assumed to be a Gaussian (eq. C.2.3). The role of Nang here is played by the
the k-point grid size of the SCF calculation. We observe that the convergence of the full dynamical
Eliashberg equations with respect to k-point grid size of the SCF calculations (for Kc

dyn) is similar
to the one for Kc

stat presented in sec. C.1. But, the number of empty states used in the calculation
of the susceptibility required to converge Kc

dyn is much larger than it was required for Kc
stat. The

reason is that in order to account for the poles of the response function (eq. B.2.7) at finite ω, one
has to have access to the difference ∆ξ = ξk − ξk′ (see denominator of eq. B.2.7) up to energies
that are large with respect to ω itself. The frequency range is very large since it should cover
all plasmonic peaks of the dielectric function. Consequently, the access6 to large ∆ξ should be
provided, and this is controlled by the number of empty states in the SCF calculation (see sec.
C.1).

C.4 Gross-Kohn approximation for the ω and q-dependent

fxc

In ref. [39], Gross and Kohn developed an approximation for the frequency dependent fxc in the
q → 0 limit. This is given by the Padé-type expression:

Im[fxc(q = 0, ω)] =
a(n)ω

[1 + b(n)ω2]5/4
, (C.4.1)

where a and b are functions of the density n (both expressions are from ref. [37]):

a(n) = −c(γ/c)5/3[f∞(n)− f0(n)],5/3

b(n) = (γ/c)4/3[f∞(n)− f0(n)],4/3

γ = [Γ(1/4)]2/(32π),1/2 c = 23π/15

6More precisely, the relevant terms ∆ξ = ξk − ξk′ are with k of a conductance (c) state, while k′ of a valence
(v) state (or vice versa). It is provided by the Fermi factors in the numerator of eq. B.2.7. The maximum ∆ξmax
is given by ξc,top − ξv,bottom, where ξc,top is the top of the conductance states and ξv,bottom is the bottom of the
valence states. Hence, the number of available empty states in the SCF calculation should provide the ∆ξmax to
be greater than the desired frequency range for Kc

dyn.
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Figure C.8: Comparison between local field corrections G(q = 0.6, ω) obtained using its different
low-frequency (G0) and high-frequency (G∞) analytic limits. Black dashed/dotted lines are the
result found in ref. [40] with G0 taken as GV S / GUI , and G∞ = GPV (see the text for notations),
which is reflected in the legends as VS+PV / UI+PV respectively. We could reproduce the same
result (red/orange). We also consider the proper high-frequency limit G3 due to Iwamoto [44]
(corresponding cases a labeled as VS+G3 / UI+G3 in the legends). The rs = 2 in this plot.

where as high-frequency limit f∞(n) and static limit f0(n) of fxc(q → 0, ω) one uses the following
expressions7:

f0(n) =
d2

dn2
[nεxc(n)], (C.4.2)

f∞(n) = −4

5
n2/3 d

dn
[εxc(n)/n2/3] + 6n1/3 d

dn
[εxc(n)/n1/3], (C.4.3)

εxc(n) = εx(n) + εc(n) (C.4.4)

For the correlation energy per particle εc(n) we choose the Perdew-Zunger [108] parametrisation
and the exchange contribution is given by εx(n) = −3/(4παrs) with α = (4/9π)1/3. The real part
of fxc is given by the Kramers-Kronig relation, which leads to an analytical form (see eq. 210 of
ref. [37]):

Re[fxc(q = 0, ω)] = f∞(n) +
a(n)

πs2

√
8

b(n)
{2E

(
1

2

)
− 1 + s

2
Π

(
1− s

2
,
1

2

)
(C.4.5)

−1− s
2

Re[Π

(
1 + s

2
,
1

2

)
]}, s(ω) =

√
1 + b(n)ω2,

where definitions of complete elliptic integrals of the second (E) and the third (Π) kind are given in
ref. [109] and [110] respectively. Also note, that the eq. C.4.5 is different 8 from the one in ref. [37].
The reason is that in principle, a positive argument (1+s)/2 makes the value of Π being a complex
number withing the computational tool we used (Mathematica), while the Kramers-Kronig relation
for Re[fxc] implies a principal value integration, which in result should give a real number. To
avoid this confusion, we try to use just a real part of the last elliptic integral in eq. C.4.5. To
check the modification we reproduce the result of ref. [45] (fig. C.7: black dashed/dotted lines [45]

7The last term in eq. C.4.3 is the correction given by Iwamoto [45].
8The argument of E is 1/2 (instead of 1/

√
2), which is a consequence of the different from ref. [37] convention

(or ’interface’) for E function. The same is applied for the second argument of Π.
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Figure C.9: (left) Static (VS and UI) and high-frequency (PV, G3) limits of the local-field correc-
tion G(qω). (right) Imaginary part of the inverse dielectric function obtained with RPA and with
TDDFT using a frequency and q -dependent fxc.

vs green lines [this work]). A small difference is found because of the different f0(n) and f∞(n)9,
which most probably is due to a different parametrization of the correlation energy εc

10, while the
overall shape of Re[fxc] is consistent with the literature. Additional check for our modification
in eq. C.4.5 coming via comparison between real and imaginary part of the local field correction
obtained in this work and the one given by Dabrowski [40], for which the same equations are
applied an which does not depend on the choice of εc.

Following ref. [40], we apply a similar scheme to the frequency and q-dependent local-field
correction G, which is related to the fxc(q, ω) as:

fxc(q, ω) = −v(q)G(q, ω). (C.4.6)

For the G we write similar to eq. C.4.1:

Im[G(q, ω)] =
a(q, n)ω

[1 + b(q, n)ω2]5/4
,

where q-dependent a and b have the following form:

a(q, n) = Cq2

[
G0(q)−G∞(q)

CDq2

]5/3

, (C.4.7)

b(q, n) =

[
G0(q)−G∞(q)

CDq2

]4/3

,

D = 0.763 C = 23αrs/60,

where G0(q) represents the static and G∞(q) the high-frequency limit of G(q, ω).
As in the reference, for G0(q) we use both: the Utsumi and Ichimaru result (UI, ref. [41]) and

the Vashishta-Singwi result (VS, ref. [42]). The high-frequency expression G∞(q), according to
Dabrowski should be given by the Pathak and Vashishta form (PV, ref. [43]). But as in the case
with f∞, the G from ref. [44] should be used (G∞(q) from this approach will be referred as a G3).
We try all listed forms for G0 and G∞ in the evaluation of the qω-dependent G(q, ω).The real part
Re[G(q, ω)] is calculated also via eq. C.4.5, although both a and b are q-dependent now.

9f0 and f∞ are −3.64896 and −1.00222 respectively for rs = 2.
10The Vosko-Wilk-Nussair parametrization [111] was chosen in ref. [45].
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All results are given in fig. C.8. We conclude that our result is consistent with the one of
Dabrowski, although one should mind the error bar we might have extracting the limiting G’s: the
GPV (q), GV S(q) and GUI(q) either taken from the tabulated data (UI and VS) or digitized figure
(PV), with subsequent interpolation in q. It should be noted, that using the proper high-frequency
limit G3 in place of G∞ (eq. C.4.7) strongly modifies the behavior of G(q, ω). To understand what
is the best choice for the G∞(q) and G0(q) we plot the low-q limit of eq. C.4.6 together with the
result of ref. [45] in fig. C.7. The best fit to fxc of ref. [45] is provided by taking GV S(q) for G0(q)
and G3(q) for G∞(q). All limiting Gi(q) are shown in fig. C.9.

In the same figure we compare the frequency dependent dielectric function obtained with fre-
quency dependent fxc (eq. 1.4.27) and the one with RPA (fxc = 0). The main conclusion, which
is important for us, is that fxc(q, ω) slightly modifies the shape of the plasmon dispersion and its
damping, but does not significantly modify the low-q behavior of the dielectric function. More-
over, our tests show that it does not lead to important quantitative differences in the strength of
the dynamical part of the Coulomb interaction. Hence, we do not adopt this method in sec. 3.3
considering only RPA to reproduce the dynamical screening.
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Appendix D

Eliashberg equations

This appendix assembles the complete information about the details of implementation of our
Eliashberg approach. First, (sec. D.1), we collect the complete set of Eliashberg equations in the
fully isotropic limit. Second, (sec. D.2), we present the multiband extension to the fully isotropic
limit of the Eliashberg equations. And finally (sec. D.3), we write the simplified form of equations,
which was used for the model investigation in sec. 2.5.2.

D.1 Review of the different sets of Eliashberg equations

Basically we rewrite the equations appeared in the chap. 2. Those define the mass renormalization
Zn(ξ) = 1 + Zph,m

n + Zc,dyn
n (ξ) and the Eliashberg gap function φn(ξ) = φph,mn + φcstat + φc,dynn (ξ)

(sec. 2.4.1). We group them according to integral kernels.

1) Phonon and magnon part:

Zph,m
n = − T

ωn

ωphcut∑
ωn′=ω0

Ephcutˆ

−Ephcut

dξ′N(ξ′)K
(ph+m)−−−
nn′

Zn′(ξ
′)ωn′

Θn′(ξ′)
, (D.1.1)

φph,mn = −T
ωphcut∑

ωn′=ω0

Ephcutˆ

−Ephcut

dξ′N(ξ′)K
(ph−m)+++
nn′

φn′(ξ
′)

Θn′(ξ′)
. (D.1.2)

2) static Coulomb part:

φcstat(ξ) = −2T

Eccutˆ

−Eccut

dξ′N(ξ′)Kc
stat(ξξ

′)

 ωc,statcut∑
ωn′=ω0

φn′(ξ
′)

Θn′(ξ′)
+ A(ξ′)−B(ξ′)

 (D.1.3)

or:

φcµ∗ = −2T
µ∗

NF

Eccutˆ

−Eccut

dξ′N(ξ′)

ωccut∑
ωn′=ω0

φn′

Θn′(ξ′)
. (D.1.4)

3) Dynamical Coulomb part
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Zc,dyn
n (ξ) = − T

ωn

ωccut∑
ωn′=ω0

Eccutˆ

−Eccut

dξ′N(ξ′)αc−−−nn′(ξξ
′)
Zn′(ξ

′)ωn′

Θn′(ξ′)
, (D.1.5)

φc,dynn (ξ) = −T
Eccutˆ

−Eccut

dξ′N(ξ′)

×

 ωc,ppcut∑
ωn′=ω0

αc+++nn′(ξξ
′)φn′(ξ

′)

Θn′(ξ′)
+
{
φPPAn − φPPn

}
φconst(ξ

′)

 , (D.1.6)

where the common denominator:

Θn(ξ) = [Zn(ξ)ωn]2 + ξ2 + φ2
n(ξ),

and the total Z and φ are chosen according to the approximation (see sec. 2.4.3).

D.2 Block-band resolved approach

Basically we proceed here almost in the same way as in sec. 2.2.3. For illustrative reasons,
we rewrite the starting point, i.e., the fully anisotropic Eliashberg equations (eq. 2.2.5-2.2.6)
restricting to Z and φ contributions1:

[1− Zn(k)] iωn = T
∑
k′ωn′

[
V ph
kk′nn′ + V c

kk′nn′

] Zn′(k′)iωn′
Θn′(k′)

, (D.2.1)

φn(k) = −T
∑
k′ωn′

[
V ph
kk′nn′ + V c

kk′nn′

] φn′(k′)
Θn′(k′)

. (D.2.2)

The multiband isotropization scheme now is constructed slightly differently than it was in sec. 2.2.3.
First, we divide the band structure in subsets of bands indexed with b1, b2, . . . bB. Consequently,
the sums over k′ can be equivalently rewritten as:∑

k′

→
∑
k′∈b1

+
∑
k′∈b2

+ . . .+
∑
k′∈bB

=
∑
b;k′∈b

Then we construct the interaction, which is b-dependent, but isotropic at each b:

Kc
bb′;nn′(ξξ

′) ≡ V c
bb′nn′(ξkξk′) (D.2.3)

=
1

Nb′(ξ′)Nb(ξ)

∑
k∈b;k′∈b′

V c
kk′nn′δ(ξk − ξ)δ(ξk′ − ξ′),

Kph
bb′;nn′(ξξ

′) = V ph
bb′nn′(ξkξk′) (D.2.4)

=
1

Nb′(ξ′)Nb(ξ)

∑
k∈b;k′∈b′

V ph
kk′nn′δ(ξk − ξ)δ(ξk′ − ξ

′), (D.2.5)

where band-block DOS:
Nb(ξ) =

∑
k∈b

δ(ξk − ξ)

1Here we are neglecting the interaction with paramagnons for simplicity.
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was introduced. Using the fact that the sum
∑

b;k′∈b is equivalent to ξ-integration with the∑
b′ Nb′(ξ) factor, we arrive to the final multiband-isotropic form of equations:

[1− Zbn(ξ)] iωn = T
∑
ωn′

ˆ
dξ′
∑
b′

Nb′(ξ
′) (D.2.6)

×
{
Kph
bb′;nn′(ξξ

′) +Kc
bb′;nn′(ξξ

′)
} Zb′n′(ξ′)iωn′

Θb′n′(ξ′)
,

φbn(ξ) = −T
∑
ωn′

ˆ
dξ′
∑
b′

Nb′(ξ
′) (D.2.7)

×
{
Kph
bb′;nn′(ξξ

′) +Kc
bb′;nn′(ξξ

′)
} φb′n′(ξ

′)

Θb′n′(ξ′)
,

Θbn(ξ) = [Zbn(ξ)ωn]2 + ξ2 + φ2
bn(ξ), (D.2.8)

Due to the low phononic energy scale, the phonon kernel can be taken at the Fermi level:

Kph
bb′;nn′(ξξ

′)→ Kph
bb′;nn′(ξξ

′)→ Kph
bb′;nn′ ,

which leads to the multiband Eliashberg spectral function α2Fbb′(ω) via the following derivation
(using the same steps as in sec. 2.2.3.1):

Kph
bb′;nn′ =

1

Nb′(ξF )Nb(ξF )

∑
k∈b;k′∈b′

∑
j

|gjkk′ |
2Dj

qnn′δ(ξk)δ(ξk′)

=
1

Nb′(ξF )Nb(ξF )

ˆ
dω

∑
k∈b;k′∈b′

∑
j

|gjkk′ |
2δ(ξk)δ(ξk′)δ(ω

j
q − ω)Dj

qnn′

=
1

Nb′(ξF )

ˆ
dωα2Fbb′(ω)Dnn′(ω), (D.2.9)

The difference between eqs. D.2.6,D.2.7 and the fully isotropic limit (eqs. 2.2.15,2.2.16) is
minor: the Z, φ and Θ now have an additional band index, interaction kernels are square matrices
with respect to band indexes, and finally, one has to perform an additional sum over b′ on the
right-hand side. One can just use this observation and easily transform any set of Eliashberg
equations (in sec. D.1) to the multiband case.

D.3 Model A (details)

In this section we would like to detail the model used in sec. 2.5.2 to discuss the basic properties
and structure of the solutions of the Eliashberg equations in our approach.

If the Eliashberg spectral function is taken as a δ-peak α2F (ω) = Nδ(ω − ωph) normalized to
the λph = 1 (eq. 2.2.21), the normalization constant N is then derived in the following way:

λph = 2

ˆ
dω
α2F (ω)

ω
= 2

ˆ
dω
Nδ(ω − ωph)

ω
=

2N

ωph

→ N =
λωph

2

Taking the DOS to be a flat function of energy we write its product with the phonon kernel (eq.
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2.2.18) as:

NFK
ph
nn′ =

ˆ
dωα2F (ω)Dnn′(ω) =

λωph
2

ˆ
dωδ(ω − ωph)

−2ω

(ωn − ωn′)2 + ω2

= λ
−ω2

ph

ν2
nn′ + ω2

ph

The total Coulomb kernel of sec. 2.5.2 is modeled as a ξξ′-independent object but with proper
frequency behavior, namely:

NFK
c
nn′ = µ(1 +Kpl

nn′) = µ(1 + α
ν2
nn′

ω2
p + ν2

nn′
),

where the frequency structure of the Kpl
nn′ is precisely the one of the plasmon pole approximation

(sec. 1.4.4). Plugging it all together in the Eliashberg gap equations (eq. 2.4.13-2.4.14 and ignoring
all mass renormalization effects, i.e., Z = 1) we obtain the following form:

φphn = Tλ

Ecutˆ

−Ecut

dξ′
ωphcut∑

ωn′=ω0

Ǩph+++
nn′

φn′(ξ
′)

Θn′(ξ′)
,

Ǩph+++
nn′ =

ω2
ph

ω2
ph + ν2

nn′
+

ω2
ph

ω2
ph + ν2

n,−(n′+1)

,

φcn = −2Tµ

Ecutˆ

−Ecut

dξ′


ωccut∑

ωn′=ω0

(1 +
α

2
Ǩp+++
nn′)

φn′(ξ
′)

Θn′(ξ′)

 ,

Ǩp+++
nn′ =

ν2
nn′

ω2
p + ν2

nn′
+

ν2
n,−(n′+1)

ω2
p + ν2

n,−(n′+1)

, φ = φph + φc,

Θn′(ξ
′) = ω2

n′ + ξ′2 + φ2
n′(ξ

′),

where the notations Ǩph+++
nn′ and Ǩp+++

nn′ for the frequency dependence of the kernels are introduced,
and φcstat (eq. 2.4.13) is combined with φc,dyn (2.4.14) into the Coulomb gap φcn(ξ) for simplicity.
In this form the overall size of the Coulomb interaction is expressed by µ in the static case and by
the product µα in the dynamic one.
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[63] M. Lüders, M. A. L. Marques, N. N. Lathiotakis, A. Floris, G. Profeta, L. Fast, A. Conti-
nenza, S. Massidda, and E. K. U. Gross, “Ab initio theory of superconductivity. I. Density
functional formalism and approximate functionals,” Physical Review B, vol. 72, p. 24545,
July 2005.

[64] M. Lüders, Density Functional Theory for Superconductors: A first principles approach to
the superconducting phase. 1998.

[65] G. Profeta, C. Franchini, N. N. Lathiotakis, A. Floris, A. Sanna, M. A. L. Marques,
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