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1. Preface
The Wikipedia project is an excellent example of great success in several contexts. First to mention is the huge
number of contributors and users worldwide which made Wikipedia one of most often used web sites on the
world wide web1. This is even more noticeable as no commercial interest is behind Wikipedia and the Wikimedia
Foundation. A self-organized global community of enthusiasts achieved a remarkable result within one decade.
They created a public encyclopedia which represents the world’s knowledge in more than 245 languages2. Before
the public break-through of the free global online encyclopedia Wikipedia’s completeness and accuracy seemed
to be possible only for commercial publishers. Instead of relying on a strong editorial process based on a few
experts, the contributions of a large public crowd are the fundamental base of Wikipedia. Second, the software
behind Wikipedia was developed by a self-organized group of open source developers. This illustrates again (after
the success of Linux as a free and open operating system for computers) how free open software can be seen as
a catalyst in the process of forming open knowledge bases in a public space, such as the Internet. This kind of
knowledge management should be considered to be a cultural achievement of recent history3.

A lot of different people use Wikipedia in many different contexts. While the majority of Wikipedia users just
reads available articles, a still large number of people contribute actively to this public knowledge base4. Many
different research projects are focused on Wikipedia. Some commercial products use Wikipedia to enrich their
own data and even the recent gamification trend was not ignored by Wikipedia. The Wikipedia Adventure is an
interactive game based tutorial to teach people how to contribute to Wikipedia. This way, the whole editorial
process is less random and better organized while cultural differences and diversity still exist.

This work follows a generic approach as it uses Wikipedia data as a proxy for social media applications (SMA).
Most SMAs are online communication networks. They connect collaborating users and also allow a transparent
communication among controversial users. This social network aspect is obviously a very dynamical part, and can
be found in a variety of complex systems. A more static aspect is related to the inherent structure of content
- usually a set of interlinked web resources. This aspect is called static, but in reality it is dynamically too. It
evolves over time but on a different time scale. Both aspects can be modeled as individual networks. Obviously,
the two different aspects can also be combined in one model which represents a complex system.

Wikipedia shows many properties of a complex system. Because the entire system should not always be truncated
into slices but rather be treated as a holistic system, nowadays Networks of Networks (NoN) are used. NoNs became
the representation of complex systems in more and more research projects. This work contributes to the field of
NoNs as it provides data acquisition and preparation techniques to model functional aspects of complex systems
based on data as layered and integrated networks, one network for each individual functional aspect, which all,
if combined, form a NoN. Initially, this work started with individual sub projects focused on time series analysis.
The final goal is the development of a formalism and a methodology for advanced data-driven social media analysis
- including dynamics, structure, and evolution of structural properties as a function of time within several domain
specific contexts. Recent relevance studies about news articles and media coverage [1] and market analysis [2]
are example use cases which can be generalized to technical systems such as sensor data analysis for predictive
maintenance in industry, for traffic control, as well as to risk analysis and fraud detection in financial services.
This relates the work to the young field of Econophysics introduced by Mantegna and Stanley [3].

Since the advent of Econophysics, which supports a totally new approach in interdisciplinary research and
requires a connection between social science, economics, and natural science, many studies have investigated
properties of social networks and especially socio-technical systems. However, while many social systems are
intuitively connected with each other, little research exists on inter-connections between coexisting dynamic aspects
such as usage and growth. If a system grows, it is usually not in equilibrium. This means, we have non-stationary
processes and can not expect to measure stationary time series.

A combination of different public available information sources from and about Wikipedia allows us to identify
trends and to normalize measured data using a non-parametric approach. We can thus describe the time evolution
of a complex system, such as an emerging market, by deriving characteristic properties from a variety of directly
measurable variables. We have used the emerging Big Data market as a case study [4]. Wikipedia provides both,
primary data and background information topics belonging to a particular topic of interest.

1According to https://en.wikipedia.org/wiki/List_of_most_popular_websites Wikipedia ranks as number six in the Alexa Traffic
Rank in August 2015

2In October 2015, Wikipedia has 245 sub projects which contain 10 or more articles and which received 10 or more edits in last month
(see: https://stats.wikimedia.org/EN/Sitemap.htm)

3According to Gesellschaft zur Förderung Freien Wissens e.V. Wikipedia deserves recognition and protection as UNESCO’s first
digital World Cultural Heritage Site.

4The column labeled participants in the first table on https://stats.wikimedia.org/EN/Sitemap.htm illustrates the ratio between
active speakers of a language and the number of Wikipedia editors contributing to that language.
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2 Chapter 1. Preface

Furthermore, we can compare the representation of a topic - such as the Big Data market - within Wikipedia.
Our new approach is based on data from arbitrary Wikipedia topics and includes page content, link structure, and
usage patterns. The growth rate and editorial dynamics of selected pages provide useful information. The growth
of Wikipedia is studied based on the edit history of Wikipedia pages, while the information retrieval process is
studied with hourly click count data - both provided by the Wikimedia Foundation [5].

Especially the recent emergence of such large public data sets together with cloud based computation methods
and highly scalable implementations of network analysis algorithms define another context for this work. Further
motivation for creation of correlation and dependency networks comes from recently introduced network measures
for multiplex networks.

Finally, the combination of available open data, new data preparation strategies, and new analysis methods
can be seen as an important contribution to modern interdisciplinary data-driven research. Wikipedia was in
the focus of this research project, and it also was a great source of inspiration. The open public data, which
Wikipedia consists of, was produced by a community of people using open software. Now we can see clearly that
there is again a need for open software, which allows efficient analysis of all this public information. Analysis of
search traffic and stock market prices are established, but many more applications are possible, especially if usage
data and content analysis are combined. The latest example for using open software systems in order to increase
transparency in economy and politics is called: ”The Panama Papers.” One has to be really careful, since such
methods, if combined with the right data sets, can also be abused in order to increase the political pressure on a
group of people or individuals.

By establishing an open data culture and a feedback loop between data creation and analysis we should be
able to generate more transparency. All this can support knowledge creation and sustainable usage patterns for
Wikipedia in particular, and other Social Media Applications (SMA) in general after the big hype is over.

In general, research questions and hypotheses have to be defined carefully. Especially if data is already available
before a question is asked or a hypothesis is defined, it is possible to align the research question too much with
already existing data. This approach is dangerous and can lead to wrong results, although data exploration is an
important part in the data science process [6]. According to [7] (p.16) ”A well-formulated hypothesis will be both
quantifiable and testable, that is, involve measurable quantities or refer to items that may be assigned to mutually
exclusive categories.” This means, a good hypothesis is one which can be verified and validated by application of
statistical tests to data.

Potentially disturbing effects of measurement procedures (often indirect measurements5) and data collection
techniques on the underlying system have to be evaluated and minimized. This ensures, that the process which is
in the focus of a study is not manipulated in an unwanted and unpredictable way.

The number of measurements and simulation runs - in general the number of conductible experiments - is limited.
One has to select the right sampling methods and an appropriate definition of the study focus to eliminate the
selection bias as much as possible. If bias cannot be avoided then it must be quantified.

During the rise of Big Data technology also data analysis methods had (and still have) to be developed further.
Especially new study types, based on an increasing variety of larger and more diverse data sets allow integration
of different but so far isolated scientific disciplines. It is necessary to identify the right scope, e.g., the appropriate
resolution for time series and spatial data. The ranges for sliding window analysis, and the right number of
neighbor nodes within networks have to be chosen with care, especially when data is collected from multiple
individual systems. Combining data sets often means also combining different measurement techniques. That’s
why normalization, filtering and (re)sampling become fundamental elements in study preparation and experiment
design. Finally, terminology has to be integrated or translated between different scientific disciplines in order to
have a benefit from existing best practices. Finally, this leads to new requirements for data analysis software
especially regarding management of metadata.

1.1. Addressed Problems
The following four specific problems have been addressed in this work within several sub-projects:

(P1) - Uni-variate and multi-variate time series analysis: Analysis of (a) traffic data (measured and simulated),
(b) evacuation simulation results, and (c) social media usage data was done using established methods. Results
have been published in [8, 9, 10]

(P2) - Study design for interdisciplinary computational science: Common studies on social online media are
affected by a strong selection bias. In many cases not much is known about users. In many cases, demographic,
cultural, geographic, economic, and even political issues influence online platforms. Studies on massive online data

5A quantitative analysis is not possible directly in many cases because the variables, one is interested in, are not accessible directly.
This means, one can not measure interactions or relations between elements or subsystems directly. Indirect measurements have
to be used instead. Such indirect measurements are pretty common and based on well known or assumed relations between the
accessible variable and the target variable. Correlation analysis reveals even more details than analysis of individual measurement
results, e.g., relations between variables which again can lead to an indirect measurement procedure. One has to differentiate
aspects, which are simply not measurable but exist and such effects, which do not exist in isolated systems. In general, not all
hidden variables also lead to emerging phenomena in complex systems.
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can be improved and validated only if comparable reference data is available and by using normalization, which
has to be adaptive and context sensitive. We consider Wikipedia as a potential source for context networks to
identify trends and contextual bias.

(P3) - Detrending of raw media usage data: Development of new normalization methods and measures for media
usage analysis allows integrated analysis of different communication channels and finally a comparison of those.
In general, one can analyze individual communication channels as already done by many researchers, but the
remaining challenge is to understand how the importance, acceptance, and reliability of different channels changes
over time, while the system is far away from equilibrium. Results related to P2 and P3 have been published in [4].

(P4) - Integration of multiple facets of complex systems: Generalization and integration of existing network
creation methods and analysis techniques enables us to develop a unified framework for large-scale simulations and
data analysis as a tool for complex systems research on top of distributed IT infrastructures. First results have
been published in [11].

1.2. Structure of This Work
This work consists of three main parts followed by an additional case study (which was published in a slightly
shortened version [4]) and the reproduction of three publications [12, 13, 9] in an appendix.

Part I - Introduction: Chapter 2 provides an introduction to the scientific discipline complex systems research
(CSR). A summary of relevant aspects from network theory is presented in chapter 3 followed by an introduction to
social network research in chapter 4. There, it is shown why Wikipedia can be considered as a stub for user interest
in particular topics, and that Wikipedia is a complex system. Finally, all used time series analysis methods - most
importantly Detrended Fluctuation Analysis (DFA), Return Interval Statistics (RIS), Cross-Correlation (CC),
and Event-Synchronization (ES) for pairs of time series - are introduced in chapter 5. The chapter finishes with a
discussion of data generation techniques, which allow creation of correlated time series pairs and time series with
long-term correlations.

Part II - Novel analysis methods and data preparation methods are introduced in part II.: Chapter 6 introduces
the idea of neighborhood networks, which define the context for a given network node. Such neighborhood graphs
allow a contextual normalization and contextual detrending of raw data. More details about study design and
data preparation procedures are described in chapter 7. Especially in case of long-term studies it is important to
know the stability of structural properties of the system one is interested in. In chapter 8 we discuss the problem
of non-stationary real networks and how to overcome the limitations. As an example, we study and compare the
life cycle of several Wikipedia sub-projects in different languages. We introduce a generic framework for network
reconstruction from time series of multiple different types in chapter 9. Creation of functional networks is the
central element of this work. Thus, the selection of the right measure for link strength calculation is essential.
Chapter 10 shows difficulties during link strength interpretation. How spurious links and real links can be separated
will be shown, and an auto-adaptive filter method is demonstrated. Chapter 11 introduces two new measures: the
representation index, and the time-resolved relevance index. Both can be used to classify network resources and to
distinguish local and global relevance. Dynamically changing network structures can be found in many functional
networks. One needs a method to quantify the underlying dynamics. Based on the idea of a force directed layout,
which was initially developed to create natural and aesthetic representations of networks, a novel concept, called
structure induced stress is introduced in chapter 12.

Part III - Analysis results from several sub-projects are combined in part III.: Chapter 13 shows a characteri-
zation of the overall editorial and knowledge consumption processes in Wikipedia. Chapter 14 gives a conclusion
and provides an outlook into the next steps of my research.

Part IV - Additional results and published work is presented in part IV.: A purely data-driven market study,
based on Wikipedia pages in multiple languages is presented in Chapter 15. Here, we compare the two approaches
based on Wikipedia data (completely open) and Google Trends data (free, but not open). The new methods
developed in this work are finally applied to data from financial markets. Three previously published articles are
presented in part IV. Initial results of our Wikipedia based study of co-evolving networks are reproduced in chapter
16. Chapter 17 shows our approach to study stationarity of an agent based evacuation simulation. A comparison of
an agent based traffic simulation and real traffic data shows a difference, especially regarding inherent correlation
properties. Chapter 18 closes this work with a reproduction of an article about cross-correlation behavior in traffic
data. We studied traffic phases based on correlation properties of multiple metrics collected on a highway near
Madrid.

Frankleben, December the 18th, 2016

Mirko Kämpf





Part I.

Introduction

2. Complex Systems
Reductionism, as a paradigm, is expired, and complexity, as a field, is tired.
Data-based mathematical models of complex systems are offering a fresh
perspective, rapidly developing into a new discipline: network science.

(Albert-László Barabási, Nature Physics, 8, 2012)

Complex systems are focused by many interdisciplinary research projects. Initially this branch of research was
called Systems Theory. Later, the field evolved into Cybernetics, which finally is called Complex Systems Research
(CSR). CSR is much more than a theory and has applications in many different fields. According to Newman [14]
”A complex system is a system composed of many interacting parts, often called agents, which displays collective
behavior that does not follow trivially from the behaviors of the individual parts.”

These individual parts exist on several scales. Microscopic elements, mesoscopic components, and also macro-
scopic sub-systems can be parts of a complex system, but they can also show complexity as an inherent property
on their own. This is why abstraction is required to represent them in a meaningful way. Complex systems are
very often represented as networks. A network consists of nodes and links. Nodes represent the objects, and links
represent the relations between objects, which can be either just conceptual links or real interactions. Alterna-
tively, the term graph is preferably used in the mathematical context. In principle it has the same meaning or
expressiveness like the term network. The graph consists of vertices (nodes) and edges (links).

The following section introduces a philosophical principal called mechanistic mindset - which precedes the era
of CSR - in order to connect both. Important high-level concepts relevant for CSR are listed to summarize typical
properties together with examples from recent research projects.

According to Pietschmann [15] a dominant philosophical principle or paradigm is the mechanistic mindset
(original: ”mechanistisches Denken der Neuzeit”) which is based on four components:

(1) - ”Everything which can be measured should be measured.” The philosopher, mathematician, physicist, and
astronomer Galileo Galilei (1564-1642) influenced the evolution in science, especially in natural science during the
first half of the 17-th century.

(2) - ”Everything can be decomposed in smaller sub components.” The theory and publications of René Descartes
(1596-1650) build the base for this principle.

(3) - ”Either ... or.” Although Aristoteles, had been one of the most important and most influencing philoso-
phers, who lived hundreds of years before Galilei and Descartes (384 B.C. to 322 B.C.), his thinking influenced
our culture after the year 1200 because his work and wisdom was brought to Europe at this time together with
mathematical and numerical concepts from the Middle East.

(4) - ”Cause and effect.” This fourth cornerstone of a mechanistical mindset is based on work of Isaac Newton
(1643-1727).

Pietschmann says: ”one should differentiate without separation.” In this way he addresses the methods for future
research. Reality should be represented and studied in a way that does not affect the outcome because of negative
influences of the research method on the initial system. Complex systems analysis in general requires detailed
investigation of individual elements in the presence of their real context (without separation).

One goal of this work is, to develop an analysis procedure which does not require a complete isolation of elements
but allows embedding and contextualization of data. Data-driven contextualization is a kind of normalization of
measured data in a temporary and spatially limited context. We apply relative measurement procedures which
have been found to be reasonable methods and in agreement with these recommendations.

5
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2.1. What are Complex Systems?
According to the online etymology dictionary the term complex means composed of parts, derived from the French
complexe, which means ”complicated, complex, intricate” (17-th century), from the Latin complexus ”surrounding,
encompassing”. The meaning ”not easily analyzed” was first recorded 1715. This shows that the concept of complex
systems is not new, but the scientific field related to complex systems is pretty young.

Luis M. Rocha published an article called ”Complex systems modeling: using metaphors from nature in simulation
and scientific models” [16]. This document provides the following three definitions for complex systems:

(1) - [Advances in Complex Systems Journal]: A complex system is ”a system comprised of a (usually large) num-
ber of (usually strongly) interacting entities, processes, or agents where understanding it requires the development,
or the use of, new scientific tools, nonlinear models, out-of equilibrium descriptions and computer simulations.”

(2) - [Herbert Simon]: A complex system is ”a system that can be analyzed and decomposed into many components
having relatively many relations among them, so that the behavior of each component depends on the behavior of
others.”

(3) - [Jerome Singer]: A complex system is ”a system that involves numerous interacting agents whose aggregate
behaviors are to be understood. Such aggregate activity is nonlinear, hence it cannot simply be derived from
summation of individual components behavior.”

In general, one can use the following properties to verify if a system can or should be called complex - since
those properties are common and found in many complex systems they can be seen as a reference. They are: (a)
presence of feedback loops, (b) spontaneous ordering and emergent organization (self-organization), (c) structural
stability and robustness, (d) hierarchical organization, and (e) non-linear dynamics.

It is not required to find all of those properties in a system, some are obviously visible, others can be hidden
and require special treatment to be identified. This is the purpose of complex systems research. Based on these
principles it is possible to describe real world systems. Rocha, e.g., describes methods for modeling and simulation
which allow much more feasible virtual experiments. These properties are good criteria for a classification of
systems in general [16]. Next I explain the properties (a-e) in a more detailed way:

(a) Coexisting directed links lead to feedback loops which can be positive (amplifying) or negative (damping).
The positive activity level of one element has the potential to influence others and most importantly the future of
that particular element. This way also the history is related to the current state of an element.

(b) Interference, or resonance effects are, e.g., related to self-organized structure formation. This way, complex
systems exhibit emergent phenomena. Emergent behavior is the result of nonlinear overlapping activity of all
elements and can not be identified be looking into the disconnected part only.

(c) The multiple ways of coupling (especially the strong links and short distances) lead to cascading failures
which may have catastrophic consequences on the overall system behavior.

(d) As a result of coupling multiple systems on different scales coexist. Complex systems are nested and exhibit
a hierarchical structure. Nested complex systems can again be complex and so on. Multi-scale models have been
proposed and analyzed to handle large-scale systems during the SOCIONICAL project. During model integration
we found, that in many cases the individual low-level interactions can be replaced by simplified relations. This is
a reasonable compromise between simplification and keeping the embedding within the original environment.

(e) Nonlinear interactions between many components lead to a complex system in which the concept of super-
position can not be applied. One consequence is the emergence of specific phenomena, which can not be explained
based on the known behavior of individual elements. One has to handle all interacting elements and their interac-
tions, which is usually a very large number.

Furthermore, complex systems may be open and consist of a huge number of interacting elements. Open systems
are often far away from equilibrium. One can find coexistence of fluctuations and stable patterns.

Due to feedback loops, damped coupling, and delays, complex systems have a memory. This means that history
and current state of the system as well as history and current state of the environment are important and influence
the future behavior of a complex system. Like in magnetic materials hysteresis can be found in many complex
systems.

Coupling of complex systems with other complex systems - which both are represented as networks - leads to
networks of networks. Depending on inherent structural properties of the subsystems the combination leads not
necessarily to a superposition of both.

2.2. SOCIONICAL
SOCIONICAL provided the context of this work. It is an international, interdisciplinary research project - funded
under European Seventh Framework Program (FP7) - with focus on information and communication technologies.

The project goal was, to develop new methods for complexity science using large- and multi-scale modeling
approaches in order to implement simulation and prediction methods for large-scale socio-technical systems.
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The following illustration shows the context of this work, especially the SOCIONICAL project, as a multi-layer
network.

Figure 2.1.: Real world scenarios lead often to hierarchical networks. Reduction of complexity is done by
focusing on individual groups (ovals). Links exist between elements (of the same type in the same
group and of different types from different groups. Also groups can be related to elements and the
other way around. Chopping the system into slices leads to information loss. This example shows a
(partial) context network of this work. Such context networks are also simplifications. Finally, a com-
parison of results, derived from different approaches allows one to qualify the impact of simplifications
during modeling. For illustration purposes I group (a) scientific articles (1,2,3,4,5) and (b) conference
contributions (C1,C2,C3,C4,C5,C6) by topic (black border). The topics are related to research groups
(black straight line) which collaborate within the SOCIONICAL project (gray border). Finally, the
articles were published in different journals (green border) and I attended multiple conferences (blue
border). The figure represents only a subset of possible relations to highlight the concept of contextual
embedding, thus it is a partial context network.

According to the project website1: SOCIONICAL focuses on the specific example of Ambient Intelligence (AmI)
based smart environments. A key component of such environments is the ability to monitor user actions and
to adjust its configuration and functionality accordingly. Thus, the system reacts to human behavior while at
the same influencing it. This creates a feedback loop and leads to a tight entanglement between the human and

1http://www.socionical.eu/
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the technical system. At the same time there is dynamic, heterogeneous human-human, human-technology, and
technology-technology communication leading to ad-hoc coupling between components and different feedback loops.

2.3. My Steps Towards Complex System Research
Complex systems research (CSR) builds on well established scientific approaches and combines those with pretty
new techniques, including Big Data analysis for advanced analysis of huge data sets from real world, experiments,
and numerical simulation. High performance computing (HPC) for large-scale simulations is also of great impor-
tance in CSR. My thesis is focused on three example scenarios: (a) interaction of a global user community with
Wikipedia, (b) Social force model for simulation of evacuation scenarios, and (c) traffic data collected on a highway
and gathered from numerical simulations. We also study global (system wide) properties and emergent phenomena
(local properties) that arise in AmI based socio-technical systems. Figure 3.2 illustrates a global feedback loop
formed by users interacting with Wikipedia. This work started as part of the SOCIONICAL. Several experiments
with real persons were conducted, e.g., the movement of groups of people had been studied based on recorded
trajectories. While people moved inside a building, or even in an open space during large public events - such
as the Vienna marathon, the Lord Mayor’s show in London, and a traditional festival in Malta - their mobile
phones were used to record and collect motion profiles of individual persons. Furthermore, data from other real
world scenarios, such as traffic flow data from M30 highway in Madrid and specific computational frameworks
were combined. In many cases, the integration level we achieved in SOCIONICAL was a pairwise approach, e.g.,
fluctuation properties in traffic flow data were compared with results from a commercial traffic simulation tool (see
[9]) in order to learn more about the consistency of the numerical model and reality. We found that fluctuation
properties were not fully present in simulated data. This means, that if fluctuations are the cause of an emergent
phenomenon in a complex system, one may miss this particular phenomenon in the simulation in which our data
was generated.

Next, we developed and studied an agent based evacuation-scenario with interacting individuals on top of a
complex geometry. The motion of agents was calculated, not measured as in the examples before. We implemented
persons as cellular automata and combined this technique with another numerical simulation based on Helbing’s
social force model [17]. Return interval statistics reveals that such an evacuation process is non-stationary [13].
This result has an impact on a second type of simulation, on a different scale. While the per-room evacuation was
investigated, we found appropriate properties to control a simulation covering many rooms connected to floors,
which finally form a complex geometry. Initially, in the second evacuation simulation we placed new agents at
a constant rate to the simulation grid, but according to the previous results, we knew that a time-dependent
distribution represents reality better. In both cases the analysis results told us more about dynamic parameters
per subsystem which allowed a multi-scale model integration at the end.

During the project I found several very inspiring books and articles related to complex systems research but also
applicable in interdisciplinary studies. An overwhelming amount of scientific publications exists, also many books
about complexity were published. Obviously, there is not one single book which can teach all relevant topics.
From within my personal perspective I want to highlight the book ”Neuland des Denkens” by Frederick Vester
(published in 1998). It was the most inspiring book for me so far and woke my interest in networks, at a time before
I could use the emerging Internet on my own. Second, the book ”Fraktale und Finanzen: Märkte zwischen Risiko,
Rendite und Ruin” published in 2005 by B. B. Mandelbrot and R. L. Hudson illustrated impressively the relation
of mathematical theory, statistical concepts, applied science, economy, and physics. Covering fractals and time
series properties in theory and in applications, this book initially guided me to the topic of time series analysis.
Furthermore, we needed to learn more about the concepts of network theory. Those are well presented in the book
”The Structure of Complex Networks: Theory and Applications” by E. Estrada (published in 2011).

Beside ideas and theories, data and tools are very important in CSR. In order to have a quick start into the
development of new computational methods it is time saving to build on top of or to adopt existing open source
software. In this work we used Gephi [18] for network analysis and visualization and the simulation toolbox
NetLogo [19]. Both are written in Java and highly customizable and very helpful during development of simulation
software. Self made analysis software was written in Java and it turned out that existing data analysis software
like R [20] and the commercial product Matlab [21] were worth the time for learning their syntax. But, on the
long run, a scalable data management platform - in this case Apache Hadoop combined with Apache HBase - was
crucial in order to manage the growing complexity in our methodology. It was not just the growing volume of the
data sets but also the variety of parameters and algorithms which had to be applied in a consistent way.

This chapter will be closed with important examples of complex systems and network science.

2.4. Examples
Physiological Networks: Bashan et al. [22] describe the human organism as an integrated network of complex
physiological (sub)systems which all have individual regulatory mechanisms. They all interact continuously, and a
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failure of one system can trigger a breakdown of the entire network - which leads potentially to death. The authors
have developed a method for probing interactions among multiple physiological subsystems and represent this as
a physiological network. They found physiological states, which are characterized by a specific network structure.
This indicates a robust interplay between network topology and function.

International Stock and Currency Markets: Our global economy, and especially financial markets are
created by interacting people, representing institutions or even whole countries. All those different participants in
the market contribute and consume. In general there are overlapping interests. The interest of different actors can
also be seen as competition. The relation of one participant to multiple subsystems can finally lead to complex
structures and cyclic dependencies. All activity in such markets is based on information. Thus, all participants
consume information, and produce such. Already the growing demand for information about an asset is interpreted
as a precursor of increased demand of the particular asset. Consumption of information generates second order
data, the information about information. For example, Google Trends data is based on the frequency of search
terms, which represent interest in a particular topic. Wikipedia click count statistics also provide this kind of
information - but in a slightly different shape. Both data sources are used in this work.

Information flow via news channels is established by multiple technologies. However, all have one thing in
common - each transmission leads to a delay and this has an effect on the trading activity in financial markets -
no matter if initiated by a person or fully automatically.

Kenett et al. [23] demonstrate how international stock markets depend on each other via dependency networks,
which were derived from market price time series. It is clear that the interdependence of complex systems leads to
even more complex systems. Individual simplification of each system would lead to simpler models, but one has to
expect information loss. In order to overcome this limitation it is important to develop methods, which take the
coupling between such diverse systems into account.

R. Smith [24] gives another example, related to economy. Visualization of the spread of credit crisis using the
example of the US equity markets shows a cascade or epidemic flow like model along the stock correlations.

Climate Networks: This work was also influenced by climate research. We use results of recent climate
studies, because the identification of relevant links and the interpretation of calculated relations between nodes
in a meaningful way need special methods. Donges et al. [25, 26, 27] describe the procedure of network creation
based on a fixed grid of points, placed on the surface of the globe on multiple layers in different heights. Palus et
al. [28] use a fixed threshold for filtering significant links (see chapter 10), and Berezin et al. [29] demonstrates how
to modify the link creation procedure in order to have more reliable network representations for stability analysis.

Citation and Collaboration Networks: Scientific collaboration networks illustrate the relations among
scientists. If affiliation data can be incorporated, it is possible to describe relations between institutions. If data
enrichment is continued, one can also identify relations between nations, in the context of scientific research.
The measured information is the number of collaborations between pairs of persons, and the result describes the
structure of a pretty complex system, which consists of many institutions, embedded into multiple social, cultural,
economic, and political relations. The same approach is also applied to flavor network2 in order to study the
principles of food pairing and to human disease networks.

Further examples for application of correlation based network construction are earthquake studies [30], human
mobility networks, e.g., based on available airline connections or daily commute traffic via train, bus, or car [31].

There are many more examples which emphasize the relevance of network science. Havlin et al. [32] go one step
further by showing the demand for a revolution in network science which should lead to a significant increase of
our understanding of social infrastructures and of interdependent natural systems. They list eight opportunities in
the context of current challenges and possible applications. According to Havlin et al. one fundamental aspect is
the combination of methods from complex network theory and the proposed theory of coupled and interdependent
networks. The variety of different examples highlights the versatility of network analysis as a generic scientific
method.

2A flavor network is constructed from a set of ingredients for cooking. Two ingredients are linked if they both appear in a recipe. By
analyzing many typical recipes one can compare different regions based on typical food.



3. Network Theory
Although cascading failures may appear random and unpredictable, they follow
reproducible laws that can be quantified and even predicted using the tools of
network science. First, to avoid damaging cascades, we must understand the
structure of the network on which the cascade propagates. Second, we must be
able to model the dynamical processes taking place on these networks, like the flow
of electricity. Finally, we need to uncover how the interplay between the network
structure and dynamics affects the robustness of the whole system.

(Albert-László Barabási, Network Science, 2016)

Networks are formed by many individual - usually distinguishable - elements (called nodes) including their rela-
tionships with each other (called links). Networks allow calculation of topological properties which describe the
overall system. Using simple averaging procedures like, e.g., the average value of temperature, or average weight
the system structure and existing interactions between elements are not taken into account. Network measures
on the other hand provide values for comparison of networks since the structure is reflected in the result. This
differentiates network theory from statistical thermodynamics, where the individual element to element interac-
tions are not handled individually, but rather by using a mean field approach, or based on potentials and effective
potentials.

3.1. Overview
Properties of objects of different size - ranging from atoms, cells, animals, human beings with manifold social and
technological interactions, to countries or even planets and other objects in space - can be measured and represented
as random variables X and Y , and in case of time-dependent properties as X(t) and Y (t). A relationship between
such a pair of object properties may exist and be obviously visible or even hidden. An obvious link is also called
implicit relation or structural link. Usually it is measurable or detectable as a property of one object only, but
it can also depend on combined information from both objects. Hidden relations can be calculated from pairs or
tuples of properties. For this purpose, appropriate distance or similarity measures are required as explained in
more detail in chapter 9.2. The objects are simply called node or vertex and relations are called link or edge. Links
have their own identity (at least for computation and storing the data). Even if the link is not a real physical
entity we use another variable Z(t) to represent the time-dependent link property as a variable. In many cases
we want to describe real world phenomena. Therefore we need multiple different types of interactions or relations
between individual nodes or sub components of the systems, formed by groups of nodes. This can be achieved with
multiple layers of edges or by multivariate random variables Z(t), where Z is a vector with multiple components z
representing multiple links from different layers. Finally, one can differentiate structural and functional links and
study how both depend on each other.

Furthermore, we differentiate two modes of network creation: (1) - Reconstruction: We start with data and
extract information to describe node and link properties based on calculations. Creation of functional, dependency
and correlation networks from time series are examples.

(2) - Construction: We define rules to describe a growth process or a re-wiring procedure which changes
properties of an already existing graph in a specific well known way. Network generators, based on theoretical
network models or growth models are examples.

3.2. Typical Network Properties
If the directions of links are relevant the graph is denoted directed. For example, dependency networks (DN)
are directed. Also Bayesian networks, which allow logical reasoning based on probabilities, are directed. They
represent a set of random variables together with their conditional dependencies. Directed acyclic graphs (DAG)
are a special case of directed graphs without loops. Trees are special graphs without loops or closed triangles, but
not necessarily directed graphs. Not only the orientation of links is used to classify graphs and networks. Some
very important graph properties are node degree distribution, link density, diameter, and clustering coefficients.
Fundamental network properties are defined as follows:

10
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Size and density: The network size is given by the number of nodes zn or N and the number of links zl or L.
kin is the number of links which end on a node. The number of links starting at a node is kout. The total number
of links of a particular node is kdirected = kin + kout in a directed network and knondirected = (kin + kout)/2 in case
of a non-directed network. The maximum number of possible links in a network is zlmax = zn · (zn− 1) without self
links or simply zlmax = z2

n if self loops are allowed.
The network density ρ is defined as ratio of existing links and all possible links ρ = zl/zlmax where zlmax depends

on restrictions like symmetry and possibility of self loops.
Node degree k and degree distribution P (k): The probability distribution function for node degree P (k)

gives the probability to find a node with degree k in the considered graph.
Clustering coefficients can be calculated for each node. The global clustering coefficient describes the full

network. In order to calculate the global clustering coefficient one has to calculate the ratio of all linked node
triples ztriple (sets of three nodes with two links and no self link) and all completely linked triangles ztriangle to get:
Cglobal = 3·ztriangle

ztriple
.

Watts and Strogatz [33] defined a local clustering coefficient by simply dividing the number of existing links in the
neighborhood around a node i by the maximal possible number of links in this subgraph to get: Ci = 2n

ki(ki−1) , with
i as node index, for the undirected graph. The result has to be multiplied by 2 for directed graphs. Small-World
networks usually have a high clustering coefficient, while random graphs show small clustering coefficients.

Community structure can be revealed in many ways. One approach is based on random walks on networks
[34]. An information theoretical approach was related to the previously mentioned method of random walks [35].
Hierarchical block clustering [36], minimum cut approach [37], and statistical inferences are possible alternatives.
I recommend using Wikipedia as a starting point to explore this broad field. A massive amount of literature is
available, and common text books about networks cover this topic extensively.

Figure 3.1 illustrates structural differences of (a) a random graph, also known as Erdös-Renyi network, (b) a
scale-free network (a special example is the Barabasi-Albert network), and (c) a Watts-Strogatz network (which
is an example of a small-world network)1 using a radial axis layout2 to emphasize structural differences visually.

Figure 3.1.: Comparison of network models. Qualitative comparison of Erdös-Renyi, Barabasi-Albert, and
Watts-Strogatz networks for small graphs (rendered with Gephi using a radial axis layout [18]). This
layout emphasizes structural properties. Nodes are grouped by degree k which defines the position
on the circle, and ordered by betweenness centrality in a clockwise way. Also, color-coding represents
betweenness centrality [38] here.

Random Graphs: A random graph is one in which all possible links Lmax = N(N − 1) (or Lmax = N2 in
case of self loops) appear with a given probability p. Thus, the parameters p and N define one instance of a
random graph belonging to an ensemble of such random graphs. The model GN,p is called Gilbert model with

1Also other networks such as the Barabasi-Albert network can show the small-world property.
2Nodes are grouped using an attribute or a metric (degree, betweenness centrality) for radial axis layout. The groups are drawn on

axes radiating outwards from a central circle.
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link probability p (which equals graph density ρ in this case), N as the number of nodes, and a binomial degree
distribution P (k).

According to Dorogovstev [39] one can distinguish graphs in equilibrium and such, which are not in equilibrium.
As long as the statistical weights of the system evolve over time and as long as new network nodes are added,
the system is far from equilibrium, such as the growing Wikipedia network (see figure 8.2). Wikipedia, e.g., is
characterized by non stationary user activity and continuous growth at variable growth rates. Even a network
with a fixed number of nodes can be far from equilibrium, because link or node property modifications can lead
to a change of inherent statistical weights.

The Erdös-Renyi random graph also labeled with GL,N is a statistical ensemble whose members are all possible
labeled graphs for a given number of nodes N and number of links L where all these members have equal statistical
weight (see [39] p. 9f). All the members of this ensemble satisfy the same restrictions and appear with the same
probability. The concepts canonical ensemble (with a fixed number of links) and grand canonical ensemble (in which
the chemical potential is fixed) allow a comparison of graph models with methods from statistical mechanics. The
Gilbert model and the ER-model converge for large N → ∞. A classical random graph is a maximally random
network with average degree < k >= p(N − 1) resulting from link probability p and size N . For small random
graphs P (k) is a Poisson distribution.

Detailed structural investigations are possible already with the degree distribution function P (k). The degree
distribution can easily be obtained by counting the number of edges for each node - as long as those edges are
available in the data set - without any special graph analysis algorithm.

Diameter: The diameter d of a network is the length of the longest shortest path between two network nodes
in all possible node pairs (ni, nj): d = max(distshortest(ni, nj)) with distshortest(ni, nj) as graph distance, which
represents the number of steps one has to go on the network in order to reach nj starting in ni. A calculation of
the graph diameter, on the other hand, is pretty expensive for very large graphs. An estimation technique called
PseudoDiameter is implemented by the Wolfram GraphUtilities [40]. Kang et al. [41] invented HADI, an algorithm
for fast diameter estimation and data mining on large graphs using Hadoop. This allowed them to analyze the
largest public web graph ever analyzed - the Yahoo web graph. This graph had 1.4 billion nodes and 6.6 billion
edges, spanning hundreds of Gigabytes in 2008. They found, that the previous estimation of the diameter of the
WWW by Albert et al. [42] was over-pessimistic. According to Albert et al. [42] it is assumed that the diameter
of the web grows as log N. With HADI Kang et al. found a much smaller size of 15.64 as opposed to 19.2, which
was predicted by Albert et al. previously.

Several categories or classes of networks can be distinguished according to their topology. Depending on the
characteristic topology which means depending on structural properties one can distinguish random graphs,
scale-free networks, and small world networks (see figure 3.1).

3.2.1. Scale-Free Networks and Small Worlds

To explain the scale-free property of a network I start with a definition of the scale of a random network. If P (k)
follows a Gaussian distribution defined by µk and σk, the degree of a randomly chosen node is k and typically
close to N and all moments of P (k) are well defined. For a Poisson distribution as found in typical random graphs
σk =

√
< k >, and this is why the degrees are also bound to a limited range around < k >. In case of a Power law

distribution P (k) ∼ k−γ the second moment diverges if N →∞ and σk is not defined. This means that no typical
scale or no typical size in terms of average node degree exists for this network. In many real world networks the
exponent γ is between 2 and 3 (see table 4.1 in [43]). A consequence of this power law distribution is the presence
of a few dominating hubs. These hubs are nodes with a very high degree. Hubs are heavily connected, but the
majority of nodes in a scale-free network are not well connected.

If nodes are heavily connected within a given local neighborhood, we find a high local clustering coefficient. In
this case, many nodes can be reached with just a small number of steps, and the network is robust, because of
many redundant links. Many hubs means, there is not one central node but a decentralized network structure
exists. What happens if such local hubs are connected to each other? This process leads to another important
property of real world networks which is called small world phenomenon. Connections between hubs are global
links, typically called long-distance links. They act as a kind of shortcut and allow pretty short paths between
nodes, which are physically far away from each other. According to Stanley Milgram [44], the average shortest path
between any two people on the globe is approximately 6, this so called small world phenomenon is also known as
”six degrees of separation”. The Watts and Strogatz model [33] (see figure 3.1) allows one to describe and construct
this phenomenon in graphs with only local links. They start with a ring lattice and rewire randomly chosen nodes.
As a consequence the shortest path length drops already after a few steps of replacing local links by long distance
links. Recent research results reported by Backstrom et al. [45] show that in Facebook’s social graph the average
distance is less than 4, even shorter than found by Milgram. In general, a classical random graph has a small
number of closed triangles, but it can show the small world phenomenon as well (see Dorogovstev [39] p.18).
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Figure 3.2.: Networks as representation of complex systems. The Wikipedia network consists of interlinked
content - the Wikipages - and the social network of users. Users contribute to the system with content
creation and content improvements. The majority of users only consume this free public content. Thus,
user communities are asynchronously connected to the content they share. Such an interconnected
system can be seen as a global knowledge base, or as a stub for public interest in multiple topics,
provided in multiple languages. The Wikipedia system works in general like an associative memory.

3.2.2. Bipartite and k-partite Graphs

Traditionally, a graph consists of one type of nodes and edges, which represent node and link properties at a given
point in time or within a time range during which the system is not changing. Multiple facets of a system are
modeled in multiple layers by multiple sets of links. But sometimes, time-dependent properties and also multiple
node and link types are required - or even combinations of those (see figure 3.5).

For example, the modification of Wikipedia pages or collaboration on research articles can be modeled as
networks and lead to implicit social networks among the collaborating persons. Such networks consist of two node
types, people and resources, and thus they are called bipartite (see figure 3.2 and figure 3.3).

Bercovitz [46] concludes, that the bipartite network structure contains useful information on the implicit social
network, even if this cannot be seen directly, since social relations are not explicitly provided.

For example, simultaneous activity on multiple resources can be interpreted as an implicit social link between
collaborating people. Similar to this, a correlation network expresses implicit relations between resources, based
on similar activity patterns caused by coincidence of interactions. In this way a dynamic view of the system can
be generated.

Network nodes can be partitioned into k disjoint sets so that no two nodes within the same set are linked to
each other (although there are no isolated clusters) form a k-partite network (see fig. 3.2 for illustration). Links
always connect two nodes of different types or from different sets. In the special case of a bipartite network only
two different types of nodes are available. This kind of assignment of all nodes to disjoint sets is also called
partitioning3.

In order to compare networks of different types, for example a bipartite network and a graph with only one type
of nodes, a technique called bipartite projection is used (see figure 3.3). This allows also aggregation of the resulting
graphs since they are of one final node type now. Beside this, the amount of data is reduced, but if weights are
ignored, information can be lost. It is not possible to do the inverse transformation of a bipartite projection.

So far all discussed network types represent only snapshots of a system at a given point in time. But time-
dependent networks are very important in order to study dynamics of non stationary open systems.

3The term partition defines a group of nodes with common properties (at least one).
Multi-partite networks can be defined based on obvious or derived node properties. Clustering algorithms identify groups of

common nodes, according to the structure of a network. Links between those clusters can be separated from intra-cluster links. It
is important to consider, that the term is used in multiple ways. A partition is also a set of records in a database table - even if
the records represent different node types - the partition strategy inside the database may differ from graph partitions.
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Figure 3.3.: Complex networks can be formed by implicit and explicit relations.. Authorship networks
are bipartite networks. If an article A is cited in a book B, one assumes, that authors of B know the
content of A. This assumption is expressed as implicit link (see dashed gray link in left box). Citation
and co-authorship networks are unipartite networks. They contain only nodes of one type. Bipartite
mappings allow a transformation of bipartite networks by replacing one node type and its associated
links (book and authorship) by a new link type (’is co-author of’) shown as a dashed blue arrow in
the right box.

3.3. Obvious and Hidden Links in Networks
Links can exist for a very long time, for ever, or just sporadically, depending on the use case. For example, chemical
reactions and social interactions within society can be described by networks. The concepts are similar but the
time scales are very different. Temporal links can be special types, such as dependency links which are the result
of processes on top of the network, e.g., communication processes. The link only exists as long as communication
lasts or as long entities are in an effective range of each other. Temporal links can even exist between nodes which
are not connected by a static network and because of this, such temporal links are sometimes hidden links and not
accessible directly.

Structural links between nodes represent obvious or well known relationships between them. Different link types
express different types of relations. One has to distinguish between directed and non directed relations. A directed
relation can be a property which is only visible in the context of one node. Starting from one node, one can
ask: ”What are the node’s children?” This kind of relation implies another inverse relation such as: ”What are
the child’s parents?” Directed links can be of a specific category and they can have a weight too. Link types can
be manifold. The more types or the more possible values one has to distinguish the more complicated and less
expressive the analysis procedures become. For practical reasons, one can replace two of such directed links - if
they are the inverse of each other - by one non directed link as illustrated in figure 3.3 (implicit relations). In other
cases a link only exists if the weight exceeds a defined threshold.

Links between web pages, or in our special case between Wikipedia articles, are easy to detect and to extract.
But not all structural links are obviously visible. A family tree is an example of a structural network. Due to
limitations of data availability and access limitations it is often hard to create a comprehensive family tree which
spans several centuries. Friendship and follower networks are modern examples of structural networks. In many
social networks, the structure is not actively maintained. This means, links are created over time and they can
disappear as well. The network grows but as soon as some system properties change, the network is not updated
immediately. Due to this fact, the network is not well aligned to reality. Such a network is not a valid representation
of reality any more. E.g., friendship emerges, it stays for a certain time but friendship can also end. One can clearly
see a network life cycle which spans a certain time range. Within this range, friendship networks are considered
to be structural networks.

One has to distinguish quasi-static structural networks from functional networks, although they may change
over time as a consequence of structural changes. Functional networks usually overlay structural networks or they
can be caused by processes on such structural networks. Functional links are not defined directly like in the case of
friendship or parent child relation. It is more of an indirect relation like co-occurrence, or co-location of elements.
Both are consequences of activity. In case of co-occurrence of extreme events in two time series, one can conclude
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that a relation between both elements which causes the extreme event might exist. One has to be careful, there
is no easy way to prove that the relation is not a random correlation. On the over hand, co-location can cause
or be interpreted as a structural link. A chemical reaction can be used to explain this. Only if the atoms or
molecules are within a certain range in space at a given time and other appropriate conditions are met, a reaction
can happen. Before the reaction, reactants are individual entities. During the reaction they are co-located and
also part of a functional network. After the reaction a new molecule exists, which means that a structural link
between two formerly disconnected entities has emerged. A functional network also can be reconstructed from
social media data. If people work together over a certain period of time than their collaboration can be interpreted
as a functional network link.

This can lead to friendship and other social relations. On the other hand, friendship and the implicated trust
between friends can be the reason for deep successful collaboration. This way, network structures may lead to
memory effects which can be identified as long-term correlations in time series data.

Correlation links are used to describe a symmetric relation between two nodes. Causation networks are directed
and their dependency links are used to express the influence one node has on others.

A recent example of such a dependency measure is called DebtRank. It was introduced by Battiston et al. [47]
with the goal to determine the systemically important nodes in a network. Analysis of systemic risk in financial
systems is essential in order to understand critical situations or trends towards critical destructive eruptions like
the global financial crisis in 2008. They show, that not only the size of a system component but even more the
centrality in the network matters. They suggest that the debate on too-big-to-fail institutions should include the
even more serious issue of too-central-to-fail. If this happens than a single measure is replaced by a structural
measures derived from the entire system instead of just one node.

Similarity and distance measures are used to compute functional links. Functional links are often the consequence
of hidden processes or collective activity of or on network links and nodes4.

A structural link is typically an obvious link, but as explained before, the data might not easily be accessible.
Structural networks can be directed or non directed. Correlation networks are usually non directed networks

as they are calculated from symmetric functions. In section 5.4.3 I describe event-synchronization which allows
calculation of a directed network from activity time series in order to overcome the limitations of the cross-
correlation based approach. More specific types of functional networks exist, e.g., climate networks reconstructed
from mutual information (see Donges et al. [26]) or dependency networks reconstructed from time series triples
also using the concept of mutual information (see Kenett et al. [23]).

3.3.1. Highly Dynamical Networks: Temporal Networks
All previously mentioned networks were modeled following a connectivity driven approach. Alternatively, networks
can be created in an activity driven way. According to Perra et al. [48] ”network modeling plays a critical role in
identifying statistical regularities and structural principles common to many systems. The structural patterns of
the network are at the basis of the mechanisms ruling the network formation. Because connectivity driven models
necessarily provide a time-constant or time-aggregated representation, they may fail to describe the instantaneous
and fluctuating dynamics of many real world systems.” They address this challenge by defining the activity potential.
An activity potential is a time invariant function characterizing the node’s interactions. They construct an activity
driven model capable of encoding the instantaneous time description of the network dynamics. Especially if network
formation or transformation processes are of interest, this model has an advantage as it is able to explain structural
features such as the presence of hubs, which simply originate from the heterogeneous activity of agents. Highly
dynamical networks can even be described analytically. This allows to overcome the limitations of time aggregated
data.

Petter Holme shows in his colloquium about temporal networks [49] many examples of temporal networks: (a)
human and animal proximity networks, (b) citation and collaboration networks, (c) economic and ecological net-
works, and (d) distributed computing. For example, proximity networks can be obtained by mobile communication
devices which record the position via GPS as a function of time. A practical application is the optimization of
treatment in health care. A study by Liljeros et al. [50] investigated the temporal network of 295, 108 Swedish
patients over two years. In order to optimize the system one has to reorganize processes in the hospital in such a
way that leads to a more static network by reducing the temporal network. More examples are traffic and trans-
portation networks, brain networks, and networks in complex materials. Casteigts et al. [51] describe dynamic
networks as time-varying graphs.

The article ”Walking and searching on time-varying-networks” (see Perra et al. [52]) is another example which
illustrates the importance of new approaches in network science which go beyond static network layers and simple
topology.

Already in 2003, Ch. Ivanov Plamen called a ”dynamics network” the network formed by many individual
nonlinear systems which have their own output and at the same time are interacting with each other [53]. In

4Collective activity on a network means interaction with it by one or many individuals during a given time interval.



16 Chapter 3. Network Theory

order to quantify the interactions he suggested linear measures, such as cross-correlations. In case of nonlinear
interactions he suggested usage of synchronization measures.

In this work we use the term ’functional networks’ and calculate metrics for pairwise node properties (from time
series data). The metrics can be interpreted as connectivity link between pairs of nodes. In addition, we use time
windows to handle multiple time scales. Based on sliding window techniques it is possible to reconstruct activity
networks or time-varying networks this way. Similarity measures and concepts from information theory are used
to define connections between network nodes even if such links do not exist physically or if they are not visible
obviously.

3.4. Networks of Networks
Recently, a new concept, called networks of networks (NoN) was introduced (see [27],[54],[55],[56], and [57]).

In a simple network, nodes are all of the same type. Links between pairs of different nodes exist in bi-partite
networks. Now we combine both concepts (see figure 3.5). Nodes from one type (one sub-network) can also
be linked to nodes in other sub-networks directly. Directed links between networks can introduce dependencies -
especially in case of feedback conditions where dependency links exist between both components in both directions.
Such inter-dependencies can lead to cascades of failures as a result (see [55]). Figure 3.5 illustrates also indirect
or hidden links, which are introduced by links to a third component. The green subsystem B acts as a connector
layer and thus has no internal links. This causes the light gray colored area in the matrix. Real connectors can
have an internal structure but this is omitted for simplicity.

Dependency links are different form correlation links. A correlation link describes that the two nodes have
something in common but if the one node disappears, the other one is not affected. In case of a dependency link,
the dependent node also disappears in case of a node failure. One has to be careful with this terminology, e.g.,
dependency links are also defined by calculation of mutual correlation (see [23]) but such links do not express any
real dependency, but rather an assumed direction of influence between the nodes in cases where the term causation
cannot be used in general.

Based on the idea of dependency links one can study the level of interdependence in infrastructures, social
networks, and technical systems. Furthermore, NoN-research is related to studies of co-evolution of complex
systems [58].

The bidirectional interaction between financial institutions, the financial markets - which are part of a global
economy - are illustrated by arrow (A) in figure 3.4. The markets provide information for news agencies (B) which
are consumed by people (C). Furthermore, people get information from multiple other sources, such as social

Figure 3.4.: Networks as representation of complex systems. Individual aspects of complex systems dy-
namics require specific representation, such as directed or undirected networks which can exist as
static or temporal networks. Interdependence between networks leads to coupled networks in which
processes can interfere with each other. Hence, they constitute positive or negative feedback loops.
For large-scale systems such as financial markets those effects are well known but often invisible.
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Figure 3.5.: Networks of Networks (NoN) represent interconnected systems on multiple scales. NoN
consist in general of multiple link and node types. Intra-component links and inter-component links
together can lead to feedback conditions. NoN can be composed of multiple existing systems or huge
systems can be divided into sub systems in order to re-connect them in a large multi-scale model.

media applications and online services (D). An essential part of social media applications is the participation and
contribution by many users (E). Online communities can be influenced by media channels also in a direct way (F).
Finally, people interact with the economy in a direct way (H), or via financial institutions (G).

As another example, one can consider the road-network as a first network layer. People which walk along the
streets form two more networks: (a) the relation between people is defined by social networks (friendship, family)
and (b) there is a communication network, which introduces short-cuts on top of the road network. Even if the
real distance between two persons is long and they cannot see each other, they can use mobile communication
devices for calling to inform each other about their next movements. This brings both closer together on a logical
level. In critical cases, this mobile communication network can cause unusual delays in information flow, because
it is overloaded, or it can even collapse completely, and it disappears as a consequence. In other cases, it transfers
information between people in real time and allows one to prevent a collapse of the traffic network. In both
cases one complete layer of the complex system could be lost, affecting also global properties. As a consequence,
properties like the small world property could be lost. This leads to fundamental changes in the dynamic behavior
of the entire system and internal structure.

According to Gao et al. [54, 59] one has to differentiate two types of dependency links which can be defined
by simple conditions, such as: (a) feedback-conditions, and (b) non feedback-conditions. In case of feedback
conditions, a failure in one network A can be propagated also via the second network B. If node B1 depends on
A1, and A2 depends on B1, than the node A2 would be affected by a problem, even if it is not linked directly to
A1.

The advantage of the NoN approach lies in a deeper integration of individual aspects in one large comprehensive
model. Even if a system of indifferentiable elements exists in the beginning, one can start with traditional network
analysis or k-means clustering to identify clusters of comparable nodes based on topological properties or simply
based on node properties and a similarity measure. A segregation of those groups and several link creation strategies
as explained in chapter 9 allow a more specific inspection of inherent dynamical properties instead of relying on
obvious structural links.

As a practical example Donges et al. [27] study the global climate system and model it as a system of intercon-
nected systems or NoN. They combine multiple so far disconnected distinct climatological variables by correlation
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links. This way a NoN appears which consists of pairwise interacting sub networks. They do not use the correlation
strength as a link weight, but rather a set of new topological measures for local and global properties is introduced.
The new local measures are cross-betweenness centrality, cross-clustering coefficient, and cross-degree centrality.
The global measures are cross- edge density, cross-transitivity, and cross-average path length.

3.5. Quantitative Analysis for Complex Networks
Interpretation and comparison of network properties and analysis of network dynamics require calculation of
characteristic properties as a function of time. Different software packages exist for quantitative graph analysis.
Such software packages often have a huge number of algorithms built in, but most of them are limited by available
hardware resources and bound to a single workstation. Parallel graph algorithms for large graphs exist as well,
but currently, the number of available algorithms is limited.

For this work, we use existing open source graph analysis packages. We identified three appropriate software
solutions which provide a rich set of network metrics. They are: (a) Gephi [18], (b) NetworkX [60], and (c)
SNAP [61]. Table 3.1 shows four categories of typical network measures used in this work. In addition, Apache
Spark comes with the GraphX library [62], which allows large-scale graph processing on Hadoop. Because GraphX
provides a BSP5 based API6 (compatible to Google’s Pregel [63]), more algorithms can be added in the future.

What is an appropriate size of a network for simple analysis? Map-Reduce based algorithms can handle huge
graphs without loading all nodes and edges into memory. But even in this case the graph can be too big to be
represented or plotted in a meaningful way. Furthermore, iterative algorithms are not suitable for the Hadoop
Map-Reduce framework due to the lag of data caching capabilities.

One has to find (a) an appropriate way to scope or reduce the number of nodes and edges, and (b) a representation
which emphasizes the aspect one is interested in.

3.5.1. Extraction of Informative Sub Graphs
In case of fully connected networks it is not possible to apply some of the analysis algorithms directly. The degree
of each node is exactly the same if link weights are not used. Some algorithms, such as calculation of diameter
or betweenness centrality do not take weights into account because only the existence of a link matters in such
cases. One has to use modified network measures instead. E.g., a measure called closeness - which is the sum of
all distances to all other nodes [64] - has been generalized to weighted networks by Newman [65] where Newman
used Dijkstra’s algorithm [66]. Additionally, Heitzig et. al. [67] use also node properties as weights to avoid the
bias which may be introduced by heterogeneity which is a consequence of combining multiple types of network
nodes.

Using the node and link weights allows corrections according to specific conditions, but in case of a reconstructed
network, which usually is created from all pairs or nodes or in other words from all possible links, we need a different
approach to transform the fully connected graph into a sparse graph. The obvious approach is filtering by link
strength, but depending on the way how those values are calculated, filtering by a fixed threshold is not appropriate
(see section 10.4). Instead, the extraction of sub graphs was used in several research projects.

The Minimum Spanning Tree (or the maximum spanning tree) provides a sub network of a very specific
shape. A tree can not represent the full network, e.g., it has no closed triangles and thus, clustering can not be
analyzed in a tree - but one can consider the tree as the backbone of the extracted component. The minimum
spanning tree (MST) is a connected, undirected graph extracted from a network of arbitrary structure. The MST
connects all nodes with links which lead to a minimal total weighting. One can interpret the link strength as
resistance and say, that the MST minimizes the resistance to maximize the flow. If the link strength represents
the possible throughput, one would use the inverted normalized link strengths linv = 1− lnorm. This is also called
the maximum spanning tree. Many different spanning trees are possible in a single graph, but the MST is the one
spanning tree with weights less than or equal to the weight of every other. In case of many connected components
(which are separated from each other) one gets a minimum spanning forest (MSF). The MSF is a union of all
minimum spanning trees. Table 3.2 lists algorithms which were used by Gang-Jin et al. [68] to analyze properties
of spanning trees extracted from correlation networks.

The Planar Maximum Filtered Graph (PMFG) as introduced by Tuminello et al. [69] is not restricted to a
tree shape - this means also triangles are possible and thus one can calculate clustering of the graph. The method
is based on the idea ”that graphs with different degrees of complexity can be constructed by iteratively linking the
most strongly connected nodes under the constraint of generating graphs that can be embedded on a surface of a
given genus g = k (see also [70]). The genus is a topologically invariant property of a surface defined as the largest

5BSP: Bulk synchronous parallel. Defines a class of algorithms for graph analysis. The BSP algorithm consists of a se-
quence of two alternating phases. In phase 1 all nodes can send and receive messages. In phase 2 each node aggre-
gates all received messages and updates its internal state (see also figure 2 in http://blog.cloudera.com/blog/2014/02/
how-to-write-and-run-giraph-jobs-on-hadoop/).

6API: Application programming interface. Defines the routines, input and output types of software and allows implementation of
loosely coupled systems.
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number of nonisotopic simple closed curves that can be drawn on the surface without separating it.” They prove
that such graphs have the same hierarchical tree structure associated to the MST but contain a larger amount
of information that increases with the genus. This means, that also higher dimensional embedding on hyperbolic
surfaces is possible for graphs in order to filter relevant information. Increasing the genus results in increasing the
available information. They could show that the relative improvement of the information stored in a graph was
highest in case of a planar graph, when the genus assumes the value k = 0.

Recently, the Triangulated Maximally Filtered Graph (TMFG) was created by Massara et al. [71]. They
introduced a new filtering method which works well especially for huge graphs. This approximation method allows
processing of huge graphs in Big Data environments and extraction of manageable sub graphs, which can be
processed in traditional data analysis environments.

3.5.2. Network Measures
The goal of measurements in general is quantification of a specific property. If the same measure can be obtained
from two different things and if the type of the measure allows computation of a difference or at least ordering,
one can compare the different things with each other regarding this property based on differences and ranks can
be assigned. Network measures allow us to quantify network properties and to compare networks. This means we
can have two different systems such as network A and network B or even the same system in different states at
different times such as A(t1) and A(t2). In this way, network dynamics is analyzed. We can identify critical states
or transitions in complex systems based on the time evolution of several measures.

The Stanford Network Analysis Platform (SNAP) [61] provides a set of typical network measures as listed in table
3.1. They all are well established and available in a variety of software packages. Others (see table 3.2) are pretty
specific and related to particular applications because they were developed to overcome the limitations of previous
approaches. In general, quantitative measures are very helpful as soon as standardization and normalization of
data allows comparison of different systems in different domains.

Category Measure
simple node and edge statistics number of nodes and links (zN , zL),

zN , zL in weakly connected component (WCC),
zN , zL in strongly connected component (SCC)

network size diameter d, 90-percentile effective diameter d90
clustering average clustering coefficient < Ci >,

number of triangles, also number of linked triples ztriple,
fraction of closed triangles ztriangle

community structure number of communities (number of sub graphs),
average community size (simple statistics applied to sub graphs)

Table 3.1.: Network measures to profile graph data sets using the SNAP software package. Four groups
of network measures are used by Yang and Leskovec [72] to compare properties of 230 networks. Results
and raw data are publicly available on the SNAP website [73].

The following graph algorithms or measures are available in Gephi: (1) simple count statistics for nodes and
links, calculation of link density; (2) node degree, average degree, average weighted degree; (3) diameter, radius,
average path length, (Brandes [38]); (4) modularity, number of communities (Blondel et al. [74]); (5) PageRank,
(Brin and Page [75]); (6) number of connected components, (Tarjan [76]); (7) average clustering coefficient, number
of triangles, (Latapy [77]); (8) eigenvector centrality7.

Metrics (1), (2), and (7) are also available as dynamic measures in Gephi. GraphX provides implementations
for (5), (6), (7), in addition also label propagation for detecting communities in networks [78], and a matrix fac-
torization method called SVD++ [79].

In complex networks - like in other many body systems - one can distinguish group properties from single ele-
ment properties. Finally, both can be subject of time series analysis. Whenever a property can be measured or
calculated as a function of time, we can also calculate the correlation for pairs of such variables which leads to a
new network representation for which network properties can be calculated as well, potentially as a function of
time, and so on.

Gang-Jin et al. [68] analyzed the dynamics of correlation networks from financial markets. They extracted the
minimum spanning tree from correlation networks, which were calculated from currency exchange rates. Table 3.2
shows useful network metrics for economic networks and especially MSTs.

7A good explanation of the concept can be found in this online tutorial:
http://djjr-courses.wikidot.com/soc180:eigenvector-centrality
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Name Application Definition Formula
NTL
normalized tree
length

to analyze the tempo-
ral state of the MST,
based on its normal-
ized total weight

Length at a given time t when the
MST was created, e.g., from cross-
correlation of logarithmic returns
of stock prices with di,j as link
strength.

L(t) = 1
N − 1

∑
dt

ij
∈Tt

dtij

MOL
mean occupa-
tion layer

to describe the spread
of nodes on the MST
and to quantify the
changes in the density
of the MST

The individual level of a node
lev(vc) is given by the number of
path segments vc it is away from
a chosen root node at time t. l(t, vc) = 1

N

N∑
I=1

lev(vti)

(S/M)SSR
single- / multi-
step survival ra-
tio

to study the short-
term stability / robust-
ness and long-term sta-
bility of an MST

Survival rate is defined as the frac-
tion of edges found common in
two MSTs at different times ti and
ti−n (n = 1 for SSSR).

σt = 1
N − 1 |E

t
⋂
Et−1|

Table 3.2.: Network measures for time-dependent analysis of series of MSTs extracted from correla-
tion networks. Especially in case of dynamic systems it is important to identify the right properties
which change over time and thus allow determining phase transitions of the system. The measures were
originally introduced by Onnela et al. [80, 81].

It is also possible to handle multiple network layers together in order to calculate a network metric without
segregation of the whole system. This takes the fact into account, that nodes can interact in multiple ways
via multiple coupling mechanisms. Recently, Halu et al. [82] introduced the Multiplex PageRank algorithm to
calculate a centrality measure for such nodes in networks with multiple layers. A link-layer represents an individual
aspect of a complex system. Multiple link layers form multiplex networks. They are more appropriate in complex
systems analysis. Traditionally, network metrics as mentioned in this section can not be applied directly to multi-
layer networks. Results of Multiplex PageRank calculation as illustrated in [82] in figure 4 demonstrate how a
combination of structural and correlation networks may support a better understanding of time evolution of node
properties such as page rank and node centrality.

According to Thelwall et al. [83] article relevance measurements derived from social websites are called altmetrics.
Examples include the well-known impact factor and the number of citations of articles in Wikipedia or other SMAs.
However, Lozano et al. [84] have shown that the relationship between impact factors and a paper’s citations get
weaker over time. Thelwall et al. [83] conclude that metric values for articles published at different times, even
within the same year, are often not comparable, and the coverage of investigated altmetrics - except for Twitter -
seems to be low. Furthermore, both approaches do not consider the dynamic properties of the document life cycle
and usage patterns.

Ciampaglia et al. [85] analyzed Wikipedia access time series and introduced a metric called relative traffic
change. In this way they combine the structural network (to identify a node’s neighborhood - see chapter 6 for
more details on context networks which were developed in this thesis) with activity time series as measured node
properties of Wikipedia pages. They identified a difference in traffic patterns in the presence of link creation and
identify two categories of articles: (a) articles which follow the demand (∆V/V < 0), and (b) articles which precede
the demand (∆V/V > 0). We introduce a comparable analysis method to measure a topic’s representation index
and to track topic relevance over time in chapter 11.

The next chapter introduces recent research results related to social networks in general. Furthermore it explains
the important role of Wikipedia for this work by collecting arguments for calling Wikipedia a complex system.



4. Social Networks
It is interesting to note how many fundamental terms which social sciences are
trying to adopt from physics have as a matter of historical fact originated in the
social field.

(Michael R. Cohen, from: ”The Structure of Complex Networks: Theory and
Applications” by Ernesto Estrada [86] p.121, 2012)

A large variety of social network studies was conducted and published during the last decades. Some prominent
social networks are the Zachary’s karate club1 the Facebook social graph, and the Follower networks on Twitter
and other online communities. Long before the Internet and all its applications existed, the famous Milgram
experiment2 [44] was already an example of a case where the social network was used in research even if it was not
accessible directly. Anyway, Milgram could measure path lengths on a social network formed by American citizens
by observing the outcome of an experiment conducted on a hidden network structure.

4.1. Application of Methods from Physics in Social Network Research
Typical questions in social network research are: How connected are people and communities? Which short cuts
exist in an organization? Can information leak out via hidden connections? Which network structure can improve
and which can block efficient information flows? Which elements in the system are the most critical with the most
impact on others?

One common approach in social network analysis is based on the structural properties of a system. It is known
that network structure can depend on construction methods and data preparation methods. According to Guimera
and Sales-Pardo [87] form follows function. In many cases one can find different coexisting and overlapping aspects,
which may interfere and thus a one to one match between functional networks and the underlying structure can
not be expected.

Internet based research relies often on web crawling techniques3, especially when access to the back end systems
is not available. Crawling techniques and extraction of data can introduce strong bias. Thus, the experiment
design is crucial, since errors can be introduced on the social and also on the technical level.

Network sizes are in general a limiting factor. Only a few research groups have access to the full data sets
like the Facebook social graph or to all Twitter messages. For better efficiency and to enable more researchers to
contribute to studies of social aspects in our internet based society one should also focus on methods which work
well with sub sets and which can be combined at the end.

Cachia et al. [88] discuss the relevance of online social networks (OSN) in general and with focus on future
research - which means, prediction of social trends based on properties obtained from social networks is in their
focus. They state: OSNs enhance creativity as a result of efficient and easy communication. They also foster
collective intelligence by aligning individual thinking towards future goals. Using the inherent information, OSNs
can be seen also as expert tools to measure and describe changes in social trends. This goes far beyond the initially
mentioned static aspects.

Zhao et al. [89] define the entropy of a social network. They analyzed the adaptability of social behavior by
comparing dynamical real networks with existing models of social interactions. In this way they found a variable
entropy depending on the time of the day during a typical week day. The entropy of a social network is a measure of
information encoded in the network’s dynamic. Anand and Bianconi used entropy measures for complex networks
to implement an information theoretical approach for analyzing complex topologies [90].

In thermodynamics, entropy is related to temperature. So it is not a surprise to find the idea of a ”social
temperature” in literature. K. Ku lakowski [91] used the concept of magnetic susceptibility in the Ising model4

1The Zacary’s Karate Club is represented by a social network of friendships between 34 members of a karate club at a US university
in the 1970. The data set is public and available here: http://www-personal.umich.edu/˜mejn/netdata.

2The Milgram experiment shows that the distance between two people on earth in average is six but recent results from Facebook
show, that the world represented by the social graph is indeed smaller with an average distance of four steps [45].

3In this work we use only the next neighbors in the same language like a chosen node and the second neighbor of the nodes in different
languages. Such local networks are better to handle. But since we do not want to disconnect the data completely, a comparison of
results for different crawl depths allows one to identify the impact of such a cut.

4The Ising-Modell is a concept in theoretical physics. It was first studied by Ernst Ising in 1924 (suggested by Wilhelm Lenz) in
order to understand ferromagnetism - which can be seen as collective behavior of matter.
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to identify a social temperature. His work is related to game theory and interprets the rate of random strategy
changes for a set of agents playing two different strategies as a temperature.

The question ”Is the term social temperature just a rhetoric figure ..., or on the contrary, could it be given a
precise meaning?” is raised by Floria et al. [92]. They show that ”the formal framework of Equilibrium Statistical
Mechanics is, to a large extend, applicable to the description of the asymptotic behavior of strategic evolution. Thus
it is providing the key for a formal quantitative meaning of the term social ”temperature” in these contexts.”

The ”social force model” as introduced by Helbing et al. [17, 93] leads to a framework to simulate the behavioral
process in human crowds and their motion. Crowd dynamics is a consequence of the individual properties of
people in this crowd and additional related factors such as shared goals or beliefs. Like the motion of a particle
is influenced by superposition of different forces also the motion of people is influenced by many different aspects.
Even if those aspects are not forces, in terms of physics, they can be seen as useful factors to describe or simulate
the decision making process in simulations of human crowds. An application of the social force model is presented
in the appendix (see chapter 17).

Another metaphor with relation to traditional physics is called ”social gravity”. Social gravity was defined by
Bannister et al. [94]. They developed a force-directed layout algorithm to produce graph drawings by resolving a
system of emulated physical forces. In this technique they use social gravity as an additional force to the traditional
force-directed layout (presented by Fruchterman and Reingold [95]). This modification allows them to draw trees
and forests, as well as more complex social networks in a meaningful way. The core idea of Bannister et al. [94]
is that social gravity assigns a kind of mass to network nodes. Because this new property is proportional to the
network centrality of the node, a structural property - derived from the social network structure - is included into
the calculation of the total force on that node.

Social networks can be compared with biological and technical networks. Newman and Park [96] found that social
networks have non trivial clustering with relation to transitivity. Furthermore, they found positive correlation in
the node degree, known as assortative mixing. They explain those differences as a consequence of the clustering
in social networks, which is much higher than clustering that is found in natural networks.

Another interesting feature identified in social networks is caused by feedback loops. Feedback loops are typical
properties of a complex system. Kawamoto and Hatano [97] studied Twitter communication networks and found
a correlation in the re-tweet rates. As a consequence of these correlations, an explosive diffusion of information
occurs. They observed a changed average re-tweet rate together with increased fluctuations which both can be
seen as a reason for the observed explosive diffusion.

4.2. Computational Social Science
The continuously increasing impact of computers on society can not be overseen. A comparable influence comes also
from modern communication technology (internet messengers, mobile phones, Facebook, Twitter), which initially
all were computer based, but not limited to desktop PCs any longer. High speed Internet and highly flexible
interconnected mobile devices allow many different use cases in commercial contexts or even life style related.
Nowadays, online content can be consumed more or less anytime5.

In the western society, online platforms are all around us and using them does not require an explicit context
switch any more. This means, in order to use a social app (short for social media application) one just has to
take the mobile device out of the pocket and no matter what one was doing, such a system can interrupt the
personal activity stream in a disruptive way. But also positive effects can be observed, e.g., one can share positive
emotions and feelings also easily without a significant disturbance of the own mood. Kramer et al. [98] conducted
an important large-scale experiment in real life. This experiment was based on real world data, obtained during
planed manipulations of the underlying system. They used data from 689, 003 Facebook accounts to study the
transfer properties of emotions. Emotional contagion was found to be able to bring people into the same emotional
state without their awareness and even without a direct interaction with other people.

Dodds et al. [99] conducted data analysis on 4.6 billion expressions from online communication of 63 million
people using Twitter. They created a metric to measure happiness of people and refined the quality of the results
by combining the data-driven approach with a traditional survey on 10, 000 users. The tool they use is called
word-shift-graph6. This method is based on the concept, that usage patterns of words are related to the emotional
state of the people which communicate. Both projects (Kramer et al. and Dodds et al.) are comparable. They
are representative examples for an increasing trend regarding the usage of huge data sets obtained from public
spaces in order to support social science. This requires also more intense computational treatment and leads to
the increased importance of data science techniques in the field of traditional social science.

But from a technical and conceptual perspective both research projects are very different. Kramer et al. in-
fluenced the system they study actively. They reduced the number of positive or negative expressions during

5Spatially, the access to such technologies is still limited, depending on the continent and political situation in the region. Africa has
very weak infrastructure and blocked services in China are a consequence of the censorship.

6The word-shift-graphs compare the positive and negative rank changes of words used in communication about a topic. Cody et al.
[100] used it, e.g., to conduct a poll on opinions related to climate change based on Twitter data.
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communication without a notice to users. On the other hand, a purely data-driven approach as presented by
Dodds et al. had no direct impact on people. This is why Kramer et al. triggered an active discussion about
ethical aspects of such interfering experiments. One can clearly see, that a deeper integration of social science and
technology has huge advantages. Statistical results can be much more significant and methods more robust if more
data is available. Nowadays, data collection can be much easier because many details are available as side product
of traditional system operations, e.g., included in server logs. But, one must not forget the risks and potential
damage on society and on individual persons. The impact of such analysis procedures and even the impact of
results is not well understood at this time.

4.3. Content-Based vs. Communication-Based Social Networks
Wikipedia has been in the focus of scientific research projects for more than a decade. Already in 2005, five
years after the Wikipedia project was started by Jimmy Wales, Holloway et al. [101] published a study about the
semantic structure of Wikipedia. They used a technique called category mapping. Such a category map shows a
network in which category pages are nodes and links between them are derived from articles by a co-occurrence
analysis. Two categories are considered to be equal, if both are assigned to many common articles together.

Boyack et al. [102] present 8 different similarity measures to calculate similarity links for scientific journal
articles. They differentiate between co-citation and inter-citation. If journal A contains citations to journal B and
C we can say, A defines a co-citation link or at least A contributes to the co-citation link strength between B and
C. Inter citation links are the obvious links. Analysis of co-citation links requires deeper analysis of the document
corpus.

Wikipedia structure was analyzed in both mentioned studies, but not based on article content and not with
a strong focus on different languages. They also ignored the influence of usage patterns on structure forming
processes.

Since Wikipedia offers usage statistics we can present new results about the dynamical aspects of Wikipedia
here in this work. Details about the technical background, especially about the aggregation procedures applied to
the server log data to generate hourly access statistics on a per page level for all Wikipedia pages, can be found in
Holloway et al. [101] and Reinoso et al. [103].

Reinoso et al. [103] provide useful insights regarding Wikipedia usage. They had found the daily cycles in access
activity and concluded that Wikipedia is typically used during the working hours. We could identify different
usage patterns on a weekly time scale, which show significant differences for working days and weekends depending
on the topic (see section 7.2.1, figure 7.5 and figure 7.6).

Furthermore, they compared the access and edit activity and found, that less than 7 % of Wikipedia usage (page
requests) is related to contributions. Having this in mind one can say, that Wikipedia is primarily a content driven
social platform. On the other hand there are the online communication platforms such as Facebook and Twitter.

A classification of social networks was done by Kim et al. [104]. According to their study, online services can be
classified by multiple criteria, e.g., regarding dominating properties, or core functionality. Such functionality can
be: (a) e-commerce, (b) content publishing, (c) content sharing, (d) social interaction, (e) personal trading, and
(f) messaging services.

In all cases, at least a personal profile or a descriptor of any type of item, such as products, services, or books
form the content base. This content can be interlinked. Content sharing requires also a network of interacting
people. Some users offer content, others search for it and request it. Their exchange can be legal like trading of
products or illegal such as sharing of copyrighted material for free.

A totally new user experience comes from an intense social interaction in content publishing platforms which
allow early communication between readers and authors of a book about a trending topic, such as open source
software and technology. Publishers like O’Reilly offer early access programs. This way, the community can
influence the creation of the content.

Many lessons can be learned from social networks offered on the WWW. Personal activities, such as trading on
online market places like eBay and messaging via Facebook and Twitter would not work without the combination
of the two dimensions: content and interaction along social connections. One cannot isolate those aspects any
more!

”What is Twitter, a Social Network or a News Media?” is the title of an article published by Kwak et al. [105].
They collected 41.7 million user profiles, 1.47 billion social relations, and 4262 trending topics from 106 million
tweets. In comparison to other social networks, they found a deviation in the degree distribution. The follower
network has a non-power-law distribution. Measuring the reciprocity of the network reveals that most of the
users just consume twitter messages. They use Twitter as a source for messages rather than being active in social
interactions. Furthermore, Kwak et al. [105] found a non-power-law follower distribution in a topological analysis
of the entire Twitter site. The follower graph has a short effective diameter and low reciprocity. This marks a
deviation from known characteristics of human social networks. Furthermore they found that the majority (over
85%) of topics are headline news or persistent news in nature.
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An analysis of three different node ranking measures shows that static and dynamic aspects differ: Kwak et al.
report that PageRank and a ranking based on the in-degree show comparable results, but the node ranking based
on re-tweet activity differs significantly. Especially because of the special relation between followers or fans of
famous Twitter accounts, the likelihood of re-tweeting seems to be higher. They also found, that user participation
is different for different topics. There exist core members which produce content for special topics, e.g., political
topics. In other topics, the number of participating users grows over time; this indicates a real increase of interest
in this topic. Furthermore, they compare the freshness of topics in Google Trends and Twitter. 95% of trending
topics are new on Google each day, but only 72% are new on Twitter. This means, persistence is higher in Twitter,
probably because of the internal structure of the social community. Currently, this is only speculation, because a
comparison of both systems on a structural level has not yet been done.

This thesis can not solve the problem, but we contribute techniques which allow creation of hybrid analysis
procedures to study the time-dependent properties of multi-faceted systems on large scales. E.g., we have found
that contribution to and usage of Wikipedia are two different processes with different properties regarding short
and long-term correlations. The content creation process shows correlations only on very short time scales while
the information consumption process contains long-term correlations. For more details see our publication: ”Fluc-
tuations in Wikipedia access-rate and edit-event data” [8] which is also presented in chapter 13.

4.4. Wikipedia: A Complex System of Connected Networks
Why have we used Wikipedia data in this work? Since Wikipedia is a very large and well known global online
system, it can be seen as global proxy for user interest in particular topics. It is available in more than 230
languages and all kinds of mobile devices can access the service, which is hosted by the Wikimedia Foundation.
Wikipedia usage is free. This means, we do not have to care about access limitations because of social status.
Because Wikipedia is available since 2001 on traditional PCs and also on mobile devices we can assume, that there
is no disturbing effect from recent short term marketing hypes, related to individual devices or communication
applications. Examples for systems with an implicit bias are the Google Play store and Apple iTunes which are
restricted to specific devices only. Social media systems can be restricted to a specific audience because of technical
reasons or because of a very strong focus on a too narrow group of users. Nowadays, Facebook is widely accepted
by all kinds of users from all generations. Contrary to this, e.g., ”Stud.IP” forms online communities focused on
students in German universities. Such restrictions do not exist for Wikipedia. But there are indirect restrictions,
especially for political and economical reasons. Even if Wikipedia usage is in general for free, not all regions on
earth are well connected via the Internet7. According to such factors one has to be aware of the fact, that not all
topics are represented equally, nor do all topics exist in all languages. We developed a method which allows us to
take all information about a topic, which is available in any language, into account. With this, we can compare
how broad and comprehensive the representation of a particular topic in Wikipedia really is (see section 11.2).

Finally, I think it is important to notice that Wikipedia is not driven by particular business needs or an interest
in earning money with the system. No advertisement is influencing what a user can read nor are there additional
recommendations which also change or influence user behavior. The Google search keyword history is another
very often used proxy to measure user interest. Google Trends enables a comparable kind of traceability of user
attention, but with less transparency, since the raw data used in the system is not public.

Is Wikipedia a social network? Inspired by this question we analyzed available publications about Wikipedia.
Our conclusion is: Wikipedia can be seen as a social network. Users, especially editors are related to each other
during collaboration on an article. This can be a positive and inspiring relation or even disruptive. Kaltenbrunner
et al. [106] study the editorial process of Wikipedia articles, which is considered to be never ending - Wikipedia
articles are never complete. Additional explicit social interaction happen on the accompanying talk pages. The
comment activity per page is in general higher than edit activity but both show comparable properties. A power
law is reported for the number of activity peaks per article, peak-lengths, and time between two consecutive peaks.
A negative form of interaction between Wikipedia users was studied by Yasseri et al. in [107]. They analyzed a
phenomenon called edit-wars. The edit-wars are an example of destructive social activity.

Viégas et al. [108] introduce the history flow visualization mechanism. This tool highlights collaboration patterns
and allows a visual analysis of article histories in a convenient data exploration procedure, e.g., edit-wars are visible
as ’zigzag’ patterns (see figure 6 in [108]).

With all those results in mind we can argue that Wikipedia is also a complex system. In the following section we
review the criteria list, presented in chapter 2: (a) Many coexisting links or dependencies in complex systems lead
to feedback loops: Wikipedia shows a complex link structure which involves different types of links. Traditional
links between two pages in the same language are enriched by so called inter-wiki links. Inter-wiki links connect
pages about the same topic in different languages. Furthermore, membership in a category can also be interpreted
as a link. The pages and categories (which in general are also pages but of a specific type) form a bipartite network.
And as shown in the previous chapter, bipartite networks can be transformed into networks of one node type only.

7Accessibility of the Internet in 2015 is reported in the ”World Internet Users and 2015 Population Stats” report http://www.
internetworldstats.com/stats.htm and for 2016 in http://www.internetlivestats.com/internet-users/.



Chapter 4. Social Networks 25

(b) Interference, or resonance effects are, e.g., related to self- organized structure formation. This way, complex
systems exhibit emergent phenomena. We can find the exponential growth of activity which indicates interest in
particular topics. Activity patterns of linked pages can be very similar because of overlapping topics and user
interest. Category links are like short cuts and support these overlapping aspects even more.

(c) The multiple ways of coupling (especially the strong links and short distances) lead to cascading failures
which may have catastrophic consequences on the overall system behavior. Destructive elements exist also in
Wikipedia. Vandalism and edit-wars are two cases. Potentially this can also lead to cascades of failures and
uncontrolled deletion or manipulation of page content. But in general, due to the technical properties of the
Mediawiki software, the system can recover from such a condition.

(d) As a result of coupling multiple systems on different scales coexist. Complex systems are nested. The
complete Wikipedia system consists of many particular Wikis, one per language, and inside each Wiki, the content
is organized hierarchically in categories. Since the page network shows the scale-free structure one can clearly
conclude, that also Wikipedia consists of coupled systems of multiple scales.

(e) Nonlinear interactions cause the exponential increase in user activity. This can be seen as another example
of an emergent phenomenon caused by the densely interlinked Wikipedia pages.

Furthermore, we said: complex systems may be open. This is clearly the case for Wikipedia. New pages and
links are added regularly even if the overall size of the system is already really huge.

We close this chapter with some more facts about Wikipedia’s structural properties. Kamps and Koolen [109]
report that the Wikipedia link structure is comparable with the WWW, but Wikipedia pages are more densely
linked. For Wikipedia, the outlinks and inlinks behave the same and both are good indicators for relevance of an
article. Interesting is the difference in their local link structures. Because of the higher density of local links in
Wikipedia - probably as a consequence of categorization of content - such a local context is more applicable as a
good indicator for relevance ranking of pages. This also motivates our approach of local neighborhood networks -
which ignores the global link structure of the entire system.

Capocci et al. [110] have studied the structural properties of Wikipedia already in 2006. They found a close
analogy to the structure of the World Wide Web but major differences in the growth process of Wikipedia. They
investigated the portion of links which belong to the specific areas in the so called bow-tie representation of a
network (see fig. 1 in [110]) and identified a substantial lack of correlation between the in-degree of nodes and
the average in-degree of the related upstream neighbors. They also identified a clear community structure in the
English and Portuguese Wikipedias.

After an introduction of concepts for complex systems research, network theory, and a review of research results
related to Wikipedia the mathematical methods employed in this work are described in the next chapter.



5. Mathematical and Computational Methods
Prediction is very difficult, especially if it’s about the future.

(Nils Bohr, Nobel laureate in Physics, 1922)

Starting with practical considerations, related to data acquisition and data cleaning methods, some uni-variate
and bi-variate time series analysis procedures are described in this chapter, which closes part I. Later we apply
these methods in particular case studies. The chapter ends with a short explanation of used statistical tests and a
discussion of surrogate data generation methods. A combination of several computational methods is required for
network reconstruction and characterization, as explained in part II.

5.1. Describing Real World Phenomena with Time Series
In order to analyze the behavior of things or phenomena one needs an appropriate representation of them. Such a
representation can be just an idea which allows at least to think about it or one which can be visualized for better
understanding and communication about it. In many cases a verbal description using all the richness of language
and even drawings were a preferred way to represent and share knowledge, e.g., when Alexander Humboldt explored
Central and South America in the 18-th century when no camera existed. Scientists of this era had to paint and
draw (see, e.g., the work of Georg Forstner1) or they wrote prose as, e.g., Johann Wolfgang Goethe2.

Nowadays, as a consequence of the technical revolutions, it is much simpler and common to create a digital
representation of the real world which can be analyzed by a manifold of measurement procedures and mathematical
treatments. Furthermore, many properties of individual entities can be recorded over time. If a continuous
recording is not possible we use a discrete approach based on snapshot series (e.g., one image per time step) or
simply ordered series of data points. In order to study the dynamics of a system we must guarantee the right order
of all observations. This means, the time of the specific measurement must be known as accurate as possible. All
information regarding time intervals and resolution is an example for implicit usage of metadata.

Time series analysis means: a series of chronologically ordered data points (measured values) has to be combined
with all information required for contextualization. A series of values for which a start time t0 and a constant time
offset interval δt is known is called equidistant time series. The number of available data which can efficiently
be handled and the affordable time resolution define natural limits for data analysis and information retrieval
procedures.

5.1.1. Continuous vs. Discrete Time Series
Many properties of nature are described by analytic functions. Such a mathematical representation is helpful
primarily for theoretical investigation and furthermore for analytic models. In general, an analytic model is a set
of formulas, which describe the behavior of a system as a function of time or any other parameter. Since many
different influencing parameters can be included, even if they can not be known exactly upfront, they can be
estimated based on regression on measured data. Finally, the desired models allow predictions about the future
behavior of a system. In general, a time-dependent property exists in continuous time.

For practical reasons, time series are discretized. Discretization of continuous values happens automatically
during the measurement process and is predominantly influenced by the measurement device. Because the time-
dependent analytic function is evaluated only at discrete times we loose information during the discretization
procedure. Evaluating the function means here, that either a value ycalc(t) is calculated for time t or a measurement
ymeasure(t) is available at time t. If no data is available, usually zero is recorded, which is a fundamental problem if
zero is also a valid value which could be measured. In this case it is not possible to distinguish, if the value exists
and is zero or if a value is not available at this time. The measurement procedure can include post processing
steps, such as re-sampling. In case of simulations, one has to discretize the data because digital devices such as
computers can not handle continuous values. Although analog computers have several advantages, e.g., they can
be used to solve ordinary differential equations (see [111]), they are not very common in recent data analysis and
large-scale simulation applications.

1His drawings are presented in the National History Museum in London and also published in several books. More Details about G.
Forstner can be found on Wikipedia.

2Examples are available online: http://www.zeno.org/Literatur/M/Goethe,+Johann+Wolfgang/Naturwissenschaftliche+Schriften

26



Chapter 5. Mathematical and Computational Methods 27

During the discretization procedure the indefinite number of possible times is replaced by a definite number of
discrete values. The discretization is usually done in time or space, or both. Usually, a time series consists of a
list of (measured) values, i.e., the time series data, and additional metadata. Metadata enables interpretation of
the values in the right context.

Aris et al. [112] investigated advantages and disadvantages of several representations of event time series. Their
work is relevant especially for large time series data sets, since the representation has a major impact on the overall
performance of analysis procedures.

Mörtl et al. [113] designed a continuous dynamical process utilizing both continuous phases and discrete events
in a unifying view. Events are important for segmenting complex trajectories into primitives. Such primitives are
introduced as anchoring points for enhanced synchronization modes. They study the effectiveness of the designed
behavior by objective measures of phase and event synchronization. More details about event time series follow in
section 5.1.3 later in this chapter.

5.1.2. Modeling Time Series
A simple theoretical model of a time series - taken from the book ”The Analysis of Time Series: An Introduction”
[114] - is described by:

y(t) = A(t) +B(t) + C(t) +D(t) (5.1)

where A(t) is a seasonal variation of a specific period, B(t) describes trend variations, C(t) describes cyclical
variations which correspond to recurring factors, and D(t) covers all random variations, such as random extreme
events which are not already covered by one of the three previous terms or noise of a particular type. Practical
applications are based on scalar data, measured at discrete times (see above).

A time series model is useful to represent a natural process by calculating the values y(t) for any given t. Future
values of a variable can be calculated more or less precisely, depending on the type of the underlying process and
the knowledge about the system. In deterministic systems, the future position of an object can be calculated by
equations of motion. But as soon as an unknown event occurs or a previously not considered factor influences the
system in addition to all already covered influences, the results of such a prediction are not precise or even useless.

In general, applications of models derived from data, are only valid in the context of several, often limiting,
assumptions, e.g., existence of a stationary closed system. Terms A(t), B(t), and C(t) describe deterministic
processes. The third term, D(t) is part of a second class of processes. Random processes are found in nature very
often. Brownian Motion, and Random Walk are important examples of random processes and have been studied
intensively.

An alternative to the representation of a phenomenon in the time domain, is the frequency domain. A transfor-
mation between both complementary domains is given by the Fourier transform F and inverse Fourier transform
F−1. Many applications use Fourier transform combined with filters for segregation of a system into different
subsystems. The length T of a time series - the time range between the first and the last data point - and also
the resolution ∆t - which is the distance between consecutive data points - influence the minimum and maximum
frequencies measurable in a time series, fmax = 1

2∆t , fmin = 1
T . In general, some information about the underlying

process gets lost during the measurement because the length of the time series, the resolution, and the bandwidth
of the Fourier spectrum are limited by technical and practical reasons.

As mentioned before, spectral filters are applied in order to isolate or separate individual coexisting aspects of
processes. Such aspects can be decomposed by band filters, e.g., to separate individual bands of EEG time series
(for more details see, e.g., section Method Summary in Bashan et al. [22]).

The frequency ranges of the relevant bands depend heavily on the domain one studies. In our case, the Wikipedia
edit activity is recorded with a time resolution of one ms and for access activity hourly data is available. For a
better understanding of the edit activity, the shorter intervals are very helpful, but a direct comparison of both
aspects is not possible in this way. On the other hand, weekly and daily activity cycles can be found in Wikipedia
using this data.

Even in the case of data about financial markets we have to deal with lots of limitations. Publicly available data
is limited to daily resolution. This makes the data in general comparable with data obtained from Google Trends,
which has the same time resolution. But relying on daily closing prices is very dangerous. It also leads to wrong
assumptions about the market, or to wrong conclusions (see page 323 in ”Fraktale und Finanzen” by Mandelbrot
and Hudson).

According to [115] the Piecewise Linear Representation (PLR) is perhaps the most frequently used representation
of time series for mining time series databases. The procedure, which creates such a piecewise linear representation
is called segmentation. Especially in the context of similarity analysis it is a good practice to represent a time
series by a set of motives3. Such motives can be simply linear approximations of the time series or even polynoms
of a higher order. The DFA method (introduced in section 5.3.2) uses also segmentation, but instead of reducing
the data to a small number of parameters per segment, the DFA works on residuals after removing the trends from
each segment. Thus, DFA can be seen as complementary approach to plain motive analysis.

3Motives can be of any shape, not only linear approximations of the function.
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Eq. 5.1 combines deterministic and stochastic processes. A purely stochastic approach is the decomposition of the
time series into a permanent and a transitory component, also known as the Beveridge Nelson Decomposition. This
method was introduced by Beveridge and Nelson [116] in order to study business life cycles based on economic time
series. They state: ”... a large number of studies has shown that many economic time series are well represented
by the class of homogeneous non-stationary ’ARIMA’ processes. In such a process, the first differences are a
stationary process of autoregressive-moving average form.” In many cases, a transform to natural logs is required,
before the first differences are stationary [116], see also section 5.2.5. The benefit of this model is that at any
given time only values from the past are required. This avoids extrapolation problems associated with two-sided
filtering methods such as centered moving averages [116]. Since the decomposition depends only on the past, the
calculation can be done in real time.

5.1.3. Event Time Series
For this work, we had to distinguish between discrete time series (evenly spaced) and unevenly spaced event time
series (ETS) based on data availability. As long as events are not really discrete, a lower sampling rate can be used,
but according to the Nyquist–Shannon sampling theorem information is lost if expected duration, and sampling
rate do not match. Due to sampling it is also possible to loose the precise time of the event.

For social media data this seems not to be a problem but in technical use cases and for intra-day trading the
exact timing is of high importance. Using ETS solves this problem. Each value is stored in a list with an exact
timestamp. This also reduces required storage especially if only a few sporadic events have to be handled. But
event time series are not efficient for continuous values.

Figure 5.1.: Transformation of discrete equidistant time
series to ETS. A node property (e.g., access activ-
ity a1(t), light gray) represents one element from
an ensemble of 100 elements (〈a(t)〉, dark gray).
All ensemble members are random processes with
Gaussian distribution (µ = 10.0 and σ = 1.0).
Events are generated if a threshold is exceeded.
Dynamic thresholds are ±σ in this case (blue and
red curves).

A detailed investigation of efficiency of different
event time series is presented by Aris et. al. in
their article Representing Unevenly-Spaced Time
Series Data for Visualization and Interactive Ex-
ploration [112]. They discuss the challenges for
unevenly-spaced time series data and compare the
following four methods: (a) sampled events, (b)
aggregated sampled events, (c) event index, and
(d) interleaved event index.

They describe the advantages and disadvan-
tages, choices for algorithms and parameters, and
compare the different methods regarding perfor-
mance. We consider this document as a guideline
for further improvements of the Hadoop.TS soft-
ware package [11].

ETS can have a natural origin, e.g., different
things happen at distinct points in time. ETS can
be obtained by transforming a continuous time
series as shown in figure 5.1, e.g., if peak detec-
tion algorithms are applied in order to find events
based on patterns and logical rules.

Such events have to be characterized by spe-
cific parameters (threshold, peak form, motive,
and time scale) and their time stamps. The time
stamp describes when the event occurs and thus
it can be the beginning, the center or the end of
a particular pattern or even the time of a charac-
teristic property such as a minimum or maximum
value.

Threshold based transformation of continuous time series to ETS: The time, when a continuous variable
exceeds the threshold defines an event. The direction can also be used to provide further information, such as
categories of events (see olive and orange spike trains in figure 5.1). For an ensemble of time series we use the
following mathematical expression: e(t)∃ : ai(t) > n·σ(a) to define individual events based on the group properties.
Figure 5.1 shows one example out of a set of 50 time series in light gray together with the ensemble average in
dark gray. With n = 1 the upper and lower boundaries are given by 〈a1(t)〉 ± σa respectively.

The number of events divided by total time (length of the interval) is called event density. This allows an
equivalent usage of ”density” and ”event count”.

One has to be careful, if different data sets with different aggregation properties such as start and end time,
length, and bin with from different sources should be combined. In case of different filter methods the data sets
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would be incompatible. Furthermore it is recommended to verify the calibration functions for every metric on each
new data set.

Dynamic thresholds are shown as blue and red curves in figure 5.1. Such critical boundaries are derived from
the probability distribution function for time interval i. They are defined by (u, l)i = 〈a(i)〉 ± n · σa(i). Resulting
ETS contain the time stamp together with a constant value of one (see olive and orange spike trains) to indicate
only the occurrence of an event. A scalar value is useful to to express also the criticality of the event, not just its
existence. An aggregation time ta = 7 defines the time interval during which individual events are aggregated in
order to create a continuous signal from event based data. The result is a smoother equidistant time series which
represents activity as raw data but now based on events (olive and orange dotted lines) instead of the full data set.

5.2. Data Cleaning and Preparation
Data sets are not always as clean as expected. Due to technical problems some values can be wrong or absent.
Domain specific effects - such as externally influenced patterns (also called exogenous influences) - can lead to
variations in the data, which do not reflect the real properties of the underlying process, one wants to study. E.g.,
if we are interested in the dynamical properties of attention paid to web resources it is not enough to measure click
rates only. E.g., a jump in activity can be caused by a real increase of interest in a topic, but also by additional
access channels which just connect more users that have already been interested in that topic long time before.
This illustrates that it is highly relevant to understand the context of the system one studies.

Time series pre-processing aims on providing the right data - which means the right time series data, grouped
according to a particular research question - in an appropriate representation for further analysis procedures.

If data points are missing, one can try to fill the gaps based on simple assumptions, such as using average values
based on a comparable time interval, or simply by interpolation on existing data. In general, such preparation
operations are not part of the analysis procedure, rather they belong to the measurement process. If the measure-
ment procedure can not be controlled, the measured results are not reliable and additional steps can not lead to
trustworthy results. Thus it is very important to use only reproducible operations during the data collection and
pre-processing phase and in addition to keep all raw data for later checks and validation.

If data comes from different domains it is important to identify the right transformations which allow a com-
parison. Two common approaches are ”zero-transformation” and ”first differences”. For time series modeling
algorithms such as the AR, MA, or ARIMA processes it is also important to provide stationary time series.

5.2.1. Standardization
Time series can only be compared to each other if properties like mean value, standard deviation, or even both
are in the same range. In order to achieve this, a processing step called normalization, also known as ”zero-
transformation”, is applied. Via a linear transformation of all samples of the time series a normalized time series
ynorm(t) is calculated: ynorm(t) = (y(t)− µ)/σ with µ = 〈y〉 and σ =

√
〈y2〉 − 〈y〉2. The result ynorm(t) has mean

zero (µ = 0) and unit standard deviation (σ = 1).
Other relevant standardization approaches are Gaussian, uniform and linear standardization. For the Gaussian

and the uniform standardization a rank ordering function from the sample marginal distribution to a Gaussian
distribution (uniform distribution respectively) is applied. In case of a linear standardization the value range is
computed via a linear transformation so that the minimum is transformed to 0 and the maximum to 1.

5.2.2. Detrending
Especially if linear, polynomial, or even periodic trends can be identified clearly, they should be removed from the
original data before a deeper analysis with a focus on non-deterministic aspects starts.

Knowledge about such trends is valuable because they allow a classification of the system elements which are
related to them (see section 7.2.1 for more examples). After such trends have been removed one can separately
analyze signals and noise or better to say the deterministic and stochastic part. Figure 5.2 shows three access-rate
time series for Wikipedia pages (a,c,e) and their weekly trends (b,d,f). Since all pages are from the same language
we can not see a time delay for the nightly access minimum. The influence of extreme events is visible also in the
weekly trend patterns, in (d) on Sunday, and in (f) on Wednesday and Thursday.

Cyclic patterns have already been found by Yasseri et al. [117] in Wikipedia edit-event time series. Our report
about the Swedish Wikipedia project [10] shows such activity cycles also for Wikipedia access-rate time series. We
found two typical patterns: (a) weekly, and (b) daily patterns. Both are superposed. The daily pattern is caused
by human life style or sleep patterns. Seasonal effects, content specific usage patterns, and cultural influences are
the reasons for the overlapping patterns on multiple time scales.

Furthermore, a procedure called ”whitening” is used to remove trends from time series (see Friston et al. [118]).
First, a model is extracted from the data, and than, based on the parameters which are used to describe the trend
all the time series are cleaned by subtracting the trends. This approach can only be used if all time series are
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Figure 5.2.: Examples of Wikipedia access-rate time series and weekly trends. (a,c,e) show Wikipedia
access-rate and (b,d,f) weekly trends obtained for individual time series of three selected articles with
(a,b) rather stationary access-rates (topic ’Illuminati (book)’), (c,d) an apparently endogenous burst
of activity (peak on May 7, 2009, topic ’Heidelberg’), and (e,f) an exogenous burst of activity (topic
’Amoklauf Erfurt’ (shooting rampage); it peaks on March 11, 2009, as another shooting rampage
occurred in Winneden). The left parts show the complete hourly access-rate time series (from January
1-st, 2009, till October 21-st, 2009; i. e. for 42 weeks = 294 days = 7056 hours) with numbers in the
plot giving the height of peaks truncated to show baseline fluctuations. The gap around t = 1200h is
a systematical disruption and was found in all records. Parts (b,d,f) show weekly average access-rates
with hourly resolution. Note, that the peaks from the left panels (c,e) overlap with daily cycles (d,f)
on specific days (Sunday in (d) and Wednesday to Thursday in (f)).

expected to show the same fundamental properties which are represented by the selected model. Friston et al.
[118] discuss the whitening procedure and the related bias which can be introduced by it in more detail. They
show that: ”(i) whitening strategies can result in profound bias ...” and that ”(ii) band-pass filtering, and implicitly
smoothing, has an important role in protecting against inferential bias.”

In case of Wikipedia we found, that trends are very different between pages from different topics and languages.
Multiple time zones and a variety of usage contexts lead to different weekly trends. Because of this we decided to
remove such trends on a per-node level.

The second new approach we introduced in this work is contextual detrending (see figures 7.3. and 7.4. in
chapter 7). This approach is a normalization technique based on the local neighborhood defined by content
semantics and local link structure.

5.2.3. Time Shifts and Gaps

Data sets from different domains can contain different features which can cause multiple side effects. In our case
study in chapter 15 we use data form Wikipedia and from stock markets. While the Wikipedia access and edit
history is available for all days - except during periods of unpredictable system failures - the stock market activity
is limited to trading days. Periodically, during the weekends there is no trading activity, and bank holidays also
interrupt this activity. Ignoring such days would lead to information loss and wrong results.

One can expect a different behavior of people before or after such special non-trading days. If such days are
simply ignored, we would have to ignore also the available data from the second domain, e.g., hypothetically we
can think about the following scenario: private traders (non professional trading persons) use Wikipedia and other
online systems to collect information about stock markets before they buy or sell. During the weekends or on
official holidays, they probably have more time available for such information consumption activities. If this is
true, we would miss the increased activity which is related to changes in the trading data during the next time
period. This indicates how important the right alignment of time series from different domains is. Our approach
is to fill the gap with the average value of the two surrounding values before and after the gap.



Chapter 5. Mathematical and Computational Methods 31

5.2.4. Stationarity of Time Series

A time series is called stationary if there is (a) no systematic change in the mean value (no trend), (b) no systematic
change in variance, and (c) no periodicity. All individual sections of a time series (called episodes) show comparable
properties if the time series is stationary.

Stationarity also depends on the length of the episodes. Short episodes can be interpreted as quasi stationary,
since no trends and no periodicity exist on that selected scale. But especially for short windows the statistical
significance of results can be the limiting factor. The nature of the process has a strong impact on stationarity on
longer time ranges.

The average and standard deviation of a time series allow identification of purely random processes. In this
case, both are constant. In case of a random walk, which is a non-stationary process with time-dependent average
value and standard deviation, the series of first differences is stationary. Such transformations are also common in
financial data analysis. The next section explains in more detail why so called log returns are used instead of raw
returns or raw prices for portfolio analysis.

5.2.5. Preparation of Financial Time Series Data

Levels of stock prices are very different. They range from less than $10 to $1000 within one index (a group of
stocks representing a market) during one year. Absolute values and absolute differences can not be compared well
in this case. In order to be able to analyze relationships between such time series we need normalization. The
preferred way to normalize the data is using relative changes. Hence, let us define the return ri at time i: where
pi and pj are the prices at times i and j ≡ (i− 1): ri = pi−pj

pj
. Because the prices are not stationary, returns are

used instead.
Furthermore, the assumption of a log normal distribution of prices means that log(1+ri) is normally distributed.

If this assumption is true we can apply cross-correlation analysis to series of log returns.
Figure 5.3.a shows stock prices for two German companies, Adidas, and Deutsche Bank - both included in the

stock index DAX.
In general one can not assume an ideal normal distribution of log-returns but rather a stretched exponential

distribution or even a power-law distribution with tails [119]. The reason is the existence of extreme returns which
follow a power law and also a dependency on the aggregation length (see [120]).

In order to test for a log Gaussian distribution we fit a parabola in double logarithmic scale (see figure 5.3.b).
Differences identify the tails of a potentially existing power law distribution. Those differences are related to
non stationarity. They are not caused by trends in this case. Because of this we are not able to eliminate them
by detrending methods. Such non stationarity should not have heavy influences if cross-correlation is applied to
relatively short sliding windows, but in case of very long time series, the result would be dominated by the higher
values. For increased time series length one would also not find a converging stable result because of fat tailed
distributions.

Figure 5.3.: PDF of financial time series: Although daily stock prices pt are available, log-returns log(ri) are
used, rather than price pt or raw returns rt. The return rt at time t is defined as the relative price
change pt−pt′

pt′
since the last time t′ = t − 1. This leads to an implicit normalization and allows a

direct comparison of all components of a stock index, even if their price level, trading volume and
contribution to the index differ. (a) Probability of prices pt with log-normal fits. (b) Distribution of
log-returns in log-log plot (black curve) and a parabola (blue curve) for comparison with a Gaussian
distribution.
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5.3. Univariate Time Series Analysis
This section covers time series analysis methods applied to single time series, called univariate time series analy-
sis. Univariate analysis provides properties of individual objects. Multivariate analysis for link reconstruction is
introduced in the next section and the formalism for network reconstruction is explained in chapter 9.

Our initial approach for describing and analyzing complex systems was primarily based on time series data
which describe individual properties of single elements as a function of time regardless if there are correlations
or dependencies between these objects. A time series contains data obtained from one individual thing. If links
between such entities physically exist than one can also measure the properties of those links as a function of time.
Examples of properties which describe links are the density of traffic on roads in urban road networks or the delay
probability for flights in air traffic networks which both can vary over time. In some cases, the link properties are
not directly accessible and have to be calculated from pairs or triples of time series as described in chapter 9.

Univariate analysis provides measures which can be assigned to a node or a link of a network as a weight.
Especially if individual node properties should be taken into account weighted networks and thus also weighted
measures are important. Weighted network measures address variability and dynamics of system elements and
system structure. Wiedermann et al. [121] provide a detailed discussion about their new weighted network measures
in the context of climate network studies.

In order to study the dependency between function and structure of complex systems it is important, first to
create the appropriate time series representation and second, to select the right metric or measure for correlation
or dependency analysis. Depending on the kind of network one studies, it is helpful to investigate the properties
of individual elements by univariate analysis methods before a detailed topological analysis starts. This allows one
to identify categories of comparable nodes regardless of internal structure and topology.

Some analysis methods can only be applied to, e.g., stationary time series. If such specific properties are required,
additional transformations have to be applied to the raw data. If a process is stationary or not can be found out
by analyzing the average values, variances, or auto-correlation. Time series with inherent trends can be detrended
or analyzed via methods which include detrending (like detrended fluctuation analysis). A common approach is
simply to fit a linear or polynomial function which is then subtracted from raw data series to prepare for residual
analysis (see whitening in section 5.2.2). If no simple model can be found it is very handy to detrend by periodical
averages, such as daily, weekly or monthly averages as described in the previous sections.

5.3.1. Autocorrelation
The autocorrelation C of a stochastic process describes the correlation between values of the process at different
times t, as a function of the time lag s. It is important to note that sometimes, the term is used interchangeably
with autocovariance, which is confusing since both are not the same. Autocorrelation is the result of normalizing
the autocovariance function.

Let x be some repeatable process, and t be some point in time after the start of that process where t is an integer
for a discrete-time process or a real number for a continuous-time process. Then xj(t) is the realization produced
by a given instance j of that process at time t.

The autocorrelation function is calculated for a range of time lags s by calculating the Pearson correlation for
the original time series with a shifted time series. The analysis begins with a subtraction of the average value
∆xj(t) = xj(t) − x̄j with x̄j = 〈xj(t)〉 = 1

L

∑L
t=1 xj(t). Here, L is the length of the considered jth time series

(xj(t)). Then the autocorrelation function is calculated for various time delays s (see, e. g. [122]),

C(s) = 1
〈∆xj(t)2〉(L− s)

L−s∑
t=1

∆xj(t)∆xj(t+ s) (5.2)

If the ∆xj(t) are uncorrelated, C(s) is fluctuating around zero for s > 0. For the relevant case of long-term
correlations, C(s) decays as a power law for large s characterized by a correlation exponent γ,

C(s) ∼ s−γ , 0 < γ < 1. (5.3)

A direct calculation of C(s) is often hindered by unreliable behavior of C(s) for large s due to finite-size effects
(finite L) and non-stationarities in the data (i. e. a time-dependent, not well-defined average 〈xj(t)〉 that changes
with the considered length L). Such trends in the time series cause misleading results, e.g., a very slow decay.
Such a slow decay is either an indicator for existing autocorrelations or for non stationary time series. Hence, this
method works well only for short time lags, and thus it can not be used to identify long-term correlations.

5.3.2. Detrended Fluctuation Analysis (DFA)
The DFA method was introduced by Peng et al. [28] in order to overcome these obstacles. As an alternative to
autocorrelation analysis the DFA method reveals long-term correlations in noisy, non-stationary time series. It has
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Figure 5.4.: Illustration of the detrending procedure in the detrended fluctuation analysis. The figure
is based on figure 1 in [29].

become a widely used technique for the detection of long-term correlations in different fields including medical,
climate, and economic data analysis.

For more detailed discussions of the method and its properties see [29, 122]. In general, the DFA procedure
consists of the following five steps (see also figure 5.4):

1. calculate Yj(i) =
∑i
t=1[xj(t)− 〈xj(t)〉], i = 1, . . . , L, the so-called ’profile’ (blue curve),

2. divide Yj(i) into Ls = int(L/s) non-overlapping segments of equal length s (black vertical lines define
intervals),

3. calculate the local trend for each segment by a least-square fit to the data, where linear, quadratic (red
curves), cubic, or higher order polynomials (conventionally called DFA1, DFA2, DFA3, . . .) [32] are used in
the fitting procedure,

4. determine the variance F 2
s (ν) of the differences between profile and fit in each time segment ν of s data

points (green curve),

5. calculate the average of F 2
s (ν) over all segments ν and take the square root to obtain the fluctuation function

F (s).

Multiple iterations with segments of different s are necessary to determine the dependency of F (s) on the
time scale s. For long time series this is a time consuming procedure which fits well to the distributed approach
supported by our software package. Usually, F (s) increases with increasing s. If data xj(t) are long-term power-law

Figure 5.5.: (a,b) illustrate the impact of transformation and filtering of raw time series on F (s). The
black curve shows the fluctuation function F (s) for raw access activity time series for Wikipedia page
Formula One. The red curve shows F (s) for the logarithm of raw time series and the blue curve shows
F (s) for detrended time series (weekly averages are removed) for a group of nodes in (a) and a single
node in (b). (c) shows a comparison of the fluctuation coefficient α for different scales (R1, R2, and
R3) as marked in (a) and (b) for the detrended time series.
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correlated according to Eq. (5.3), F (s) increases, for large values of s, as a power-law [28, 29, 122]

F (s) ∼ sα, α = 1− γ/2. (5.4)

The fluctuation exponent α is calculated by a linear fit applied to a plot of F (s) as a function of s on double
logarithmic scales (see figure 5.5.a and 5.5.b).

For long-term correlated time series one can find α > 0.5, and in the case of α = 0.5 the data is uncorrelated.
Especially for sparse time series, like event time series, one cannot apply DFA. This is why return interval statistics
is applied.

5.3.3. Return Interval Statistics (RIS)

Figure 5.6.: For three different thresholds qi the
statistical properties of the inter event
times ri are analyzed in RIS. The figure
was taken from Eichner et al. [126]

Return interval statistics (RIS) represents an alterna-
tive approach to identify correlation on multiple scales
in time series. RIS is not as popular as the DFA method
to study properties of non-stationary processes. Espe-
cially for sparse event time series it is possible to iden-
tify long range correlations by RIS. Long-term memory
effects in dynamic systems are identified based on the
analysis of return intervals between extreme events that
exceed a given threshold. In case of a sparse event series,
each occurrence of an event is defined by the time stamp
directly, and in case of continuous time series we use a
parameter q to define a threshold as shown in figure 5.1.
and figure 5.6.

Depending on the properties of the underlying system
the distribution of inter-event times can follow a power-
law distribution, a Poisson distribution, a stretched ex-
ponential distribution or even a bimodal distribution like
it was shown recently by an analysis of telecommunica-
tion data of human interaction events [127]. To describe
the recurrence of events exceeding a certain threshold q, i. e., xj(t) > q, one investigates the statistics of the return
time intervals r = t2 − t1|xj(t1) > q ∧ xj(t2) > q ∧ xj(t) ≤ q|t1 < t < t2 between such events at times t1 and t2. In
uncorrelated time series (’white noise’), the return intervals are also uncorrelated and distributed according to the
Poisson distribution,

Pq(r) = (1/Rq) exp(−r/Rq), (5.5)

where Rq is the mean return interval 〈r〉 for the given threshold q. For long-term correlated data, on the other
hand, a stretched exponential distribution

Pq(r) = aγ
Rq

exp[−bγ(r/Rq)γ ] (5.6)

has been observed [22, 23, 24] where the exponent γ is the correlation exponent from Eq. (5.6), and the parameters
aγ and bγ are independent of q [24, 126]. In order to compare time series with different average inter-event times
Rq the normalized distributions Pq(r)Rq of return intervals r between events exceeding the different thresholds q
have to be used.

RIS and DFA are related to each other. The next section shows how the exponents γ and α can be used for a
comparison of the correlation properties of continuous and sparse time series, see also figure 5.7.

5.4. Multivariate Time Series Analysis
Multivariate time series analysis is applied to pairs or tuples of time series, e.g., to calculate link strengths for
correlation networks. Such correlation networks are also called functional networks and describe functional or
dynamic aspects of complex systems.

Many of the approaches used in this work are widely accepted. Anyway, it is very important to remember their
specific advantages and also their limitations. Cross correlation (CC) or Pearson correlation should not be used
as a universal approach of link reconstruction for functional networks without deeper investigation of raw data or
calibration. Analysis of the features of the used data and a reasonable large number of time series pairs are required
to identify significant functional correlation between or inside complex systems. Only linear dependencies can be
identified using CC. Non stationarity, extreme events and cyclic patterns have also a negative impact on the results
and can make them useless. In such cases - in general in case of non linear dependencies - it is useful to apply rank



Chapter 5. Mathematical and Computational Methods 35

0 1 2 3 4 5
-2

0

2

4

6

8

10

 

 

log
( F

(s)
 )

log( s )

a)

0 1 2 3 4

-2

0

2
b)

 

 

log
( 

R
q 

* P
( 

r /
 R

q) 
)

r /<Rq>

Figure 5.7.: Comparison of RIS and DFA. For two surrogate data sets (uncorrelated: red circles, correlated
with γ = 0.2 according to Eq. (5.3): olive diamonds) results of both methods of long-term correlation
analysis are shown: (a) DFA of order two, and (b) RIS. Lines indicate the theoretical behavior according
to Eqs. (5.4)-(5.6) - red line: α = 0.5 in (a) and simple exponential in (b), olive line: α = 0.9 in (a)
and stretched exponential in (b).

correlation, such as Spearman, and Kendall correlation. Another promising approach is the Event-Synchronization
method. The shear variety of possible measures and possible combinations requires a generic analysis framework
as described in the next part (the main part) of this work. Hence, a more specific discussion about link strength
calculation and significance tests is provided in chapters 9 and 10.

In general, time series pre-processing is done to obtain stationary time series for further analysis (see section
5.2). Such transformed time series still represent the original process but not completely. In general, time series
are never a complete representation of a process but always one with less dimensions compared to the original
process. This is because information, e.g., trends are removed or because both, the sampling rate, and the length
of the time series are limited for technical and practical reasons.

After detrending, analysis results will be related to the stochastic part of the process. If trends are extracted,
they can be analyzed independently (see section 7.2). Trends can also be correlated. Separation of the deterministic
part (driven by trends) and the stochastic part provides two different views but one has to be careful in this case,
since not only stochastic components remain after detrending. If one aspect is removed from the raw data than
the remaining data is only stationary, if no other aspect (no other trend on a different scale) coexists.

Especially if seasonal aspects and cultural aspects overlap, one can identify such trends on multiple scales, e.g.,
in the access-rate time series for the Wikipedia page about Formula One we could clearly identify overlapping
yearly, weekly, and daily patterns.

Pereda et al. [131] use multivariate time series analysis in neurophysiology with the aim of studying the relation-
ship between simultaneously recorded signals. They build on recent advances of information theory and nonlinear
dynamical systems theory. This means various types of synchronization between time series enable them to assess
the existence of nonlinear interdependence between signals. The concepts they evaluate are: phase synchronization,
generalized synchronization, and event synchronization (see section 5.4.3).

In general one has to bear in mind that one does not know many details about the internal structure of the
system. Thus, it would be wrong to expect only linear dependencies between the elements under consideration.
Radebach [132] uses a nonlinear approach, called mutual information (MI) instead of Pearson correlation to define
the association between nodes in climate networks. This also allows one to overcome the limitations of CC.

It is important to note that statistical methods, e.g. Pearson correlation and mutual information analysis (see
section 5.4.4), in general reveal inter-dependencies. The correlation value obtained from Pearson correlation has a
sign, but this sign is not related to the direction of the relationship between two time series. Contrary to this, event
synchronization gives a synchronization strength Q and direction information q from which directed networks can
be reconstructed.

5.4.1. Cross-Correlation
In case of a linear system, the input and output variables, represented as time series, are related to each other by
a linear model y(t) = m · x(t) + n. If such a linear relation exists between the two signals it can be analyzed by
Pearson correlation analysis. The Pearson correlation coefficient was introduced by Pearson in 1846. Hauke and
Kossowski [133] compare cross-correlation and rank correlation on the same sets of data. As mentioned already in
the previous section, some good reasons exist to be careful in using this approach.

Here in our analysis framework we use Pearson correlation analysis in order to measure the similarity of two
time series. A linear dependency with no time delay would lead to a high correlation value.
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The co-variance function Rxy(τ) is defined as a convolution, which is a mathematical operation on two functions
x(t) and y(t) with 〈x〉 = 〈y〉 = 0. For each value of τ (see s in Eq. 5.2 and Eq. 5.3) one obtains a number which
expresses the overlap of both functions x(t) and y(t). The value of τ which corresponds to the maximum value of
Rxy(τ) is a typical measure for a time delay between two signals.

Rxy(τ) = (x ∗ y)(τ) =
∫ ∞
−∞

x(t) · y(t+ τ)dt (5.7)

For comparison of two time series, and if no time delay is assumed, one simply calculates the co-variance value
Rxy(τ = 0). This allows a quantitative interpretation of equality of the shapes of both time series. In case of
periodic signals of the same frequency, it would be possible to measure a phase difference. The cross-correlation
function for two continuous time series is defined as:

Fxy(τ) = Rxy(τ)
σx σy

(5.8)

In case of x(t) = y(t) (two identical time series) the cross-correlation function is given by the auto-correlation
function: Fxy(τ) = C(τ).

In case of discrete time series the cross-correlation function is defined as:

Fxy(τ) = 1
σxy(L− τ)

L−τ∑
t=1

∆x(t)∆y(t+ τ), (5.9)

with σxy =
√
〈∆x(t)2〉〈∆y(t)2〉. The parameter τ determines the time delay between both time series, and again

∆x(t) = x(t)− x̄ and ∆y(t) = y(t)− ȳ.
It is important to note, that a high or low cross-correlation value does not allow a conclusion about causal

relations.
Because the signals can vary heavily which causes different variances a normalization is applied in the cross-

correlation function. To study the time dependence of the cross-correlation in very long time series one can apply
sliding window techniques. Usually, overlapping time windows are used to get smoother results.

Furthermore, we implemented a slightly different approach when studying Wikipedia access data. First we split
the time series into an ordered set of N non-overlapping episodes with length l. For this case we define the modified
cross-correlation function ϕT (0) as (see also [134]):

ϕT (τ = 0) =
∑24h(1+T )
t=1h+24h·T

(
x(t)− x

)
·
(
y(t)− y

)√∑24h(1+T )
t=1h+24h·T

(
x(t)− x

)2 √∑24h(1+T )
t=1h+24h·T

(
y(t)− y

)2 (5.10)

T is the index for the day and τ = 0 means that no time delay between the two signals is considered. For daily
analysis l = 24 hours and the number of elements in the set is N = 7 for one week or N = 30 for one month.
Instead of simply averaging the cross-correlation coefficients for all episodes in each set, the median value is taken
from the sorted list of coefficients in the particular group to reduce the effect of outliers. More details can be found
in [134].

5.4.2. General-, Spearman-, and Kendall-Correlation-Coefficient
In many cases, especially if not enough data is available and if the value pairs are not taken from a bi-variate
normal distribution it is not possible to identify the correlation between two time series in a reliable meaningful
way by using Pearson correlation. This is why two alternatives, Spearman rank correlation, and Kendall rank
correlation, are important for correlation analysis in large complex systems.

Spearman correlation (SC) is a non parametric measure of rank correlation. This means instead of calculating
the statistical dependence between the values of two time series, the rankings of values are compared. In this
way SC is like Pearson correlation of the rank series. As a consequence, SC can be used for data series with non
linear dependencies and for categorical values as well. High positive or negative values of the Spearman correlation
coefficient indicate a monotonically increasing or decreasing dependency between the two variables.

Another specific correlation measure is called Kendall-Rank correlation. The Kendall correlation only compares,
if the values of discrete observations are equal or not. This means, it can not be applied to continuous variables or
only after an appropriate discretization. But finally, both, Spearman- and Kendall-Correlation are special cases of
a general correlation coefficient, defined by Kendall in 1944.

Here we use the Pearson correlation (and variations of it) as similarity measure and for calculating functional
links from time series data which define networks for several time scales at discrete points in time.
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The role of rank correlation in network dynamics: Using traditional network analysis algorithms we
assign to each network node a value which describes its importance - called rank of a node. Now, using the rank
correlation methods we can identify how stable the system is over time. The entire system has an internal structure,
represented by the links. Links can change very fast and a changed degree distribution function reveals a changed
internal structure. But could we conclude the opposite as well? Is a stable degree distribution an indicator for
a static network? This is not the case. Links can fluctuate internally, and the overall structure is the same over
many time steps, even if multiple nodes contribute differently. By tracking the rank of nodes beside the degree
distribution we have a second representation for the entire system.

Finally we are able to describe the time evolution of the entire system by two time series: one for rank correlation
coefficients, and a second for parameters which describe the degree distribution at each point in time where
the network was obtained from the activity time series of the corresponding time interval. Even in cases of a
systematic change in the environment around a network the internal structure and the node ranks should not
change significantly if the network is not affected by the external influence. Changing node ranks indicate a
response of the system to any existing stimulus.

5.4.3. Event Synchronization
In general, correlation analysis is used to quantify how well two processes are aligned to each other in the time
domain. Depending on the nature of the processes one has to study individual pairs of events or one can use
simplified representations, such as periodical functions. Hence synchronization can be detected if for two processes
coincidence in timing or phase can be measured.

Event series are usually not used to describe periodic processes. However, event synchronization (ES) compares
the time delays between pairs of events from two different processes, especially if no periodicity exists in both.
ES is a simple and efficient algorithm, which operates on pairs of sparse event time series4. Quiroga et al. [135]
introduced ES in 2002 to study neural spike trains in EEG signals. Malik et al. applied this method to data about
monsoonal rainfall [136, 137]. Another approach for synchronization analysis is given by Mörtl et al. [113]. They
use events as anchoring points to segment trajectories in order to improve synchronization modes. In this way,
they create a unified view. This view consists of continuous phases and discrete events.

One of our sub projects was done in order to investigate properties and features of this promising method
before we use it to reconstruct correlation or similarity networks. The first experiment simulates a transition
between identical and independent time series, the second one covers the case of different event densities. Results
of conducted experiments will be discussed in section 10.5.4.

Motivation for event synchronization for Wikipedia analysis: Collaborative processes like the Wikipedia
edit process are the results of self-organization. The content creation process has a different nature if compared
with the crowd-based information access process, such as usage of Wikipedia pages by users and online or mobile
applications. One reason is, that both processes have a different audience. Changes to pages are not done so often,
in many cases less than once per month. Also the number of Wikipedia editors is not as big as the number of readers
or indirect users like automatic tools which have Wikipedia clients build in. Because of this, the edit event time
series are rather sparse and methods for dense or continuous time series like cross-correlation or rank-correlation
can not be applied.

To track the evolution and to compare the properties of Wikipedia pages at several discrete times, we imple-
mented a data structure called event time series (ETS). Such an ETS object contains the indexes or the time
stamps. Figure 5.8.a and 5.8.c show examples for low and very high event densities. Both, Wikipedia edit-event
time series and Wikipedia access-rate time series are the results of aggregation procedures. ETS can be visualized
in different ways, e.g., as shown in figure 5.8. The number of detected events during each measurement interval
or at each time step is shown in the top row. Because a useful data set inspection is not possible with this repre-
sentation a second plot is provided. The bottom row shows the cumulative event number (also called event index)
as a function of time. This means that the maximum value equals the total event number. Aris et al. [112] use
a comparable approach called event index and interleaved event index. During creation of ETS from complete
event collections some information is lost due to aggregation. Note that one can not reconstruct the original event
collections from ETS data structures. If multiple events occur at the same time or during the narrow time window
(which expresses the time resolution) we count the number of individual events in each window (see figure 5.9.a
and figure 5.1). Only the time stamp or the index of windows for which events have been registered are stored.
The time resolution used in common software solutions is milliseconds because this is also the default resolution
of the timer in common computer systems. In our study we use hourly resolution for practical reasons.

In case of high event density or high access-rates the series look more like discrete continuous time series. A
threshold based transformation, as illustrated in figure 5.9.a, can be applied to any time-dependent function to
create sparse event time series for faster processing.

4Aris et al. ([112]) discuss the advantages and disadvantages of four different representations of unevenly-spaced time series, especially
in the context of visualization. Sampling and aggregation reduce the required memory but introduce errors. Time differences are
not represented in case of time indexes, and the time axis is partially stretched by interleaved event indexes.
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Figure 5.8.: Visual comparison of two representations of event series. Visualization of two exemplary
time series (in different colors) with low (a,d), medium (b,e), and high event density (c,f) support
decisions about necessary pre-processing methods and possibilities for application of specific analysis
algorithms. (d,e,f) show the cumulative interval count for time intervals with 1 or more events (called
z) as a function of time. For sparse (ρ = 0.006/h) event series the curve deviates stronger from a
straight line (d) than for the ETS with 10 times higher density ρ = 0.06/h (e). The ETS with high
density (ρ = 0.6/h) (f) can be handled like a discrete time series of a continuous variable. In order
to apply ES analysis one has to provide a sparse ETS by using an event filter procedure and an
appropriate threshold as shown in figure 5.9.a.

The values of such dense series can be filtered with simple filter rules, e.g., if for a given pair of two consequent
values the first one is below and the second one above a certain threshold q one can interpret this as an event which
happened at time t1 +(t2− t1)/2. This filter approach is also used to define the inter-event times dependent on the
threshold q for RIS (see section 5.3.3). Instead of using a threshold one can interpret the change of the sign as an
event as well. ES analysis can easily be applied to data series if time stamps are already given in form of indexes.
Otherwise interpolation is required to define the time stamp of an event. Validation of results always requires a
transformation back into a human readable time representation. We found, that a reasonable way to handle the
time stamps is working with a time offset, defined as the time since a well defined time t0. An example is shown
in figure 3.c in [4]. There we present the measured data with a numerical equidistant index, which represents the
week since January 1-st, 2004.

The Algorithm

According to Quiroga et al. [135] i and j are two event time series with events occurring at times til and tjm. si
and sj are the total numbers of events in these series. The indexes l and m range from 1...si and 1...sj . In order
to find a quantitative measure which describes, if two series are synchronous based on co-occurrence of events. We
calculate how often an event in time series i precedes an event in time series j, or how often an event in time series
j precedes an event in time series i.

A time lag τ ijlm is used to quantify closeness or co-occurrence of two events. Figure 5.9.b illustrates the definition
of τ ijlm which is calculated as:

τ ijlm = 1
2 min

(
til+1 − til, til − til−1, t

j
m+1 − tjm, tjm − t

j
m−1

)
(5.11)

For different application contexts one can consider different definitions of τ . Using a constant global time lag τg
is an alternative, suggested by Quiroga et al. [135]. It can be defined as a minimum or average of all τ ijlm, keeping
in mind that the parameter is meant to avoid double-counting and thus should be sufficiently small.

Depending on the calculated difference between til and tjm, especially if it is less than τ ijlm, both events are
considered synchronous. We calculate the contributions for all event pairs J ijlm as:

J ijlm =

1 if 0 < til − tjm < τ ijlm
1
2 if til − tjm = τ ijlm
0 else

(5.12)
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Figure 5.9.: Creation of event time series (ETS). Sparse event time series are results of an aggregation of
spontaneous events or of a transformation. (a) shows the threshold based transformation of a continu-
ous time series into an event time series. Spike trains as explained in Quiroga et al. [135] and variables
used in Eq. (5.11) are illustrated in (b). Events of time series i are shown in black and for series j in
green.

Because til must occur either before or after tjm we can conclude that J ijlm + Jjiml must be 0 or 1. This takes into
account that all event pairs can be either asynchronous or synchronous.

For all pairs their individual contribution to synchronicity or asynchronicity J ijlm is aggregated as c(i|j):

c(i|j) =
si∑
l=1

sj∑
m=1

J ijlm (5.13)

We repeat this procedure to calculate also all contributions c(j|i) to cover both possible directions. The first
result is Qij . It represents the strength of event synchronization and is calculated as the sum of c(i|j) + c(j|i),
while subtracting c(i|j) − c(j|i) gives us the value qij , which represents the directional strength of the coupling
between both series:

Qij = c(i|j) + c(j|i)√
sisj

(5.14a)

qij = c(i|j)− c(j|i)√
sisj

(5.14b)

To normalize the values we divide both by
√
sisj , then the event synchronization strength Qij ranges from 0 to

1 where the maximum can only be reached if si = sj . The delay value ranges from qij = −Qij to qij = +Qij . If
Qij = 1 both series are completely synchronized because for every event in time series i, there is a synchronous
event in j. Qij = 0 means that the series are completely desynchronized. The delay describes which of the series is
leading, e.g., if qij = −Qij for all pairs of synchronous events the events in the first time series i precede the events
in series j. If qij = +Qij the second series is leading, and in case of qij = 0, none of the series can be considered
to be leading or influencing the other time series.

5.4.4. Mutual Information and Mutual Correlation
Non-linear dependencies between two time series x(t) and y(t) - if such exist - can not be be determined by Pearson
correlation analysis. In case of existing non-linear dependencies Pearson correlation would indicate no correlation
or a strongly decreased correlation value, especially for long time series. One needs a different approach, e.g., the
concept of mutual information (MI). MI is based on the Shannon entropy H calculated for the joint probability
density function P (x, y) and the individual probability density functions P (x) and P (y). Kraskov et al. [138]
describe the mathematical properties of MI and Lizier [139] provides an implementation of several time series
algorithms with information theoretical motivation including MI.

The strong prerequisites of Pearson correlation (bi-variate normal distributed values) is not required for MI.
Instead, for each pair of time series the values are binned into B ranges called bins. MI calculation can be applied
as a sliding window technique for episodes of different length. It gives a value between 0, for independent time
series and log(B) for time series which completely share all information (or between 0 and 1 in case of normalized
MI). MI for a particular time window contains no information about a direction or a delay. For that kind of



40 Chapter 5. Mathematical and Computational Methods

analysis, a different approach is used, e.g., the transfer entropy (TE) because this approach also takes the history
of signals into account. TE is also included in the JIDT software package (see Lizier [139]). Conditional mutual
information (CMI) allows one to measure the influence of a third element on the relation between two elements.
CMI was introduced by Wyner [140] already in 1978. CMI is conceptually related to the measure of partial
correlations between pairs of stocks in the presence of a third variable, e.g., the stock index to which both belong
to as introduced by Kenett et al. [23].

5.5. Statistical Tests for Probability Density Distributions
This section summarizes the properties of used statistical tests. We need such statistical tests to identify if two
ensembles of random variables are of the same distribution. This is called a two sided test, because two sets of
measured data are involved. A single sided test identifies if a measured distribution is significantly different from
a given distribution.

The Kolmogorov–Smirnov test (also known as K–S test or KS test) is used to compare probability distributions.
Usually one uses a sample probability distribution – from measured data - and a reference probability distribution
– which can be also obtained from measurements or simply be calculated from a known formula which describes the
probability distribution function. Because the test is nonparametric, it is not required to calculate the probability
distribution functions first. The core idea of the test is the Kolmogorov–Smirnov statistics, which quantifies a
distance between the two distribution functions (sample and reference, see also [141]). The null hypothesis is that
both distributions are drawn from the same or the reference distribution respectively. There is no restriction to a
particular shape of the PDFs which are tested, but the KS test works with continuous, one-dimensional probability
distributions only. According to Wikipedia: “The two-sample K–S test is one of the most useful and general
nonparametric methods for comparing two samples, as it is sensitive to differences in both location and shape of
the empirical cumulative distribution functions of the two samples.“

A more specific test for testing for normality is the Shapiro–Wilk test. In this case, the null-hypothesis is that
the population is normally distributed. One has to choose an α level (also called significance level) to compare
a calculated p-value with. The null hypothesis is rejected if this p-value is smaller than the previously chosen
alpha level. This means now, that there is evidence that the used sample was not normally distributed. The null
hypothesis - the data was normally distributed - cannot be rejected if the p-value is greater than the previously
chosen significance level. The Shapiro-Wilk test is biased by the sample size (see [142] p.143) this means one
might find statistically significant results for any large samples. Practical implementations are often limited to
5000 values. This has an implication on the selected window size or episode length. One has to have in mind that,
e.g., stock market prices are not normally distributed. In this case an additional transformation is required (see
figure 5.3).

If we have to test really huge samples - for example for a goodness of fit test - it is possible to use a modified
Kolmogorov–Smirnov test for testing for normality of the distribution (see also [143]). One has to standardize the
samples (subtract mean value and divide by variance) and the result of this transformation can be compared with
a well defined reference distribution (the standard normal distribution in this case). To save some computational
resources one can also modify the reference distribution by setting the parameters mean and variance according
to the values derived from the sample. Because it is known that such a modification changes the null distribution
of the test statistic one can use existing tables [144] (see pp.117-123).

Furthermore it is important to remember that a p-value is not a measure to quantify how well a distribution
could be compared with a normal distribution. It is also not possible to find out, which one of a set of distributions
fits better. In order to achieve this, one has to vary the alpha level so that for the one distribution the null
hypothesis has to be rejected but not for the other. For this significance level the one is a better choice than the
other, but this again is a binary decision and not telling anything about the distance between both.

Based on Monte Carlo simulations Razali et al. [145] have found that the Shapiro–Wilk test performs best
followed by the Anderson–Darling test in a comparison of Kolmogorov–Smirnov, Shapiro–Wilk, Anderson–Darling,
and Lilliefors tests.

5.6. Surrogate Data for Functional Tests and Significance Tests
Surrogate data can be entirely artificial or it can be derived from real data. Usually, randomized data series are
created based on specific assumptions. Transformations, which change specific properties of the data in a well
controlled way, to allow a systematic comparison of analysis methods applied to the surrogate data and the real
data are also common. Thus, surrogate data is typically used for cross-validation and plausibility tests in addition
to analysis of measured real world data.

In this work we use two different types of surrogate data. The first type is based on random number or semi
random number generators (RNG). The RNG reproduces properties of the time series as obtained from a real
world system. In order to be compatible with the real data, one has to assure, that surrogate data shows similar
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properties as the real data. For this purpose one has to measure characteristic properties using univariate analysis
and calibration procedures. Relevant properties are mean value, variance, distribution of values, auto-correlation
and long-term correlations. Another important property is fractality but in this work the fractal nature of time
series was not analyzed. In general a model of the required time series is useful, but since time series modeling is
not trivial we prefer the simpler approach, based on the above mentioned parameters which can be extracted from
measured data.

A second type of surrogate data is generated directly from real data by randomization, either by shuffling the
values or by modification of the Fourier transform of the original time series. Simple shuffling is usually repeated
in multiple runs. The assumption is hereby that shuffling destroys all kinds of correlations but the distribution of
values, mean, and variance are conserved. In this way, a comparison of analysis results from real data with results
from shuffled surrogate data allows identification of non-random effects in measured data sets which are caused by
short-term and long-term correlations within and between the time series.

Theiler et al. [146] tested for nonlinearity in time series using surrogate data. They specify a linear process
as null hypothesis first. Using the phase-randomization method5 they generate surrogate data series. Since these
series are produced such that they are consistent with the null hypothesis they calculate a discriminating statistic
for the original series and for all surrogate data series. They reject the null hypothesis - and detect nonlinearity in
the data series - if the calculated values for the original and the surrogate data set are significantly different.

5.6.1. Modeling Properties of Random Numbers
For simple calibration experiments, reference models are used to create time series with comparable features or
properties for statistical tests. The analysis algorithms are then applied to such semi-random data in order to
measure the influence of patterns on specific features measured by certain algorithms. Common patterns are: (a)
sine-waves with a given phase φ, amplitude a, and frequency f , (b) single spikes of a given height a, or (c) plateaus
and increasing or decreasing trends between fixed levels [amin, amax] of given width w.

In chapter 10.5 we investigate the impact of single peaks and long-term correlations in individual time series
on the correlation properties for pairs of time series. Based on such a specific calibration we can define optimal
significance levels depending on the specific data used.

A set of random numbers can be used as surrogate data for statistical significance tests. Important proper-
ties include the parameters which describe the distribution of the values, and the correlation properties. This
means, short-term correlation measured by the autocorrelation function as well as long-term correlations, which
are detected via DFA, have to be produced by the random series generator.

Hence, random numbers are produced or generated differently for several applications. Sometimes one wants
real randomness, e.g., for application in cryptography. Pseudo random numbers are useful for engineering since
they can be reproduced if the same conditions exist, e.g., if the same seed value is used together with the exact
same implementation on the same platform.

First, a random number generator has to create a large number of uncorrelated uniformly distributed scalar
random values which is not trivial. How random the numbers really are, depends on several properties. In order
to reflect fairness in a game with fair dices, one needs evenly distributed integer values, in the range 1 to 6. This
means that the probability of each of the six outcomes is equal to 1

6 . Auto-correlations should not exist, because
in the presence of auto-correlation a higher probability for a particular number exists, depending on the history.
Uncorrelated values are not influenced by the history.

Especially if large systems should be simulated over a long time period one has to use a random number
generator with a long period instead of traditional random number generators built in into every computer system
or programming language. In 1998 Matsumoto and Nashimura [149] published the first random generator with a
period (219937 − 1) which is longer than the estimated number of electron spin changes since the beginning of the
universe (106000 vs. 10120) [150].

Uniformly distributed random numbers are used to generate new samples of uncorrelated random numbers with
any possible distribution (see fig. 5.10). Shaping the distribution function in this way influences the mean value
but not the correlation properties (see fig. 5.10.b and 5.10.c). In order to change the correlation, the frequency
spectrum has to be manipulated. A manipulation of the Fourier coefficients introduces auto-correlations. Details
about the Fourier Filtering Method (FFM) are explained in section 5.6.2.

The following methods are typical means to modify properties of random number series: (1) Random shuf-
fling destroys correlations while the distribution of values (the shape of the PDF), mean and variance are not
changed. (2) Amplitude-transformation by a frequency dependent factor (see also section 5.6.2) creates long-
range-correlation, and changes the distribution, mean and variance slightly. (3) Phase-randomization destroy the
fractal properties of the time series.

5According to [147] (last section of chapter 2, p.8) the phase randomization procedure creates surrogate data with the same correlation
properties as the original signal. Following their procedure one performs a Fourier transform on the original time series, which
preserves the Fourier amplitudes but randomizes the Fourier phases. Finally, one performs an inverse Fourier transform to create
the surrogate data series (see p. 48 in [147].
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Figure 5.10.: Example time series: white noise (gray), long-term correlated series (orange, green, and blue)
are shown in (a). Histogram of value probability density functions (PDF) for sample data sets
from random number generators (RNG) implemented in the open source software packages Apache
Commons Math [148] and Hadoop.TS [11] are shown in (b). By using FFM (see section 5.6.2) also
the distribution of values is influenced which has to be corrected by rank-ordering. Shuffling has no
influence on the distribution of values. In case a sliding window technique is applied the distribution
of values per time window is influenced by global shuffling, especially if time series are non-stationary.



Chapter 5. Mathematical and Computational Methods 43

5.6.2. Generation of Long-term Correlated Random Numbers
The Fourier filtering method (FFM) is a very common method for generation of sequences of random numbers
with power-law correlations.

Figure 5.11.: Fluctuation functions for series of random num-
bers created with the Fourier filtering method
(FFM). The fluctuation coefficient α was calcu-
lated by a linear fit in the log-log plot of the fluctu-
ation function F (s) in the range 0.8 < log(s) < 2.5
and is shown in the inset. The black line shows the
theoretical relation α = 1+β

2 . The black crosses
show the average from 100 iterations and the green
and orange curves illustrate the ±σ band.

According to Makse et al. [151] this method
has the disadvantage of presenting a finite cutoff
in the range over which the variables are actually
correlated. Thus the FFM is not suitable for the
study of scaling properties in the limit of large
systems.

A modified Fourier filtering method was pub-
lished by Makse et al. in 1995. Due to the mod-
ification, the cutoff in the range of correlations
is removed and the actual correlations extend to
the whole system in the modified method [151].

Figure 5.10.b shows PDFs for four random
number series (TS1,TS2,TS3,TS4) generated by
a RNG from the Apache Commons Math pack-
age [148]. Because such values are uncorrelated
the slope in figure 5.10.c is α = 0.5 for TS1.
TS2, TS3, and TS4 were modified by our imple-
mentation of the Fourier filter method [11]. The
distribution of values has been changed for TS3,
and TS4. The important difference is that the
fluctuation coefficient which indicate long-range
correlations is now larger than 0.5 as shown in
figure 5.10.c. In [152] Schreiber and Schmitz pro-
posed an iterative method to correct deviations
in spectrum and value distribution. The surro-
gate data is filtered towards the correct Fourier
amplitudes and rank-ordered6 afterwards to the
correct distribution in an alternating iterative
approach which stops after a finite number of
steps. The remaining difference can be inter-

preted as the accuracy of the method. Such long-term correlated random numbers are used in this work for
functional testing and validation of the DFA implementation.

5.6.3. Creation of Networks with a Given Degree Distribution
So far, all considerations regarding surrogate data generation were related to time series. Network generation was
briefly mentioned in chapter 3. Several software packages for network generation based on well known network
models exist. I close this section with a specific network creation method, introduced by Chung and Lu [153].
Their approach utilizes the idea of a hidden variable to shape the degree distribution of a random network. First,
to each node a random value d drawn from a distribution Pinit is assigned. In a second step, a selector function
f(di, dj) is used to define the expected topological structure of the resulting network. But one has to be careful,
because only if the degree distribution function decays fast such networks are uncorrelated (see [39] p.35).

6Rank ordering allows a reorganization of values in a time series in order to introduce long-term correlations. After phase Fourier
filtering, not only the phases are modified also the amplitudes of the inverse Fourier transform are different from the original
distribution. The positions of the values determine correlation properties. Thus, we have to bring the highest value of the original
series to the position of the highest value in the transformed series. The second highest value of the original series has to be
placed at the same position as the second highest value in the manipulated series an so forth. In this way, we introduce the same
correlations but do not change the original distribution. Instead of aligning the values directly, the ranks of the values are used to
reorder the original series.





Part II.

Method Development and Enhancement
This part consists of seven chapters which cover improvements of existing methods. Furthermore, some novel

methods for interdisciplinary complex systems research are described. The data sets for this part were primarily
selected for illustrative purposes. Application of the methods in a particular scientific context is presented in
part III and as an appendix in part IV of this work.

Overview
Experience without theory is blind, but theory without experience is mere
intellectual play.

(Immanuel Kant)

Graphs and networks are common representations of complex systems. Statistical properties of an ensemble
of nodes are calculated from individual properties of many network nodes. Structural graph properties are a
special kind of properties of the whole ensemble of nodes and links. They cannot be measured or calculated from
individual elements. Such structural properties can be presented as individual node’s properties, such as node
degree or membership in a clique or cluster. In order to get values for those metrics, a graph analysis procedure
has to be applied. A graph can be seen as an individual entity on its own, consisting of nodes with time-dependent
properties, which for itself define time-dependent link properties. Finally, individual link groups describe special
aspects of real world phenomena.

An important task in complex systems research is modeling of dynamic properties. Our approach is based on the
correlation between node properties, network structure, and link properties. Not all properties can be measured
at once nor directly. Technical and economical limitations are addressed by recent technological improvements.
Inexpensive distributed storage, linked data sets, and massive parallel processing provide the technical frameworks
for next generation network analysis.

Properties of network nodes, especially time-resolved properties captured in time series are used to calculate
correlation based links between such nodes. The purpose of such correlation analysis is recreation or detection of
hidden links between nodes. Such links can be both, cause and result of interactions between nodes. One way
to model such processes is to form link layers, one layer per process. In this step, a decomposition of the system
is done. One may loose information during this step, but for simplification it is necessary. Later on, after, the
correlation networks are known, a combination of several layers is used to draw a complex network again. One has
to decide if a horizontal or a vertical cut should be applied. As horizontal cut we consider creation of layers which
consist of links of the same type. Vertical cuts contain different link types around a well defined, usually small
number of nodes. A comparison of types of networks shows, if the decomposition has a strong influence or if it
could even be neglected. Structure-induces stress (SIS, see chapter 12) is a novel approach to quantify the impact
of functional networks on the underlying network structure.

Network links can directly be extracted from existing data sets, if such links are explicitly defined. Such links
are often described as hyperlinks in HTML documents, citations in research articles or books, or even semantic
annotations7. Furthermore, citation networks8, co-authorship, co-occurrence of terms, or the grammatical structure
of human language are useful sources for extraction of structural information.

A second type of links has to be reconstructed from node properties available as time series data. Because this
connection is not explicit, one has to start with an assumption or a hypothesis, which describes why a correlation
between both entities exists and how this dependency can be expressed by a function, and thus, how data analysis
can reveal this hidden link. An indirect connection between two systems (sub-systems, or elements) can be defined
by an external system which has an influence on both, either instantaneous or with a time delay.

A very simple approach is the calculation of a correlation matrix for all possible pairs of network nodes within
an ensemble. Pearson correlation is a common technique, but it cannot be used in the case of sparse time series

7Semantic annotations are available, e.g., in online documents in one of the formats called microformats or JSON-LD.
8A citation map as presented in [154] shows also the geographical embedding of scientific work.
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or if the values in a time series are not from a Gaussian distribution. In such cases, event-synchronization is an
alternative approach.

In many cases, one is interested in a comparison of the underlying structural network (the explicit network) and
the functional network (the implicit one). The full system, e.g. all messages from all people using a particular
communication service, such as E-Mail, Twitter, Facebook, or others is not available publicly. Even if accessing
all that data would be allowed, the amount of data is too much and it is not possible to handle all that data with
traditional techniques.

In case of our Wikipedia studies, we would have to process the time series of about 8 · 106 pages. A time series
bucket with access-rate data on hourly resolution for one year would require about 261 GB. It is not required to
have all that data in memory at once. Network links are calculated from time series pairs. But how much memory
would be required to store the full correlation matrix with a delay of τ = ±14 days, which is two weeks? In this
case each link would require 116 bytes. The un-directed network has around 32 · 1012 links and requires ≈ 172 PB
to store the network dynamics on weekly resolution for a whole year.

Our approach aims at reducing the amount of data during individual analysis steps while comparability is always
given. As long as the impact of a simplification can be estimated, one can decide if the introduced error is finally
acceptable or not.

6. Embedded Context Graphs
Divide each difficulty into as many parts as is feasible and necessary to resolve it.

(Rene Descartes)

Decomposition of interconnected systems helps to simplify but at the same time it causes information loss. Re-
searchers have to analyze carefully, how the system in the research focus is related to other systems and how
internal components are related to or connected with each other. In the case of the World Wide Web, which is
formed by hyper-linked pages, it was easy in the beginning. The number of such pages was still countable and
maintainable, but soon the amount of content was too large. Nowadays several online systems compete. They
offer comparable functionality to the same still growing audience. Studies on large social media applications re-
flect segregation effects as observed in social communities. The probability of becoming a member of an online
community is affected by age, location, or the number of friends, which use a certain system already. The book
Networks, Crowds, and Markets by David Easley and Jon Kleinberg [155] describes in chapter 4 the interplay
between selection and social influence. These concepts are applied to interacting social entities - to human beings,
but they can be generalized to social content networks and hybrid systems as well. In this way, the content, created
by social communities, reflects properties of the community and can be used as a stub for analysis. This is one of
the main reasons for using Wikipedia data in this work.

6.1. Define Subgraphs in Interconnected Networks
How can we define the focus and the neighborhood of a complex social network? A simple approach is presented
by Dorogovtsev et al. [39]. Figure 6.1.a is an illustration taken from [39] (figure 6). It shows the embedding of
nodes in a directed graph. In general, if edges are undirected, such a network consists of a giant weakly connected
component (GWCC), which is also called percolating cluster and several disconnected components (DC). In case
of directed networks the GWCC consists of: (1) a giant strongly connected component (GSCC); (2) the giant
out-component (GOUT); (3) the giant in-component (GIN); and (4) the tendrils (TE).

The GSCC is the set of nodes which is reachable from every node by a directed path. GOUT is the set of
nodes approachable from the GSCC by a directed path and includes GSCC. GIN contains all nodes from which
the GSCC is approachable and includes GSCC. TE form the rest of the GSCC. These are also disconnected nodes
which have no access to the GSCC and are also not reachable from it. In this definition GSCC is the interception
of GIN and GOUT. This allows a formal notation of the system N as in [39]. We write:

N = GWCC +DC (6.1)

and
GWCC = GIN +GOUT −GSCC + TE. (6.2)

As of May 1999, the entire Web, containing 203 · 106 pages, consisted of the GWCC, 186 · 106 pages (91% of the
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Figure 6.1.: Context and neighborhood of a semantic concept. A general description of components in a
complete network (taken from [39]) is shown in (a). Not all resources of large systems can be accessed at
once (because of technical limitations or due to the usage of parallel algorithms), a localized approach
as presented in (b) is required. In (a) GSCC contains all nodes which are reachable from every node
by a directed path. GOUT contains all nodes approachable from the GSCC. GIN contains all nodes
from which the GSCC is approachable. GIN and GOUT include GSCC, and TE contains the rest
of the GWCC, especially all the disconnected nodes which have no access to the GSCC and are not
reachable from it. (b) Shows a systematic approach to define local networks, which set an analysis
scope. The central node CN is a single page about a company, or a project, or it is a ’list-page’, which
bundles links to groups of pages, e.g. the page about a stock market index. CN has links to and from
the local neighborhood (straight arrows) defined by pages in the same language (group LN). Inter-wiki
links usually connect CN to many IWL pages in different languages (dash-dot arrows) covering the
same topic or semantic concept. Those pages contain links to their local neighborhood in the same
language (here not shown as arrows) which all contribute to the group GN. This way, all pages around
all IWL pages define the global neighborhood GN. Some concepts are linked via redirect links or from
so called disambiguation pages by specific links. The sketch shows those as CN’ because of their strong
relation to the semantic core.

total number of pages), and the DC, 17 · 106 pages. In turn, the GWCC included: the GSCC, 56 · 106 pages, the
GIN, 99 · 106 pages, the GOUT, 99 · 106 pages, and the TE, 44 · 106 pages.

The size of the Internet, ten years later, in 2009, was estimated by M. Zillman [156] in ’The Deep Web’ report.
It covers about 1 trillion pages of information located through the World Wide Web in various files and formats
that the current search engines on the Internet either cannot find or have difficulty accessing. According to [156]
search engines can find only about 20 billion pages at this time (in 2008).

Nowadays, a definition of the size of the internet would even be harder. What is the Internet? Is it the set
of machines in the background and the cables or radio links between them, or is it the interlinked content, or
both? Is this already a comprehensive definition? The modern Internet is everywhere, as it functions as the
base for communication, which happens on top of the physical network using information entities like documents
and messages. A new term is getting more and more attention: The Internet of Things (IoT). Historically, the
ARPANET is the ancestor of the Internet, it represents the early version of the technical backbone. The World
Wide Web (WWW) can be seen as a layer of structured content which was made available by connected servers.
Social networks like Twitter, LinkedIn, Facebook, or LiveJournal evolved in the context of heavy social interaction
between internet users who like to share content also privately. Nowadays, the content of such communication is
also persisted and connected with user profiles within and across those systems. This leads to heavily interlinked
content of multiple types, ranging from static pages, via comments and discussions to so called instant messages
which do not automatically disappear after reading like in a traditional chat. The results are hybrid networks,
formed by content and communication networks, with dynamic user interactions on top. New social communities
emerge and wrap around the content and finally around the technical devices. Communication between people
addresses real life aspects, but more and more also existing digital content. Finally, the communication itself
becomes part of the content as soon as messages are stored, shared and interlinked. Beside social communities,
more and more additional devices, which are not part of the technical infrastructure of the internet, are added
to the network. Such devices provide even more data and contribute to communication, as they can generate
messages like simple delivery confirmation or even alerts in critical conditions. Such interdependent networks are
already present everywhere, but their impact on society and individuals is not well understood at this point in
time.

Because over-simplified network representations are not appropriate for complex systems research, we need a
clear definition of context even if the networks are describing different domains.
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6.2. Definition of Local Neighborhood Networks
For practical reasons we have to develop an approach, one which allows us to collect a reasonable amount of
data starting in a well defined environment - the scope or the focus of the study - and additionally to include a
representative amount of data from its neighborhood, even if this is incomplete.

We have collected four exemplary data sets in order to develop our methodology and to demonstrate and
systematically evaluate its performance. These test data sets consist of pre-processed log data and local network
structures for several Wikipedia articles.

The primary structure of the Wikipedia network was retrieved with the Mediawiki-Explorer package, which uses
a Java based implementation of the Media-Wiki-API client [157].

Data sets used in this part include a few selected central nodes (CNs, see Table 15.1) as well as their local and
global contexts as illustrated in Fig. 6.2). The local context is defined by all articles (nodes) directly linked to the
CN in the same Wikipedia, i.e., the same language version. This local neighborhood group of articles is denoted by
LN. Each inter-wiki-link (IWL) connects the CN to a node addressing the same topic in another language (group
IWL). The IWL group defines a global representation of the chosen semantic concept in all languages. We note
that inter-wiki-links are not necessarily bi-directional, so that a CN regarding the same topic in another language
may have a slightly different IWL group. Our IWL groups are always defined by the inter-wiki-links of the CN.

Finally, all articles directly linked to articles in the IWL group form the global neighborhood, a group denoted
by GN. Note that the GN does not include LN, but it includes IWL and CN. This scheme, illustrated in Fig. 6.2,
allows aggregation of data regarding specific topics in any language. At the same time, it is possible to separate
the whole content stored for a single topic (or term) for each individual language to enable a language dependent
analysis. However, it is not important if some of the selected pages are also linked to each other within a group or
across the group boundaries.

Here, our interest is in the role of Wikipedia as a public crowd based source for news in the context of market
activity, and we are especially focused on the reader’s side. The number of article downloads reflects the state of
a larger part of the society which can hardly be influenced by a dominating opinion of a single publisher using a
shiny picture or provocative headlines on page one of a newspaper. Readers select articles intentionally and they
are not flooded by topics which just sell well. Moreover, Wikipedia is not a commercial system nor is it influenced
by advertisement like in the case of Google search.

The creation of the research context means in our case that keywords or Wikipedia pages have to be selected
according to a given research topic. A market study has to cover entities, related to the market, such as participants,
competitors, products, and other related subjects. Our approach uses existing implicit semantic relationships
between Wikipedia pages to discover such term neighborhoods automatically as illustrated in figure 6.1.b. Based
on these local neighborhood networks we have a set of domain specific topics and the pages which they are
embedded in. Using the embedding as a kind of a background signal allows us to normalize the directly measured
values in a context sensitive and time-resolved way.

6.2.1. Single Concepts vs. Groups and Categories
The local neighborhood of a single concept forms a tree as long as only next neighbors are taken into account. In
many cases this would not provide a sufficient amount of data for statistical analysis. Therefore, we can extend
the data collection procedure in two directions. First, a deeper crawl is possible, this means, we collect data for
a higher recursion depth by following more links. Second, we can select more CN pages, especially if the same
concept has different names or facets represented by multiple pages. In this case each facet contributes to the
overall amount of information. Figure 6.2.a shows the group definition as a set diagram without explicit links.
Links are used here for group definition only. Elements do not have to have links to all elements in the same
group. All possible links between groups are highlighted in the adjacency matrix in Fig. 6.2.b, which is also a
simplification of the network, shown in Fig. 6.2.c. The network as shown here is only a representation of one single
aspect, derived directly from the data. Such a structural network describes a particular state of the system at a
given time. It does not reflect the dynamics of the system at the same time.

The primary goal in this chapter is to define the ’core’ and the ’hull’ (see Fig. 6.2.b), which represent the
research scope. In the first approach, as mentioned before, we use only one node as CN. The semantic core is
formed by CN and SCN (also labeled as IWL since it contains inter-wiki links to all languages) in this case. The
semantic neighborhood is LN, GN (all languages). The result is a tree, as long no back-links to pages are used.
In order to handle a bidirectional embedding in the neighborhood, all in-links would have to be considered as
illustrated in Fig. 6.1.a. The second approach is based on a list page chosen as CN. A category page can be
used as well. The approach does not start with the central node but with a ’Meta page’. This has an impact on
the data collection procedure. IWL contains now the Meta pages in other languages. LN and GN are not the
neighborhood but all core topics, and they form the set of CN pages like shown before. This approach requires an
additional step for data preparation but allows access to many underrepresented topics. An alternative approach
for local network aggregation is based on the concepts of the linked data web. DBPedia is called ”a nucleus for
a web of open data” [158]. The major part of the semi- and unstructured data from Wikipedia is available in a
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Figure 6.2.: Selection and preparation of contextual data sets. (a) For each topic (central node, CN), we
study all directly linked nodes in the same language (local neighborhood, LN), all nodes regarding the
same topic in other languages called semantic core, SCN (linked by inter-wiki links), and all nodes
linked to nodes in SCN group (global neighborhood, GN). (b) The CN and the SCN group (IWL
respectively) form the core of the local network for a semantic concept, while both neighborhoods
form its hull. White colored node pairs (see matrix in (b) are ignored because they express long range
relations between groups which are considered to be less relevant. (c) Network representation of all
nodes regarding the central node 1.1 (from table 15.1). Note: IWL and SCN are synonyms for the
same group, where SCN is more general and IWL refers to a particular contextualization approach.

transformed highly structured representation [159, 160]. This allows arbitrary queries in SPARQL1, which are
more flexible than queries in SQL-Databases. Partial import into local databases, and data discovery procedures
support research as well as a possibility of logical reasoning based on variable ontologies. But currently, to our
knowledge, no access history is available for DBPedia.

Summary
Selection of a context and a neighborhood allows comparison of otherwise non-comparable systems, based on
topological network measures. Beside descriptive statistics of node properties and edge properties we calculate
network measures using a reduced system size. Especially comparisons of systems from different domains and
analysis of the same system over time are important for applications in science and industry. The static network
structure can now be seen as a kind of ground state of a system. Different systems can have comparable or very
different structures represented as networks. Especially, if more layers of functional networks are added, it is
necessary to have a reference layer. Each functional layer can have an impact on the underlying structural network
or both can be consistent.

1SPARQL: Simple Protocol and RDF Query Language; defines a standard query language and data access protocol for use with the
Resource Description Framework (RDF) data model.



7. Data Selection and Study Design
The saddest aspect of life right now is that gathers knowledge faster than society
gathers wisdom.

(Isaac Asimov)

The dynamic content network of interlinked Wikipedia pages is created and influenced by the social network of
interconnected Wikipedia users. One has to consider multiple networks because Wikipedia is not just one large
multilingual system but rather a combination of independent sub projects grouped by language1. Additional
processes - such as server and data maintenance tasks - have also an impact on system availability and usage.
The growth of the network, its individual pages, and the growth of page clusters are embedded into an ongoing
restructuring process. Although, we do not study the growth process of the network in detail, rather than the
interactions on top of the network at a given point in time, it is very important to notice that the system in the
focus of our study is not in an equilibrium.

The Wikipedia page network has a well defined inherent structure. This complex structure of static links
(hyperlinks between pages) and user-to-page relations forms an evolving network in which links are added and
removed over time. Both, the edit- and the access-processes coexist and influence each other. It seems to be
intuitive, that network growth, content usage and contribution of new content are highly interdependent.

One of the goals of this work is a systematic and quantitative comparison of two distinct but coupled processes
on top of a complex system. The first process is the interactive modification of Wikipedia pages by Wikipedia
user communities or individuals. The second process is information retrieval, either sporadic consumption, or
systematic research by humans, or access by automatic systems, such as web crawlers or mobile applications (see
Wikipedia page with title ’Tools/Alternative browsing’ [163]). Because automatic page retrieval influences the
outcome of data analysis procedures it is important to describe the raw data carefully. This allows identification
end elimination of hidden biases caused by a variety of reasons. Therefore, we introduce a new approach for
contextual data preparation. Based on the idea of semantic context networks and the herewith defined idea of a
semantic neighborhood we developed a generic procedure applicable to all types of studies, focused on Wikipedia
or even more general, time series analysis on data collected from dynamic evolving systems.

7.1. How to Select the Right Time Series?
Even if the system is non-stationary we have to prepare the data in a way, which allows us to treat the system
like a stationary one. This assumption can be correct if the selected time windows are not too long. Monthly data
sets give us 720 data points on hourly resolution or 30 data points on daily resolution, which is fine for correlation
analysis. Especially the analysis of a daily patterns (see [10]) or weekly patterns in access-rate time series allows
a classification of network nodes according to typical usage patterns.

The data preparation procedure includes pre-aggregation and grouping according to the inherent structure of the
local neighborhood network which is selected for the individual study. Thus, we need an auto-adaptive approach,
especially because we cannot know much about the data quality in the beginning. Besides the raw input data,
which is used in the following analysis procedures, also the contextual metadata is retrieved and conserved in our
shared knowledge base. This method enables traceability and allows context sensitive interpretation of results,
e.g., outliers and systematic trends can be identified and eliminated this way.

In this chapter we present typical properties of the data set. Data was extracted from Wikipedia server log files
and from the life Wikipedia system. During this step we prepared time series buckets (TSB). The page content
was also collected. The full page text is available for further analysis as a contextual corpus dump (CCD).

This enables context sensitive group based analysis. Both techniques, contextual corpus dump and time series
buckets also allow fast random access to individual pages and time series for any given page in an offline environ-
ment. This chapter shows results of a data set inspection. We begin with descriptive statistics of some example
groups.

Four different local neighborhood networks for English Wikipedia pages have been selected in order to illustrate
important time series and structural network properties, such as daily and weekly patterns beside the degree
distribution of underlying networks. One can now choose from raw data, trends, and detrended data. Comparison

1According to http://meta.wikimedia.org/wiki/List_of_Wikipedias more than 280 different Wikipedia projects exist beside more
specific content category types such as, e.g., Wikibooks [161] or Wiktionary [162]
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of, e.g., daily and weekly trends can be used to classify nodes of the network. In particular, the page about
’Formula One’ was selected because of the well known repeating patterns. For ’Influenza’ we assume a seasonal
effect as well, but on a different time scale. After the outbreak of Ebola in West Africa in 2014 we also choose
the related Wikipedia page for a direct comparison with the page about Influenza, which are both from the same
context. Finally, the page about ’Econophysics’ was select because of personal interest the fact, that the topic is
not yet so well known.

In previous studies [10, 164, 134, 8, 165] individual time series have been analyzed independently from each other.
Now, in this work, also the context of the pages is taken into account. Further details about context definitions are
provided in section 6.2. This allows a systematic contextual comparison of comprehensive node groups covering
several topics, even if a clear separation of topics is not possible.

Data set profiling - as a general procedure combined with early visual inspection (see figure 7.1) and simple
quantification of data set properties - is crucial, especially if data was obtained from large-scale systems and
multiple sources. Data set profiling allows early validation and plausibility tests as soon as intermediate results
are available.

Table 7.1 shows two data set profiles. Of special interest is the number of existing pages in the local neighborhood
network and the number of available access- and edit-rate time series. We inspect the data coverage rate rdc, beside
the average access and edit activity per group. For economical and technical reasons it is not always possible to
collect all data about all pages. This makes appropriate data set profiles even more important.

Page Network Access Activity Edit Activity
Formula One

Group zpages zats a∗access rdc zets a∗∗edits rdc
2 CN 1 1 3800 100 % 1 623 100 %
2 IWL 91 3 621 3 % 91 43 100 %
2 LN 1128 70 1955 6 % 1125 58 99 %
2 GN 17293 1066 437 6 % 16907 16 97 %

Influenza
Group zpages zats a∗access rdc zets a∗∗edits rdc
4 CN 1 1 3407 100 % 1 335 100 %
4 IWL 107 12 516 11 % 110 13 103 %
4 LN 684 203 1777 29 % 772 87 113 %
4 GN 7781 1005 522 12 % 7634 14 98 %

Table 7.1.: Data set Profiles. Two example data sets from Wikipedia pages about popular topics have been
selected to illustrate time series and network properties which are relevant for this work. Group sizes
(zpages), number of available time series per group (zats and zets ), average daily access (a∗access), annually
edit activity per node (a∗∗edits), and data coverage (rdc) are compared for core (groups CN, and IWL)
and hull (groups LN, and GN) from Local Neighborhood Networks. The dataset names are also the
page names of the selected central nodes taken from English Wikipedia.

Column zats and zets in table 7.1 show the number of available time series for access-activity and edit-activity.
For all existing pages it is possible to load the edit history. The coverage ratio for edit event series is usually
100%, sometimes it is less, if pages were removed since the network structure was collected or more, depending
on the crawl mode (see groups 4.IWL and 4.LN in column rdc in table 7.1). In case of a life crawl, we can detect
the differences in the page network (and thus more nodes than previously identified lead to rdc > 100% as in
groups 4.IWL and 4.LN). During static crawl mode only the edit history of the previously collected page names
is retrieved. In this case the coverage cannot be above 100%. If no edit activity was detected during a given time
range, we could not distinguish between no activity or a non-existent page. If the growth dynamic is taken into
account during a time-dependent study, one should carefully distinguish both cases because a non-existent page is
not the same as an inactive page. If the page creation date is after the end of the period of interest, then this page
should be considered as non existent. In our case, the data coverage ratio is calculated for access- and edit-activity.
The average number of access-events per node and day is shown in column a∗access. Column a∗∗edits contains the
average number of edit events per node per year.

These values allow an estimation of the available amount of data and the collection cost (time and resources),
and it helps to estimate the expected significance of results. If the coverage ratio is very low, as in the case of
the page about Formula One, one should interpret the results carefully. The reason for this low coverage can be a
technical problem during data collection. As data transformation and aggregation is done via self made systems,
additional validation and plausibility tests are required. If no technical problem can be found, there is still the
chance of existence of a hidden bias. Our analysis approach can be applied also if the groups are not complete. In
general, the central node is the one, which was selected because of its relation to a specific topic. The neighborhood
is used for auto-adaptive normalization. The more time series we can get the better the accuracy would be. Even
if only three rows would be available, results can be meaningful.
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Figure 7.1.: Local Neighborhood Networks for two different Wikipedia pages starting at the central node
’Influenza’ and ’Econophysics’ (from English Wikipedia) the neighborhood network can be seen as
a set of linked trees (left) or a clustered network (right). These networks allow a context sensitive
interpretation of user’s interest in represented topics. They are used to expose the structural prop-
erties of the groups used in contextual analysis and for comparison with dynamics related data in
contextualized time series dashboards (TSD) as shown in figure 7.3). Furthermore, a comparison with
the text based representation index reveals potentially existing bias (see figure 11.1).

The selection of appropriate central nodes is crucial for purely data-driven analysis. The most common problem
during early study design was the selection of a Wikipedia page which was only a redirect page. In many cases, no
access count data exists for such pages. One has to follow the redirect link and the page name has to be replaced.
Also disambiguation pages should not be selected as a starting point for crawling, except, one wants to study
properties of such pages. Table 7.1 also highlights some typical problems found in the raw data set. From four
initially selected central nodes, only the two about Formula One and Influenza are shown here. We use those also
for demonstration of the newly developed analysis methods. Figure 7.1.a highlights properties of individual nodes.
The global properties of the neighborhood, especially the density and size of clusters is in the focus of figure 7.1.b.

7.1.1. Properties of Selected Local Neighborhood Networks
A local neighborhood network (LNN) allows segregation of essential information without losing all information
included in the structural embedding. Depending on n, one cares only about the next neighbors. Such a simple
local neighborhood graph (n=1) has a tree structure. A broad embedding including multilingual aspects is available
for larger n and if inter wiki-links (IWL) are considered.

The left panel of figure 7.1 shows multiple trees which form the multilingual neighborhood of the page ’Econo-
physics’. An obvious network structure appears for n = 2 (see right panel of figure 7.1).

For studies about topics, which cannot be defined by one term, such as political topics, economical aspects, art,
culture, or financial markets, one should include more than one central node. In chapter 15 we show such a market
study. 42 different Wikipedia pages were selected as central nodes. All are representative for the emerging Big
Data market or at least historically related to the topic. Combining all those trees in one graph also produces a
network structure. Cluster analysis reveals several modules comparable with figure 7.1. Such modules can either
represent clusters of highly interlinked pages within a given semantic space or more likely pages from the same lan-
guage. Figure 7.1 shows color-coded modularity classes for pages from multiple languages. This clearly illustrates,
how important a proper validation of the selected data is. An early inspection of the network structure allows
validation and plausibility checks before expensive data extraction and network analysis algorithms are applied.
Note, such clusters form sub-graphs and depend on the method of data extraction.

We can conclude: (1) Data collection separated by language works best for trees (n = 1). The focus of such a
study is preferable the lingual space. (2) Content and topics influence the clusters in case of deeper crawling with
n > 1. In this case much more neighbors are taken into account. Efficiency of this method can decrease very fast.
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Figure 7.2.: Representation and embedding of the ’Milgram Experiment’ in Wikipedia. A Local Neigh-
borhood Network (LNN) is formed around the page of each individual semantic concept or topic.
LNNs provide useful and machine readable metadata for Wikipedia pages. Such a contextual em-
bedding allows quantitative and structural analysis. Especially a comparison of different topics and
their representation in different languages as a function of time is important for improvements in
dynamic network models, which describe intercultural phenomena. In interdisciplinary communica-
tion, especially in global systems like Wikipedia, it is important to include all user groups, which are
represented by Wikipedia pages in different languages. Population size and language usage differ by
topic and culture. This hidden bias has to be identified before it can be taken into account during the
interpretation of analysis results obtained from automatic procedures, like log-file analysis.

(3) With n > 3 the network will be very large in most cases. Instead of a deep crawl, a broad selection of central
nodes should be considered as this allows creation of meaningful interconnected neighborhood networks even with
a flat crawl procedure.

Figure 7.2 shows such a second level neighborhood for the Wikipedia page about the famous ’Milgram Experi-
ment’. The network is not just a set of simple trees any more. A systematic comparison of topics regarding their
embedding is possible. We show common network measures, available in the network visualization software Gephi
[18] in table 7.2.

A topic oriented analysis would be useful, if we are able to measure a characteristic property which allows one
to distinguish a broad topic from a group of very specific pages. Network visualization gives a first impression very
fast, but in some cases the networks are too large. In this case we have to care about a numerical representation,
automatically computed from raw data. I suggest to count the number of triangles and to calculate the diameter
of the LNN representing a particular topic. An efficient detailed analysis of thousands of such LNN graphs is
possible, based on our preliminary results, but because of limited time and computational resources we could not
apply machine learning algorithms for automatic classification of the LNN graphs obtained from Wikipedia.

For some examples we collected the LNN graphs, access-rate time series, and edit-event time series. The time
series dashboards are presented in the following sections.

7.1.2. Contextual Time Series Dashboards
Contextualization based on local neighborhoods, as introduced previously, allows grouping without ’a priori’
information, especially in a non stationary environment. The structure at a given point in time is taken into
account for contextualization. Even if more nodes will exist later or if nodes will be removed or split this approach
works stable. Because Wikipedia evolves over time - this also means more users might be attracted - a higher
connectivity in the functional network or a change of the topology can be a consequence. It is really important to
know the system’s structure and how it evolves over time. With this in mind, a comparison of averaged time series
data allows a further contextualization. One can compare the activity pattern for different groups rather than
the absolute access activity to individual nodes. Individual events (represented by bursts) can be very important
because they exist in multiple series. They can also be considered as outliers or results of a technical problem
inside the system. Figure 7.3 shows a contextual time series dashboard for two different LNN of very different
topics. The access activities for both pages show the same pattern during the highlighted period (see grey bar).
This is a clear indicator for a systematic error in the data or in the system, which produces the data. One can
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only identify such systematic errors if background and context information is available and used.
Furthermore, figure 7.3 allows a direct comparison of the patterns, such as peaks (see label A), plateaus of

constant interest (see label B), or increasing trends which are overlaid by oscillations (see label C). We use the
time-dependent relevance index (TRRI, see Eq. 11.5 and Eq. 11.6 in chapter 11) for a direct comparison of local
and global neighborhoods. As shown in figure 7.3.d, we can identify local maxima above the seasonal trends and
the comparison of the seasonal trends is much easier with this relative measure.

In general, the edit activity (see figure 7.4) is far less than the access activity to Wikipedia pages. In all cases we
found, that the edit activity for the central node (CN, green crosses) is above or comparable to the edit activity in
the local neighborhood (LN, black curve) on a comparable level for all four selected groups in figure 7.4. A lower
activity in group IWL indicates less interest in the topic in other languages compared to the chosen language of
the core node (a,c, and d). For group 2 we found a high edit activity also for other languages, especially at the
beginning and the end of the period, where the blue symbols (IWL) are close to the black line, which represents
the average activity in the local neighborhood.

7.2. Peaks, Hidden Bias, and Trends
How can one distinguish between a unique peak and a repeated pattern? This question seems to be trivial, but
it is not. A peak can appear regularly on the same day of the year. The frequency of the phenomenon and the
selected time scale affect the distinction between unique events and repeated patterns.

7.2.1. Weekly Patterns on Hourly and Daily Resolution
If the length of the time series is well defined, then we can find an appropriate time scale for which we calculate
the average values, e.g., for all Mondays, for all Tuesdays, and so on in order to calculate the weekly average values
for hourly (as shown in figure 7.5) and for daily resolution in figure 7.6. Such weekly patterns reveal a typical
fluctuation in the order of 50% of the maximum but on Sundays the activity is more than twice as high as the
average activity on normal days. A peak in the weekly patterns can be caused by recurring events or even by one
single large event (compare with the single peak in the activity time series for the Wikipedia page ’Illuminati’ in
[8] figure 1). Not only the weekly activity pattern is influenced, during the burst, also the variance is significantly
higher. In case of recurring peaks triggered by recurring events, like Formula One races on Sundays (but not all
Sundays) the variance would be smaller. The ratio between absolute value and variance can be used as a measure
to distinguish periodic re-occurrences and sporadic events. A comparison of average and mean value allows also
to identify the presence of outliers. In such a case, both values would be different, but in case of a Gaussian
distribution without any extreme values the mean and median of the distribution would be equal.

Wikipedia access time series show seasonal trends on multiple time scales. Daily access patterns are dominantly
caused by the day-night cycle. Some illustrative examples for cycles in access-rate time series are shown in [10]
and for edit activity in [117]. A strong effect can be observed for pages written in languages with a very strong
linguistic localization. This periodic effect is much weaker for pages in English language because of its wide spread

Metric Influenza Formula One Econophysics Ebola Reference
k, topology filter (k > 1) - no leaves

Number of Nodes 21831 (6.66) 131593 (18.31) 13155 (19.04) 34337 (9.15) n.a.
Number of Edges 281466 (42.03) 1651125 (71.44) 54276 (49.25) 296473 (41.64) n.a.

k, no filter
Number of Nodes 327793 718529 69086 375450 n.a.
Number of Edges 669600 2311124 110207 711950 n.a.

Average Degree 12.893 12.547 4.126 8.634 n.a.
Nr. of Weakly Con. Comp 8 3 1 2 Tarjan et al. [76]

Nr. of Strongly Con. Comp 18591 121146 12618 30762
Modularity 0.854 0.945 0.833 0.925 Blondel et al. [74]

Number of Communities 70 74 22 81
Average Clustering Coeff. 0.434 0.323 0.357 0.509

Average Path Length 3.82 2.70 3.62 3.06 U. Brandes [38]
Number of Shortest Paths 16095492 59851540 2182375 6866597

Diameter 10 9 8 13

Table 7.2.: Social Network Profiles (SNP). Comparison of complex networks requires a comprehensive view.
Such a view is provided by an SNP. We calculate SNPs in Gephi. A better integration into analysis
workflows is possible with libraries such as JUNG2 [166], the Gephi toolkit [18], or snap.py [167].
Definitions and implementation details about the listed algorithms are available in the cited articles
(see column references).
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Figure 7.3.: Time Series Dashboard (TSD) for Wikipedia access activity. The logarithm of the hourly
access activity in semantic neighborhoods of Wikipedia pages ’Formula One’ (a,c) and ’Influenza’
(b,d) is shown for the year 2010. In (a) and (b) the black curve is for the central node (CN), green for
IWL, blue for the local neighborhood (LN), and red for the global neighborhood (GN). The gray area
highlights a time window, during which errors in the data acquisition procedure were identified. In (c,d)
the Time Resolved Relevance Index (TRRI, see chapter 11) shows the effect of the detrending approach.
Local context (L.TRRI, black) is the English Wikipedia page whereas the global context is defined
by all non English pages (G.TRRI, green). Such context information is essential for interpretation of
user’s interest in represented topics without ignoring the properties of the influencing neighborhood.

and its global relevance. The day-night cycle can be modeled by a periodic function with a characteristic scaling
factor sd for each day of the week. Because sin(ωt) has negative values, sin2 should be considered.

Other classes of seasonal patterns are less or not periodic and therefore cannot be easily modeled by a simple
function. Depending on the occurrence of events in the real world, such patterns can be represented by a series
of strong peaks. Such peaks are found dominantly on a specific day of the week for some weeks of the year only,
e.g., on Sundays as shown for the Wikipedia page ’Formula One’ (see top row in figure 7.5). A longer seasonal
trend with a maximum during the winter period and a minimum during the summer time can be shown for the
page about ’Influenza’ (see section 7.2.2).

Figure 7.5 shows typical patterns on hourly resolution. At daily resolution (see figure 7.6) the schematic differ-
ences between the two topics become more obvious. For figure 7.6 the data was re-arranged, so that the first day
is Monday. This allows a more intuitive interpretation according to a calendar week.

One has to be careful here. In figure 7.5 a time window is aligned with the raw data, which starts on the 1-st
of January of 2010. This was a Friday. Both representations have to be used in an appropriate context. For a
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Figure 7.4.: Time Series Dashboard (TSD) for Wikipedia Edit activity. Comparison of the direct neigh-
borhood of Wikipedia pages ’Econophysics’ (a), ’Formula One’ (b), ’Influenza’ (c), and ’Ebola virus
disease’ (d). In (a) we found a very low edit activity, which is plausible, as the topic Econophysics is
a niche topic and rather young. The edit activity in established topics as in Formula One is high also
for the pages in other languages as shown in (b) by the blue and black curve. Note, the activity in
group IWL (blue) is close to the activity of group LN (black). (c) and (d) are examples with a much
lower interest from people who don’t use English (blue). The difference between CN (green) and IWL
(blue) is up to three orders of magnitude temporarily.

general interpretation, the ”re organized” data seems to be preferable.
One can see that on weekends the access activity significantly differs. It decreases in the core and hull network

around the page ’Influenza’. In case of ’Formula One’, we can see a difference between the core and hull. The core,
formed by the page and all international representations of the same (CN and IWL) shows increased activity on
weekends, due to the races, while the neighborhood in English language and also all international neighborhoods
show decreased activity on weekends. A normalization to the maximum value can highlight this structure even
better.

This data allows a classification of the pages. The weekly pattern reveals if a page is continuously in line with
the neighborhood (as in case of ’Influenza’) or if a specific time exist, during which the access activity differs from
that found in the neighborhood (as in case of ’Formula One’). The top row inf figure 7.6 highlights the different
behavior in different colors. This property can easily be described with a signed number. The bottom row shows
no such difference, so we treat this as a neutral node, while the other one shows a clear polarizing behavior. Such
a node property cannot be measured from just one single time series. One needs the structural properties of the
neighborhood graph to define the appropriate node groups for which the averaging procedure is then applied. This
kind of node property, if assigned to the central nodes of a page network, can influence the layout of the graph if
the layout procedure takes this polarity into account. Beside ’Social Gravity’ (see Bannister et al. [94]) it seems to
be reasonable to use also the new concept of ’neighborhood polarization’ - a macroscopic analogy to spin - which
describes a node’s orientation within a force-directed layout. This leads to a measure called structure induced
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Figure 7.5.: Weekly trends in access rates at hourly resolution. Characteristic patterns in Wikipedia access-
rate time series (black curve) show a strong day-night cycle especially for pages in languages which
are not spoken globally. Strong peaks in the weekly averages can be caused by individual extreme
events on one single day or by recurring events on the same day of the week. The two causes can be
distinguished by analyzing the standard deviation (green curve)

stress. This novel approach will be introduced in chapter 12 (see figure 12.1).
Table 7.3 shows results of correlation analysis for a comparison of weekly trends. Such a quantitative comparison

of weekly trend patterns is fast and efficient. It allows pairwise node classification and early detection of anomalies.
Node pairs with comparable properties behave the same way. This leads to high correlation values which express
a strong similarity (see right column in table 7.3). A different type of pages, which are not in line with their
neighborhood, can easily be distinguished from those, because of their low correlation values (see left column in
table 7.3).

7.2.2. Seasonality in Detrended Time Series
Identification of weekly trends (see previous section) is useful for two reasons. First, they allow a classification of
nodes. Furthermore, removing these weekly trends, as shown in figure 7.7, works as a smoothing and normalization
procedure and leads to time series which can be compared directly with each other.

The top row in figure 7.7 shows the averages of the logarithm of access-rate data for one year for the central
node CN (black) and different neighborhoods (IWL: olive, LN: blue, and GN: red). The bottom row presents the
results for the local and global time-resolved relevance index (see Eq. 11.5 and Eq. 11.6). This data allows a better
comparison between the time series on a daily basis. For example, the differences between L.TRRI (black) and
G.TRRI (olive) or just the sign of the difference can be used to define another node property. We call this property
activity polarization. A node has a positive polarization if L.TRRI > G.TRRI (see also red area in figures 7.7.a
and 7.7.b) and a negative polarization otherwise (see blue area in figures 7.7.a and 7.7.b). The node activity can

Formula One Influenza
Groups RPearson RPearson
CN - IWL 0.97 0.99
CN - LN -0.36 0.99
CN - GN -0.19 0.98
LN - GN 0.93 0.99

Table 7.3.: Comparison of weekly trends with Pearson correlation. A quantitative comparison of weekly
trend patterns is a fast and efficient approach for node classification. Nodes which behave like their
neighborhood (right column) can be distinguished from those with opposite trends (left column).
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Figure 7.6.: Weekly trends in access rates at daily resolution. Characteristic patterns in Wikipedia access-
rate time series show differences between core and hull of the local neighborhood network (LNN). A
systematic comparison is done using Pearson correlation analysis and a visual inspection. The top row
shows an increased interest in the topic ’Formula One’ on weekends, due to the date of races while the
interest in related pages is decreased at the same time. The difference is highlighted in different colors.
Red marks increased activity (blue for decreased) on weekends compared to weekdays. A coherent
behavior was found for the page ’Influenza’ and the surrounding LNN. Weekly access patterns are the
same for core and hull in this case and therefore highlighted in the same color.

now be interpreted as stable, if the polarization does not change during a time range. In figure 7.7.d no significant
changes are detected during summer time (except for two spikes). The fluctuating polarization as shown in 7.7.c
is characteristic for instable nodes. Bursts, triggered by real world events - in this case the Formula One races -
dominate the overall activity of the page. This kind of page classification helps interpretation of results obtained
from further analysis as explained in the following chapters.

7.3. Activity Correlation in Coupled Processes
For each individual time series we study correlations between access activity and edit activity. Because Pearson
correlation is very sensitive and results can be misleading especially if the values are not from a Gaussian distribu-
tion we also apply the Spearman rank correlation and Kendall rank correlation to the data points obtained from
the previously defined time series groups.

Group RPearson RSpearman τKendall
Formula One
core 0.92 − 0.40 − 0.33 −
hull 0.62 ∗∗ 0.65 ∗∗ 0.47 ∗∗
Influenza
core 0.95 ∗∗ 0.77 + 0.62 +
hull 0.67 ∗∗ 0.61 ∗∗ 0.45 ∗∗

Table 7.4.: Correlation between access-activity and edit-rate time series. Pearson correlation, Spearman
rank correlation, and Kendall rank correlation (see section 5.4.2) are applied to core and hull of selected
local neighborhood networks. The symbols indicate if correlation is significant (∗∗ p < 0.001; + p < 0.01;
− not significant) the absolute values should be used with care.

We evaluate the following null-hypothesis: a correlation between the edit-activity and the access-activity of
Wikipedia pages exists. According to the results in table 7.4 we cannot reject the null-hypothesis in both examples.
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The correlation is less significant in case of the core due to the small number of data points. Pearson correlation
should not be used in this situation, it would even indicate the opposite result, which is a stronger correlation.
Local neighborhood networks can be compared based on this measure over a period of time. Thus, a time-resolved
classification, depending on the correlation properties is possible, but only if a sufficient number of nodes exist in
the selected groups.

Table 7.4 illustrates the differences between three applied correlation methods. Based on Pearson correlation we
would conclude, that for core and hull a high correlation exist. Based on rank correlation a different result appears,
a difference in the significance level between correlations in core and hull is visible for both examples for both rank
correlation algorithms. The absolute values of the correlations should be used very carefully. Since the origin of
the data is not well known, and no controlled measurement, but rather a very open data gathering approach was
used, it is recommended to do a qualitative analysis only, based on a comparison of significance levels rather than
absolute correlation values.

Summary
This chapter introduced the idea of node properties, named neighborhood polarization and activity polarization
which are assigned to network nodes based on context sensitive time series analysis. Instead of the absolute
activity of a node, the relative activity and a comparison of single node properties with group properties were
evaluated. Results are presented in contextual time series dashboards.

Figure 7.7.: Detrended acces-rates in the same representation as for raw data in figure 7.3. Detrended
access-rate time series reveal seasonal patterns, and stability of Wikipedia page activity. On the
left, one can clearly see strong peaks on Sundays, especially at the beginning and at the end of the
’Formula One’ season (a,c). This increased interest is triggered by races, which take place on Sundays.
The right panels (b,d) show a significantly lower interest in the topic ’Influenza’ during summer time,
which is plausible and intuitive. The time range during which technical problems were recognized are
marked in gray. Red and blue areas indicate positive and negative activity polarization of the central
node CN. The curves are colored as in figure 7.3.



8. The Life Cycle of Social Content Networks
Look deep into nature, and then you will understand everything better.

(Albert Einstein)

Different Wikipedia projects grow very differently. This is not surprising, because they are maintained by different
communities. Thus, they are influenced by different economical, political, and cultural conditions. Because each
Wikipedia sub project is created in a different language, one can say, that each Wikipedia project represents a
different cultural context wherein different topics are important. This view is based on differences in how languages
are used and how different cultural aspects are reflected by community driven content aggregation.

A second perspective exist. On a higher abstraction level, all Wikipedias can be unified, by ignoring the cultural
and lingual differences. In this case one can say: Wikipedia is the global encyclopedia. It is also a crowd-based
information and knowledge creation system, a growing system with inherent memory. For multiple languages,
there exist several Wikipedia instances. All are interconnected clusters, representing subsystems, and may have
comparable properties. If a reasonable approach for normalization of the data would exist, one could compare the
project life cycle phases of each Wiki. Thus, we analyze the growth of four Wikis, the English, Swedish, Dutch,
and Hebrew Wikipedia projects. We find that comparable properties exist beyond numbers of pages and links.
This allows us to describe the life cycle phases based on growth rates and structural embedding ratios.

8.1. Cultural Aspects of Global Online Networks
How individual cultures influence and impact Wikipedia - the content and the communities which drive the dynamic
processes such as content creation and information retrieval are in the scope of this work but beyond the scope
of this chapter. Here we study structural properties of Wikipedia and follow a natural path, by organizing the
data by language. This is easy, because Wikipedia projects for different languages coexist and they are interlinked
already. Each language defines one lingual dimension for a global analysis. Further dimensions are topics based
on automatically extracted topic models (see [168, 169]), and time, as used in this work.

A different approach which originates in social science uses very different dimensions. Hofstede [170] derived
those dimensions from global survey data. In this way, it is possible to apply factor analysis to data to determine
the predominant cultural dimensions. Hoftstede initially defined four cultural dimensions regarding fundamental
anthropological problem fields. The dimensions are named: power distance (PDI), individualism (IDV), uncertainty
avoidance (UAI) and masculinity (MAS). Long-term orientation (LTO) and indulgence versus restraint (IVR) were
added later as additional cultural dimensions. Although this approach is data driven, it is not applicable to a global
system like Wikipedia. Topic analysis algorithms do not necessarily require predefined topics rather they are able
to adapt to the changing nature of data.

Wikipedia covers multiple different topics in a variety of languages. A clear segregation of cultures by topic
is not possible. One reason for that is that many people use multiple languages. Even if they have a different
actual intention, they may contribute to a particular Wikipedia project depending on their current working- or
activity-background. Culture is one context, but obviously not the only one which influences the representation
of topics within Wikipedia (see figure 11.4.2) for an illustration of the impact of the lingual context on a topic’s
representation in different languages. Therefore, Wikipedia seems to be a good source for advanced studies on
lingual differences in knowledge formation and knowledge sharing, which is related to cultural contexts as well.

8.2. Growth of Wikipedia Projects
Wikipedia projects are more than just networks of pages. New pages are added over time. Pages provide in-
formation, they innovate and innervate new ideas, lead to questions, and as a consequence, more new pages are
added and changed by different people. The editorial process can be highly controversial as Yasseri et al. [117]
and Eckstrand et al. [171] show. The technical system (it consists of a server infrastructure to provide the core
functionality) is embedded within user communities which consist of international editors and readers. Not all
people contribute to Wikipedia, but a critical mass of users seems to be required by a Wikipedia project in order
to survive. The evolution of Wikipedia project sizes was already analyzed by Ortega et al. [172]. They found that
the contributions to Wikipedia are dominantly made by several so called ”power users”. Based on a calculation
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of the Gini coefficients1 for the top ten Wikipedias Ortega et al. [172] state that approximately 90% of all users
are responsible for less than 10% of the content in Wikipedias of different languages . As in open source software
projects, a small fraction of users are very active contributors. A comparable distribution of user activities in
several other wikis - none of them are Wikipedia projects - was found by Stuckman and Purtilo [173]. Such a
strong bias towards some very active users has to be taken into account. Furthermore, I think that analysis of the
Wiki article life cycles should not only be based on the editorial activity as presented by Gorgeon and Swanson
[174]. They studied the evolution of the topic (or concept as we call it) named ”Web 2.0” in Wikipedia based on
article size, number of editorial actions, and number of contributors. As a result, they define four phases for an
article: seeding, germination, growth, maturity (for details see section 5 in [174]). The life cycle phases already take
the activity and controversial character of editorial events into account. One can clearly conclude, that editorial
activity does not always lead to an increase of content, because higher quality can be achieved by clear statements,
which are often the result of shorter sentences. Too long articles can be seen as misleading or distracting. Too
short articles are not providing background information. Several different categories or types of articles exist in
Wikipedia. Ortega et al. [172] show, that article size distributions are bi-modal for English and Polish Wikipedia
projects.

These studies ignore the network structure and embedding of articles. However, based on the node degree or on
a centrality measure one can differentiate between leaf nodes, which contain definitions and well accepted facts,
and more central pages, which are related to many topics, which define context as they aggregate several leave
nodes. Such additional aspects show, that edit activity is not only related to a change of words or sentences but
also to a structural change. Furthermore, the embedding of a page is important. In many cases it is even not
possible to work with just one page, because the selected topic is represented by different linked pages within the
same language.

Aggregation over all pages belonging to a topic - or even a full category - and contextual normalization within the
local embedding was developed as a part of this work (see chapter 11). Such aggregated measures can contribute
to advanced life cycle models.

A social network can be defined by interactions between people. Finally it can result in creation of a new resource
in content networks or it can lead to a specific temporal state of minds among connected participants. One can
analyze the underlying structure in both cases even if no explicit links exist. According to Borge-Holthoefer et al.
[175] the evolution dynamics of a social community can be described by the size of the giant component, plotted
as a function of time. Changes of growth rate can be interpreted as an indicator of existence of a particular social
aspect, which might not yet be known or even has a clear physical representation. Also, topics in Wikipedia are
formed by interconnected pages, not necessarily by categories only. By calculating the giant component of the
page network we use more details - in particular the link structure - instead of just counting words.

In the next chapter, we apply a semantic analysis to the page content. Calculation of the semantic distance
allows us to quantify the similarity of pages. Such a semantic similarity network can be compared to the static
link network. This leads to a question: Can semantic similarity be used as a pre-cursor for link creation? But
this work cannot answer this question yet.

8.3. Towards an Integrated Growth Model for Social Content Networks
As described in section 3.2, the random graph model is used to create new links between already existing network
nodes with equal probability for all possible nodes. A second important model is called preferential attachment
(see also [176]). New nodes are connected to an existing network, influenced by properties of existing nodes (e.g.,
with an attachment probability depending on node degree). Thus, nodes with many neighbors have a higher
chance to get new nodes attached to them. In this model, new nodes can also be added without any link and
even disconnected clusters can appear. Such simple models are helpful if only the final structure of the generated
network should be analyzed. They cannot be used to describe the evolution of systems like Wikipedia entirely
because they neglect the change of internal system states and the dynamic structure. They do not represent
changes in the growth rate nor do they cover different phases in the system life cycle, which are characterized by
variable growth rates and variable attachment probabilities. The goal of this section is to suggest a formal and
generally applicable concept and to describe preliminary results from growth analysis, applied to data from four
Wikipedia projects spanning a time range of 12 years.

To illustrate the model, I use the concept of radiation emissivity as an analogy. Although the analogy is weak
it helps to understand the many facets within one coherent framework. Therefore, I compare Wikipedia with a
physical body which consists of matter and has a given structure and temperature. In Wikipedia there is no such
matter and also no temperature. Because content in digital documents can easily be copied one has not to care
about conservation of mass (mass is seen as the equivalent to text content in this metaphor). In order to describe
a flow of information we also have to track the embedding of the system. In the simplest case, it is surrounded by
a field of information, which can be absorbed. This can lead to the growth of the system. In case of an equilibrium

1The Gini coefficient is a statistical measure to represent deviations from uniform distributions. It is the most commonly used measure
of inequality in economic context, e.g., for levels of income or wealth.
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- which is the ideal case - we can assume that we have a constant exchange of information between the system
and the neighborhood. In case of Wikipedia, we can clearly say, the more information it contains, and the better
the structure supports easy access to information, the higher the systems impact and its usefulness will be. With
this in mind we can use the analogy and compare Wikipedia with a solid body, which exists in a field of radiation.
The incoming energy flow leads to an increase of internal energy and to internal heating. The body emits energy
according to its internal state. In an equilibrium state it emits the same amount of energy as it absorbs. A higher
temperature is causing a higher radiation intensity.

In order to incorporate measured system properties into a formal description of the system’s life cycle, a new
integrated growth model is required. Inspired by the previously mentioned idea of radiation emissivity we use
Eq. (8.1) to describe the process of network growth based on information aggregation.

∆Isystem = Ilink create + Inode create + Inode change + Ilink change =
∑
events

ci · vevent ≈ aedit (8.1)

This model describes the growth of the system not only by counting pages and measuring text volume. Instead
of volume we define the information content (comparable with a temperature) Isystem which is changed by new
links and new pages (Ilink create and Inode create). Beside adding new elements, which increase the amount of
information, we can also change the internal structure of the network or the content by splitting nodes, changing
text and changing links between pages (Inode change and Ilink change).

The difficulty of this idea is that it is based on a mean field approach, while the existing network growth models
mentioned before are microscopic models.

∆Isystem is the amount of information which is absorbed by the system as a result of edit activity. This activity
is not constant, instead it seems to be higher if more information is available. During the life cycle of the system,
the contributions ci of the different events i are also changing. In the beginning, we can see more creation of new
elements. Later, change events dominate (see figure 8.3.a). Obviously, the creation of links and the creation of
new pages are primarily structural changes. Additionally, content creation leads also to more information within
Wikipedia. Because structure and context both contain information, the evolution or reorganization of the network
structure leads to more information as well. If a large page is just split into smaller but interlinked pages, it is
much easier to retrieve information. Relations to other nodes in the network can be found simply by traversing
the links.

Context information is required in order to understand the meaning of page content and at the same time, the
text and the link structure of Wikipedia pages provide such context information. This is used as implicit context
for automatic information retrieval systems. A closed vocabulary (e.g., given by category pages or by an explicit
ontology) are more examples for such context. Another data-driven approach for semantic context extraction was
recently presented by Schwartz et al. [177] and is called ”The open-vocabulary approach.”

Finally, the inter-wiki link structure and the external links to referenced resources define the neighborhood and
a multilingual context. A formal technical representation of semantic Wikipedia data is available as a semantic
graph, as provided by the DBPedia project [158].

No matter how the semantic structure is provided or derived from data: if it exists, the Wikipedia pages can
be used like a semantic network. Such implicit semantic links can also influence the growth process and thus it
should not be ignored in a general growth model.

Our growth model covers the creation of new nodes as well as the creation of new links besides changes to the
existing content and structure including the network topology. In the case of Wikipedia we can easily count the
number of edit events. However, what goes on exactly during such edit events is not measured in our current
study. Although each edit event is different and different activity leads to different results in detail, we unify this
to one contribution for simplicity. Such a contribution covers one, two or all of the mentioned changes.

From the four selected Wikipedia projects we extracted all link creation events and all edit events. Each time a
new link appears, also a new page can be created, if one of both pages to be linked do not already exist. All events
are grouped by language and sorted by time stamp. Based on this event series the number of newly created pages
nN and the number of newly created links lN is calculated at daily resolution.

A technical realization of a general growth model requires an integration of data analysis and simulation tech-
niques. Assuming, that appropriate computational resources are available, one calculates the topological properties
of the network as a function of time. This has to be done at a global scale for the full network and in order to
allow local variations one has to track also the properties of all nodes’ local neighborhood. Based on simulations
it is possible to evaluate if applied parameters are consistent with available data. An important aspect is the
variability of parameters in such a model, which become time-dependent values, derived from reference data sets,
or simulations.

8.4. Properties of the Wikipedia Growth Process
In Wikipedia, the processes of adding new pages and adding new links between pages are coupled and cannot
be separated from each other. In order to describe the growth of the four selected Wikipedia projects in more
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detail we analyze the growth rates for the number of pages and the number of links separately. Because several
different link types exist, we also compare the growth rates of the number of links for those types. We show the
link-page ratio in figure 8.3.a. internal links are links within the same Wikipedia (same language) and redirects to
another page of the same Wikipedia. Internal links represent semantic relations between the terms the pages are
about or just relations between topics or concepts which are used within a certain page. If the meaning of a term
is ambiguous, special pages help to show users all possible meanings (based on other pages). Such pages do not
contribute much text, but this structural information is of a high value and increases the usability of Wikipedia.
External links are links to another language (inter-wiki links) and links to pages outside the Wikipedia project
(e.g., to external references). The frequency of such links represents an important quality indicator for Wikipedia
articles.

8.4.1. Evolution of the Degree Distribution
All links between articles and links to external sources contribute to Wikipedia’s structure. This structure and
with it topological properties evolve over time. The creation of a new link is a result of an edit activity of a
user. Figure 8.1 shows the temporal evolution of the internal link degree distribution for all pages of the Swedish
Wikipedia. Redirects and external links are disregarded in this plot. Already since the beginning in 2002 the degree
distribution can be described by a power law, with the exception of pages with a very low degree (low number of
links). While pages are added over time, the distribution changes and its power-law shape becomes more obvious,

Figure 8.1.: Evolution of Degree Distribution. Degree distribution p(k) (i.e., distribution of the number k of
links per page) for internal links in the Swedish Wikipedia project. One curve is shown for each month
from January 2001 till December 2009. The black dashed line illustrates a scaling exponent γ ≈ 1.67.
Note, that the maximum value for p(k) in each curve is below one and

∫
p(k) = 1 for all shown curves

which are normalized (nr of nodes with a given degree k divided by the total number of nodes availble
in this particular month).

since the range of degrees becomes wider. Actually, most of the pages have much more than ten internal links
and are well described by a power-law degree distribution. Only the number of pages with less than ten internal
links is smaller than assumed in the Barabasi-Albert model that predicts power-law degree distributions. This
also means, that the preferential-attachment model (which is also a scale-free model) overestimates the number of
pages with a small number of links.

8.4.2. Growth of the Content Network and Structural Changes
Figure 8.2 (a) shows the total number of pages for four Wikipedia projects (Swedish, English, Dutch, and Hebrew).
The number of pages NP (t) is growing by the number of new pages nP (t) = NP (t)−NP (t− 1) per time interval
∆t = 1 month. Figure 8.2 (b) shows the growth rate γ for an exponential growth model NP (t) = NP (t−1) exp(γ),
which has been determined by γ ≈ nP (t)/NP (t). Note that an increased ∆t has been used if nP (t) = 0.

In the beginning the growth rate γ is quite large. Later, a tendency towards saturation can be identified. This
shows that the character of edit events changed over time. In the early stage of a Wikipedia project most of the
edit events are related to the creation of new pages, while later on the internal structure evolves. For the English
Wikipedia project, one can see an intermediate regime with a constant exponential growth (γ ≈ 0.07) as marked
by the red line in figure 8.2.b. Such an exponential growth cannot be unambiguously identified for the Swedish
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Figure 8.2.: Comparison of growth rate for four languages. For the Wikipedia projects in Swedish (black
cross), English (red plus), Dutch (olive circle), and Hebrew (blue triangle) in (a) the number of pages
and in (b) the exponential growth rate γ is shown. The grey area marks the time window were the
decrease of the growth rate is comparable for all four languages. Automatic procedures like content
restructuring and ”bot-activity” or server failures are possible reasons for exceptions marked with A,
B, and C. The red line marks a rather constant growth rate of γ = 0.07 for the English Wikipedia
from 2003 to 2007.

Wikipedia. Interestingly, the page-growth rate has been drastically increasing during the last few months (in 2013,
see exception C in figure 8.2.b) for the Dutch and – even more dramatically – for the Swedish Wikipedia (not
shown). Actually, the Swedish and the Dutch Wikipedia started to create articles using bots.

Figure 8.3 (a) confirms that editorial activity tends to focus more on the addition of links than the creation of
new pages during later states of Wikipedia evolution. It shows the ratio of the total number of pages NP (t) and the
total number of links l(t) as function of time. For all languages this ratio decreases during most of the time after a
relatively large value (around 0.2, i.e., approximately five links per article) in the beginning. The final values are
between 0.015 and 0.04, i.e. at approximately 25-60 links per article. For the Dutch and the Swedish Wikipedia
the initial change (between 2001 and 2003) is quite sudden. In general, all four languages show a stronger decay of
the page number to link number ratio in the beginning and a much slower decay later on. This behavior suggests
that an exponential decay model may also be appropriate. However, we cannot find any regimes with unique or
approximately constant decay rates for any of the considered four languages. The different decay rates of the page
number to link number ratio might also be indicators for two different network growth processes.

The Swedish Wikipedia has initially ≈ 5 links per page and later the number of links per page increases to an

Figure 8.3.: Contribution of content vs structural change. (a) ratio of total number of pages NP (t) and
total number of links lP (t) = lint(t) + lext(t) (internal and external) as function of time between
January 2001 and December 2008 for the Wikipedia projects in Swedish (black), English (red), Dutch
(green), and Hebrew (blue). Note that the vertical axis has a logarithmic scale. Change of internal
structure vs embedding. (b) ratio of number of external links lext(t) to total number of links
lP (t) = lint(t)+ lext(t) (internal and external) as function of time between January 2001 and December
2008 for the Wikipedia projects in Swedish (black), English (red), Dutch (green), and Hebrew (blue).
Note that the vertical axis has a logarithmic scale.
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average of ≈ 25. This is in line with the change in the degree distribution, which is shown in figure 8.1. Here one
can see a continuous shift towards a dominating structural growth process, while the growth of content – measured
in number of pages – becomes less important. The current ratio of page number to link number for the Swedish
Wikipedia is quite similar to those for the English and the Dutch version, while the Hebrew Wikipedia has about
twice as many links per article. During the quick growth of the Swedish Wikipedia article number in the last few
months (see figures. 8.2 (a,b)), the article to link number ratio has slightly grown (not shown), which may indicate
a slight change of the structure towards properties typical for Wikipedias at earlier stages of evolution. Although,
this weak growth is still comparable with typical fluctuations of the ratio (just about twice as large), it may
indicate that creating articles by bots leads to a step back in the quality of content. Next we separate the changes
of internal and external link numbers. External links (to other language versions or references outside Wikipedia)
are particularly important for confirmation of the article content and can thus be regarded as an important quality
indicator for the articles. Figure 8.3 (b) shows the ratio of the number of external links to the number of all links
(internal and external). The increasing curves show, that the ratio of external links grows for most of the time in
all four Wikipedias. We note that there are two major groups of external links: just ’further reading’ links (often
in bad articles) and references (more likely in good articles). The habit of adding references increased in the last
years, while one got more discouraged adding just simple links; they are usually also limited to 3-5 per article.

8.4.3. Phases and Phase Transitions
Finally we try to distinguish different phases - but in a much less exact way, compared to the clear definition of
phase transitions in physics. If a particular property of the growth process is dominating, we consider this as a
phase in the life cycle of the system. A more precise term could be regime. More research using more data is
required before real phase transitions can be propagated.

In Fig. 8.3 (b) one can find indicators for existence of three regimes for each Wikipedia project. An initial
phase, with balanced content and link contributions, followed by a second phase, with fast decreasing ratio of nr
of pages and nr of links followed by a phase with a slower decreasa of page-to-link ratio. The transition time A
(tA) is determined from Figure 8.3 (a), which shows the ratio of total number of pages and total number of links.
The transition time B (tB) is based on the plot in Figure 8.3 (b), which shows the ratio of external and internal
links. Table 8.1 shows the times where the qualitative behavior illustrated by figures 8.3.a and 8.3.b changes.

Language tA tB tB − tA
SV 08/2004 08/2005 12
EN 12/2001 12/2002 12
NL 11/2002 09/2003 10
HE 08/2005 09/2005 1

Table 8.1.: Analysis of life cycle stages. The times when the qualitative properties of the Wikis change are the
transition time tA (determined from the ratio of total number of pages and total number of links) and
time tB (determined from the ratio of external and internal links).

For all four languages we find that tA is before tB , and the differences vary from 1 to 12 months depending on
the language. This means, an internal structure formation starts before the external embedding is improved.

The Swedish Wikipedia has like the Dutch and the Hebrew Wikipedia a higher ratio of external links compared
with the English Wikipedia. Systematically, all four Wikipedias have continued to increase this ratio (see Fig.
8.3.b). This is an indication for a very good reference quality of average articles in the Swedish, Dutch, and Hebrew
Wikipedia. Note that the ratio of external links is very much lower in the English Wikipedia, just approximately
half as large as in the Swedish Wikipedia (data from 2008).

Not shown in this version of figure 8.3 is a slight drop of the Swedish curve in the last months. It is probably
associated with the drastic increase of the total number of articles (see Fig. 18 in [10]). However, it is too weak
to be considered as an indication of a drop in article reference quality, and there was a significant larger increase
during 2012 just before the slight drop. We note that bot generated articles usually have a quite high density of
references, meaning just one sentence but 2-3 references to publications which, however, may not be linked using
a web link.

Summary
As shown in this chapter, one can measure and study the life cycle properties of Wikipedia projects, based on
access activity logs and the page edit history. Simple system properties, such as number of pages, number of links
and their change rates were shown in Figures 8.2 and 8.3. Since each new page and each link creation event can
be extracted from the Wikipedia edit history and via the Wikipedia API, also real time studies are possible in the
future. Although Wikipedia does currently not provide aggregates of edit events on a daily or an hourly base, it



seems to be reasonable to provide such data beside the available access log data. This would enable the research
community to study coupled dynamic processes of content creation and information consumption on a global scale
with much less overhead, which is currently caused by expensive data extraction and pre-processing procedures.

9. Modeling Complex Systems as Networks to
Connect Physics, Social Science, and Economy

Reality is not a function of the event as event, but of the relationship of that event
to past, and future, events.

(Robert Penn Warren, All the King’s Men)

Large data sets allow better statistical accuracy. Combining different types of data enables multi-faceted models.
Both of this is recently facilitated by the rise of affordable data analysis engines and large-scale storage systems.

Some well-known pioneers of large-scale data analysis are companies such as Google, Yahoo!, Facebook, Apple,
and Twitter. Some of their research activities are rather unknown outside the companies, but nevertheless, the
scientific community benefits from recent technological improvements.

For example, Google has continuously improved its ranking algorithm since its invention. Recently, a Google
research team has included a measure of a page’s trustworthiness. Historically, the dominating factor in search
was a page’s reputation measured by the page rank algorithm. Now, they simply count the number of incorrect
facts within a page, as they assume, that a page with less wrong information should be considered to be more
trustworthy. [178]. This ’Knowledge-Based Trust’ approach uses a multi-layer model to represent many relevant
aspects without the negative side effect of loosing granularity by early aggregation. Google also started early to
provide a rich personal user adaptation. Therefore, they contextualize search results according to a user’s language.
The browser history and cookies are inspected, to learn more about the user. All this information is collected and
merged into a final result: the scores of search items.

For advanced analysis, especially for studies of system dynamics, such tight integration of many factors into
one score is not appropriate. In order to understand how a system responds to an external influence, one has to
measure and analyze the system’s properties as a function of time. Google offers access to some internal data. In
order to create new studies, new experiments and new evaluation methods, one has to build specific multi-layer
models.

Physical reality defines an important facet of human life. Science is part of our life and has the goal of providing
insights into our life and explanations about our observations. Scientific models should simply help to understand
what surrounds us and how we can interact with this neighborhood. The better our understanding of nature, the
better is our ability to adopt to it and even to influence it - this includes also the non-physical aspects like those
studied in social science and cognitive science. Describing nature is not simple, especially because many different
things are highly interdependent, and over-simplification would lead to insufficient results very soon. Even if we
are able to understand and influence nature, it is an ongoing controversial problem, to figure out, if individuals,
or organizations should be proactive and take control. In many fields this is accepted and part of our long-term
strategies. There are many others, which provide a base for scientific and political debates. Many discussions are
based on scientific expertise, others are influenced by beliefs and even fears.

Independent from final decisions, whether to influence nature actively or not, modeling enables us to analyze and
simulate conditions, which probably are not desired in reality. In this way, we gain insight and deeper understanding
for better contributions to ongoing and upcoming discussions, or just for short-term decisions in a smaller private
or business context.

System theory provides concepts to understand and study complexity. Process models and well defined pro-
cedures including automation allow us to handle complex systems, but we loose control as soon as complexity
increases. This can happen if such systems interact with each other. Feedback loops are a characteristic property
of complex systems. Modeling is considered to be a neutral scientific approach and a convenient way of turning
hypotheses, ideas, and data into knowledge about any complex system.

No matter on what scale our research is done, we can choose strong simplifications, which usually means, we also
disconnect things from their neighborhood. It is important to find approaches which allow us to do our analysis
without such a harmful cut in order to minimize the impact of simplification on results. If disconnecting subsystems
from each other can not be avoided, it is even more important to understand the impact of this segregation on
final results. The question is now: Are the results really applicable? Or do they mean nothing, because things
behave very different if they are disconnected from each other?

66
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Active measurements can have an impact on the system, about which data is gathered. Experimental setups
can also influence the final outcome. We cannot easily stop doing simplified experiments, but we have to find ways
to obtain data from undisturbed interconnected large-scale systems to build more realistic models. This means,
that data collection procedures should not influence the systems directly and it should also not directly depend
on it. A common goal is to design experiments with as less influence on participants as possible. By using so
called real world data we can already reduce the artificial impact of measurement procedures and experimental
setups. Especially mobile communication devices, embedded sensors in cars, cameras, and counters in airports and
train stations, but also activity logs on web sites and payment logs provide a lot of data which support advanced
studies of human behavior with no direct impact on the source. Modern mobile phones have more functionality
than early personal computers. They have a lot of built-in sensors, such as GPS antennas, acceleration sensors,
and temperature sensors, but also microphones and cameras. All these rather cheap components can be used for
experimental research [179, 180, 181].

Crowd sourcing has become very popular in the last years, not only in economy also in research. This shows
that modern scientific methods are integrated directly into business processes. Furthermore, it indicates, that
science is not necessarily bound to product development or specific fields of application. Scientific data analysis,
nowadays also called data science, becomes more important to get information from real world processes to support
operational optimization, especially in critical or disaster contexts.

Experimental design in social science is not free of risks or problems, e.g., one has to care about selection bias,
especially in case of social-network studies. Using internet related systems as single source - even if mobile access
is possible - the results are influenced by the limited accessibility of the Internet. Infrastructure, economic status,
and political decisions in individual regions on earth are affecting Internet accessibility and can thus not be ignored,
especially if global systems of our society are modeled.

A simplification is possible by focusing on only one subsystem. One has to define the system’s boundaries
very well. In the worst case, nothing is known about the surrounding system - which means that an unknown
non-quantifiable bias might exist.

Physicists study many-body-systems which consist of a large number of interacting objects. A clear description
and improved understanding of the micro-, meso-, and macroscopic properties of such systems are the objectives
of a vast category of physical problems. This category is called many-body problems. Beside analytic approaches

Figure 9.1.: Accessible and hidden properties of a complex system. To describe and study processes
in complex systems, multiple data sets are required and combined (blue boxes). Because of their
hidden nature - many properties are not measurable directly (purple box) - some aspects can only be
calculated. For simplicity, many research projects focus on individual properties, often represented by
one single network layer (E). Networks of networks promise more detailed insights into the nature of
complex systems. Arrows indicate dependencies between measurable data (A,B,C) and hidden aspects
(D,E,F). Aggregation of events in step 1 leads to time series data (C) which provide metadata. System
elements describe specific characteristics of individual interacting parts of a complex system. For each
element (C) it is possible to measure properties also directly. (B) represents the system structure -
at least the obvious part. Step 2 illustrates the calculation of functional networks from individual
element properties including time series. 3 represents a bidirectional dependency between structure
and functionality. Static and functional structure influence subsystems (4,5) and the overall system
(6,8). 7 indicates that the subsystems influence the whole system and visa versa.
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in continuous space and many-body perturbation theory, various discrete numerical methods like lattice-gas and
Monte-Carlo approaches have been developed and applied. Furthermore, it seems to be a reasonable approach to
apply these methods to social science [182].

Although a direct transformation of the methods is not possible between different fields, according to Kulakowski
[182] it is worth to try possible applications as starting points even if based on rather weak analogies, before stable
scientific methods are available.

Finally, it is important to integrate multiple research disciplines. This is what complex systems analysis nowadays
stands for. Data-driven methods, large-scale data processing, and high performance computing are the related
technical aspects, which enable integration of economy, social science and physics by using networks as modeling
technique. Network models aim at diverse many body systems with limited simplification and a high degree of
contextual embedding.

Figure 9.1 illustrates dependencies between measurable data and hidden system properties which can be analyzed
on microscopic, mesoscopic, and on macroscopic scales. Hierarchical models can also be created in this way.

As an example one can think of crowd analysis, focused on measuring the mood of a large group of people.
One way to access the state of individual persons is to listen carefully to what they say. Communication between
people is an important source for information. The approach depends strongly on the location of people and on
their communication style. A silent crowd and a group of loud crying people walking along a street show obviously
different moods. In this case, the measurable intensity of the sound that the crowd produces is a quantity, which
can be related to the mood. A different approach is required if written communication is used, especially if sender
and receiver are not directly connected to each other. Text analysis on exchanged messages and sentiment analysis
are used to access the hidden properties of the communication which represents the mood of participating people
[100, 183, 168]. Ideally, one would combine both approaches to investigate consistency and to cover multiple
channels as this reflects reality in a more natural way.

Comprehensive analysis about the perception of a particular brand is another example. Also in this case one
should combine data from different channels, such as Google, Twitter, Facebook, a company’s own website, public
communities, and also company internal communication channels. Using only public campaign data is dangerous
as long as no knowledge about the system around the campaign is available.

This work introduces a method to implement reference studies based on public open data from Wikipedia. Our
new approach can be generalized to arbitrary data sets. It is common to combine proprietary data with open
public data. This is another advantage of large-scale data analysis, because not all research groups or companies
have to own and maintain all data if they collaborate and combine their data sets.

System properties like long-term memory effects can be revealed from communication patterns, no matter if
the traditional approach of analyzing the time intervals of letters sent between two persons or a modern approach
is used (see Oliveira and Barabasi [183]). In the later, more and more digital messages, mobile communication
devices, and multiple online systems are involved. This indicates already, that modeling techniques should be of a
hybrid nature, as they combine time series and network analysis procedures.

Beside exchange of information and decision processes also dynamic motion patterns of human crowds have been
in our research focus during the SOCIONICAL project. Interactions between persons and also between persons
and their environment (in simple buildings or in a large stadium) were modeled using the Social Force model
(SF, see also section 4.1)[17, 13]. Alternatively, I also developed numerical simulations for analysis of motion and
information flow using the Lattice Gas model (LG) [184, 185, 186]. SF describes multiple aspects of interactions,
which finally are superposed as forces. This superposition of attraction and repulsion forces lead to the motion of
things in space.

Some qualitative properties of social networks, such as different types of relations are modeled by different
interaction rules. Interaction rules are used instead of forces to model the dynamics in LG. Positions in real space
and internal state properties of the elements (particles or agents) are updated depending on several conditions,
and based on logical reasoning. This leads to positional updates of agents on the underlying lattice and to a
specific network representation of the entire system. Topological properties of such snapshot networks, also called
temporal networks, represent specific aspects, and allow studies about their evolution in time.

Although different types of interactions co-exist in both models (SF and LG) the goal is to keep the models
simple by a limited number of different interaction types. Simulation and analysis of dynamic system properties
is also possible in both models, but the internal structure of the system is not accessible directly, although the
interactions are inherent in both models.

In integrated models, e.g., in a social network for people which participate in public events and communicate
via mobile devices at the same time, the location of objects, such as persons, in real space is not the only relevant
aspect. Furthermore, multiple interaction rules exist. The intrinsic structure of social systems - such as family
relations or hierarchies in organizations - have an important influence. Such relations are usually entirely hidden
but they must not be neglected.

Structural system properties of, e.g., social networks are analyzed with a variety of methods, but it is often hard
to identify and to describe the hidden interaction roles. In general, all established network analysis algorithms
require a predefined adjacency matrix as representation of the network. Because the internal structure is at least
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measurable one can relate the change in structure to the variation of interaction roles.
Scalar entries of an adjacency matrix can show only one single type of interaction between two elements. This

means, that multiple interaction types require multiple matrices. Such matrices are considered to be layers in a
multi-layer network and each matrix describes one single facet or aspect of the system. All layers together represent
the entire system including its natural embedding.

Traditionally, each layer has been studied independently. In order to describe emerging properties, the individual
networks have to be combined. The result is a multi-layer network with different link types. Because different
aspects can have different influence on the systems time evolution. Knowledge about the right scaling and the
right weight-functions is required.

The majority of established network analysis algorithms can not handle multiple weights for one node or link,
which means, they can not handle multi-layer networks directly. Some special cases are handled by bipartite or
k-partite networks. Both have the limitation that no interaction between nodes of the same type are considered.

This chapter presents a generic approach to construct multiplex- or multi-layer networks from dynamic node
properties. This allows calculation of dynamic correlation properties. Distance and similarity measures as struc-
tural metrics are derived from measured time series data. In this way, several computational procedures provide
network layers with different meaning.

The following sections describe a formal framework for network creation procedures followed by a discussion of
the application of these networks.

9.1. A Formalism for Network Reconstruction
One essential question that helps us to prepare useful networks as models of complex systems is: ”How can the
relevant interactions be described as network links?” Such interactions happen on multiple levels. Individual
elements interact with each other (see subsystem E in figure 9.1). The collective behavior of a group influences an
individual element (or person), but, all individual actions of many elements (or people) contribute to and define
the collective group behavior (arrow 7 in figure 9.1). Therefore, multiple link layers are combined. A combination
of layers creates in general k-partite networks with multiple types of links between nodes of different types. An
integration of multiple interaction types into one unified model can lead to a hierarchy of interactions and thus a
hierarchical network, or to a network of networks, where individual sub-nets are not part of a hierarchy.

Multiple layers can be defined in a hierarchy of abstraction levels. This allows microscopic and macroscopic
properties to be combined in one single model. The multi-layer approach connects isolated views within one single
system view and can be handled either with statistical analysis methods or numerically, or via simulations. The
advantage of this approach is the combination of simulation and analysis techniques in one single theoretical and
technical framework.

Link projection is required, to merge the contribution of individual link layers. Each layer represents in general
one single aspect, e.g., a reaction channel or a communication channel. In our framework we introduce a connectivity
projection function (CPF), to calculate a single link strength value for each pair of nodes from multiple link layers.
Such a new link strength property includes and combines information from all available layers. Thus, a CPF reduces
the number of dimensions of the system. The resulting network representation can emphasize one individual aspect
without decoupling or disconnecting a component from the entire system. A comparable approach is used in the
Multiplex PageRank algorithm to incorporate the intensity of the interaction between network layers. Halu et al.
[82] define Additive, Multiplicative, Combined, and Neutral versions of Multiplex PageRank in order to show how
each version reflects the extent to which the importance of a node in one layer affects the importance of that
particular node in different layers.

Technically, nodes are represented by labeled vectors. The adjacency matrix becomes a tensor and the elements
of this tensor can also be vectors instead of scalar values, e.g., if time series are taken into account. A simple
summation of the link-vector components would not provide useful result. Therefore, a similarity measure (in
Eq. 9.4 it is called link creation function with symbol FLC) is used to calculate the strength of a link between nodes
based on their microscopic properties and on the network properties of the close neighborhood. The neighborhood
of a node defines a subsystem which also influences the properties of a particular node. This approach uses a direct
coupling of node and system properties and leads to a closed feedback loop (in case of directed links) or closed
triangles in general.

In order to model a system as a multi-layer network one has to select the appropriate type of measurable data
(see A, B, and C in Fig. 9.1). Depending on the characteristics of the time series data one has to select an
appropriate link creation function (see table 9.1). Finally it is important to define the direction of the links. This
influences the selection of the right metric as connectivity function, because not all possible link creation functions
provide information about orientation.

Our goal is to study dynamic properties of complex systems without full segregation of static and dynamical
properties. There are many more questions that all influence the model definition procedures, such as:

• How fast is some internal system property changing?
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• What metric allows us to describe this change as function of time?

Network reconstruction is the process of defining and quantifying relations between entities. Such links can
be obvious, such as the relation between two people living in the same place, or hidden, such as a shared political
opinion, which is not expressed in a direct way. Studies on opinion dynamics, crowd dynamics, election dynamics,
and on the influence of religion on decision making processes are research topics with growing interest.

The article titled ’Modelling Opinion Formation with Physics Tools: Call for Closer Link with Reality’ [187]
criticizes the lag of connection between research, created models, and application to real world problems, and even
more importantly, the lag of analysis of real-world data. Especially the emerging amount of apparently unlimited
data sources can help to change this in the future.

One contribution of this work is to formalize the procedure of reconstructing links between nodes from disjoint
data sets. The formalism allows a comparison or at least a validation of comparability of obtained results. Before
such a similarity relation can define a link, the similarity matrix has to be transformed into an adjacency matrix.
This is done by filters, with a fixed or variable threshold, probability filters, or based on structural information
(see chapter 10).

The difference between construction and re-construction is that in a constructed network all existing links
really are obvious. The links exist physically. A reconstructed network is generated from data, which do only
indirectly describe a relation between the linked nodes. In this way it is possible to find hidden links, which are not
physically obvious. Network re-construction is a statistical method. If results are valid or not has to be validated
by significance tests (see chapter 10).

Because a large variety of network reconstruction methods already exists and selected parameters for each
method directly influence the outcome, it is worth to define a generic network reconstruction procedure.

Especially in case of complex dynamic systems it is important to compare network properties quantitatively.
Ideally, one would define equations of motion based on the configuration properties of the system. Structural
analysis of systems with obvious relations between elements or components is already well established. If links
physically exist, then it is simple to measure their properties. Many obvious relations exist only in the information
domain. The measurement process has to be replaced by data acquisition, and data linking procedures.

An example is the relationship between a mother and their children. In the beginning, before birth, a physical
connection really exist. Later on, this connection is in general only based on the knowledge about the relation, which
allows us to track the family structure. Such family networks are not static. Usually three to four generations
live together at a given time. According to the book of ’Guinness World Records’ the maximum number of
generations alive in a single family has been seven. Each individual birth adds one more well defined node to
the network. At the same time all existing links can be interpreted in a new way. Each generation has it’s own
specific habits, attitudes, and beliefs. This requires additional interaction layers and additional link types for each
different interaction role. Structural differences in such networks seem to be related with social structure of society
on several interaction levels, from family, to local community, to a whole country including its economy.

In many cases it is not important to track all details and all members of a family nor all possible interactions
between them. Network nodes can simply be connected to a common network node which acts as a stub for a
particular aspect. The result is a local star structure (see Fig. 9.2). If instead of the additional node a relation
between all members is generated then we would have a clique of highly connected nodes. Which approach is
better? Without information about the planed analysis procedures this question cannot be answered.

We measure the change rate of a system property of an object which is influenced by the process we want to
study. For network studies, this means we have to identify measures, which allow to quantify external influences.
Especially if structural information is not directly accessible we investigate the structure of functional networks,
created from time series obtained by objective measurement procedures on individual system elements.

Such functional networks are useful to compare different processes even if there is no direct accessible variable
to measure. Our approach is based on a comparison of the impact of external influences on a system by analyzing
hidden variables, which are influenced or changed by this external process.

In our examples we used Wikipedia, growing over time primarily due to added new pages. Measuring the total
text volume of pages seems to be a good indicator to quantify the growth or knowledge formation process. Links
are very important in Wikipedia, and links contribute also to the content. Page links form the backbone of the
system and allow navigation and structural analysis. Beside these variables we can also track all pairs of pages
which are edited or used in parallel, even if they are not linked to each other. This reveals overlapping interest
in different topics even if no links exist between them at a given point in time. Such non-existing links cannot be
analyzed directly because they do not exist.

This is why we apply computational methods in order to create functional links. It is important to note that
properties of such functional networks depend strongly on the data aggregation and pre-processing procedures. An
intermediate result of the network reconstruction procedure is a time-dependent adjacency matrix. This matrix
can be analyzed in several ways. Depending on chosen computational methods one gets ’structural metrics’ which
represent the entire system. Structural metrics quantify the impact of an external process on the system’s internal
properties, even if no variables are accessible directly. Figure 9.2 illustrates a process with impact on the system’s
structure.
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Figure 9.2.: Dynamic processes can cause inter-dependencies between layers. The multi-layer network
approach introduces a feedback loop, although only one directed link between two example nodes CN1
and CN2 exists per layer. The functional links (I,II) represent a process on top of the static network
(black arrows). Structural metrics allow time-dependent studies on large systems without a need of
’over simplification’.

The multi-layer network approach leads to feedback loops (see figure 9.2) which are responsible for typical
properties in complex systems such as non-linearity and emergent behavior.

Figure 9.3 shows two different networks reconstructed for one system. Obvious links are used to calculate an
initial graph layout (see fig. 9.3.a). Clusters are colored to highlight the community structure of that network. This
static facet does not explain the dynamic properties. Therefore we show the functional network from access-rate
time series (see fig. 9.3.b). The size of the nodes indicate the node degrees within the networks. The node degree
for each node can be different in each layer. Based on network metrics it is now possible to track the system over
time. Analysis of dependencies between several aspects can be covered in future work.

The layout of the two networks in figure 9.4 uses geographical embedding. Some Wikipedia pages regarding
cities provide latitude and longitude values directly, others are linked to a page for which geo-location data is
available. Structural differences between the two network layers representing two different processes are visible.
Detailed quantitative analysis of such systems requires additional algorithms. Our goal for this chapter is to define

Figure 9.3.: Comparison of the local networks regarding topic ’Illuminati (book)’ based on (a) direct Wikipedia
links between all nodes in the local and global neighborhood (CN, LN, IWL, and GN), and (b) func-
tional links calculated from user access-rate time series. In (a) the node colors reflect the community
structure of the underlying static network. The node size in both networks is proportional to the degree
k. An un-directed correlation network is shown in (b). Correlation links (undelayed cross correlation)
are filtered by link strength (ls ≥ 0.75). The layout was calculated in Gephi [18] with the ForceAtlas2
algorithm based on the static link network, but in (b) the correlation links are plotted instead of the
structural links.
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Network Type

Functional Networks
for dynamic processes Content Networkstime series data event series data

un-directed Pearson cross correlation*
Spearman rank correlation

Event synchronization, Q*
[135]

n-gram co-occurrence
cosine similarity* [188]

directed Granger causality [189][190]
partial correlation* [23]

Event synchronization, q*
[135]

Semantic similarity* [191]
Hyperlinks

Table 9.1.: Link creation functions. Different types of node interactions exist, e.g., there are functional and
structural aspects. The table presents measures, which can be applied to Wikipedia time series data
(generalization to other socio-technical or socio-economical systems is straight forward). The formal
description in Eq. (9.4) uses the symbol FLC (G) for any pair- or set-function applied to time series
tuples G (not G, which represents a graph as in table 9.3). The functions here allow creation of
individual network layers. Marked (*) methods were implemented in the Hadoop.TS software package
[11] as part of this work.

a framework for graph reconstruction - even if structural analysis algorithms are already involved at this level,
network reconstruction is in the focus, not yet a detailed study of dependencies between individual properties or
network levels.

The following equations describe a formal procedure to calculate structural metrics Sm for arbitrary complex
systems based on time series data:

(1) Raw data, usually multiple sets of events E(t), have to be aggregated (via function A) in order to create
time series X(t). Measurement devices or IT systems offer direct ways to access pre-aggregated data sets with raw
time series X(t). Measurement procedures can also be replaced by numerical simulations.

X(t) = A (E(t)) (9.1)

(2) This raw data set is processed by a time series creation function CTS. A creation function can be, e.g., an
(extreme) event detection function or simply a filter. Peak detection algorithms produce event series (see section
5.4.3). Results of this step are multiple time series denoted as X′(t).

X
′

= CTS (X(t)) (9.2)

X′ is represented by a time series bucket and contains a set of time series with compatible properties. This
means, they all have data for the same metric, using the same time resolution, length, start, and end time.

(3) Those time series are processed by a grouping operation STS. Groups define the context of the analysis.
From this groups we create pairs and triples of time series. Depending on the chosen network creation function a
set of two, three or n-dimensional vectors1 is generated. The vectors contain individual time series as components
and represent potential links.

G = STS

(
X

′
)

(9.3)

Creation of all pairs or triples of time series can be done as part of the analysis procedure or prior to it. For
large data sets this operation can be very expensive. Especially if multiple algorithms should be compared, it is
useful to store the results G and to reuse them.

(4) Now, we apply the link creation function FLC to the time series tuples G. Distance or similarity measures
(as listed in table 9.1) require time series pairs, whereas triples are used for dependency networks.

Am = FLC (G) (9.4)

The result of the operation is an adjacency matrix Am, which has to be cleaned by a link filter.
(5) We apply a link filter FLF in order to remove non-relevant links.

A’m = FLF (Am) (9.5)

After filtering an adjacency matrix A’m is available for a structural analysis per layer or by using a connectivity
projection function (CPF) another adjacency matrix A’c is generated from multiple layers.

A’c = FCPF (A’m1 , ...,A’mn) (9.6)

The index m indicates a particular measure or metric and c stands for combination of multiple layers.

1The vector is a data structure, and not the mathematical vector in this case.
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(6) Methods from random matrix theory [192] as well as traditional network analysis procedures can now be
applied to obtain the structural metric Sm. In our case Sm was obtained by application of graph analysis algorithms
TG to the previously created link matrix. Usually, the topology of the network layers or the entire system is studied.

Smlayer = TG (A’m) or Smsystem = TG (A’c) (9.7)

In order to get a time-dependent structural metric Sm(t) one has to use time series episodes of length l. For
each time interval i defined by ti and ti+l one can obtain a value Sm, which can now be related to raw data, in
order to identify the relation between function and structure.

A is an event aggregation operation. C is a time series creation method. S is a time series set operation. FLC
is a multivariate time series analysis procedure. FLF is a filter function based on properties of links or based on
structural properties, such as Spanning trees or Planar maximal filtered graphs (see next chapter). FCFP is an
arbitrary function, which provides a combined link strength lc = f(li) based on all available link types li. A typical
example is a linear combination of individual links: lc =

∑
i ci · li.

T is a graph analysis procedure which provides topological properties of the resulting network layer.
The next sections of this chapter cover the link creation phase (4) (Eq. 9.4) and the link filter phase Am →

A’m (5) (Eq. 9.5). Both phases are part of F , the link reconstruction operation.

9.2. Reconstruction of Multi-Layer Networks
A variety of network types exist. Literature such as [86, 193, 194, 39, 195] about networks and network analysis al-
gorithms usually covers network models and specific applications but network recreation procedures and functional
networks are rare. Very recently, Petter Holme published a review on new developments in temporal networks [49]

Arbitrary analysis algorithms can easily be written down, but a particular implementation can be difficult,
especially if the network is too large to be stored on one single computer. Some algorithms are limited to specific
network representations. A simple transformation from one into another representation is required. From a
mathematical point of view this may not worth to be mentioned in some cases, but the technical and economical
dimensions are important here. Even if the data is not manipulated, re-organization such as re-partitioning of
a huge data set can be very expensive. This means that huge demand for large-scale compute resources with
large memory, and long processing times are typical, even if the analysis procedure is not very exciting from a
mathematical perspective. Recent research and engineering work (see [63] and [62]) introduced generalizations of
existing data models for graph representation.

Not only technical requirements defined by analysis algorithms influence the representation of networks. Also
the analysis goals have an influence. Transformations between different types are not all reversible, this means,
in some cases the resulting representation is more compact and therefore more efficient, but information can be
lost during the transformation procedure. To solve this problem, we handle all raw data separately. As long as

Figure 9.4.: Comparison of two functional networks regarding German cities represented by their
Wikipedia pages. Different aspects of complex systems are highlighted by functional networks,
which finally can be integrated in a multi-layer network approach. (a) shows the functional network
for access activity and (b) illustrates the editorial activity.
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initial data is available for each individual network node and link, it is possible to recreate all intermediate results
on demand. Two access pattern have been found very useful. First, all node properties are initially stored in a
key-value store. Grouping, sorting and filtering can be applied to such data in parallel. Finally, random access
to individual node properties, based on the node id is essential. For known static networks, it is very efficient to
store all in-going and all out-going links in an adjacency list. This means, based on a single node key, all available
information can be retrieved by only three requests per node from storage. Link properties require complex keys -
consisting of three components at least. A link exist between two nodes, called source and target. In general the
order is relevant, but not for symmetric links. Because multiple different link types can exist between nodes, the
type has to be defined by a metric name, which also will be used as a part of the key to address the link property
data. For simplification we work with full link matrices. This requires memory to store N2 ·m values, where N is
the number of nodes and m the number of metrics.

Different real world scenarios require special network representations. Very simple models require only one type
of nodes and one type of links, which can even be defined by a fixed link strength. Weighted links are already more
flexible. Multiple node types lead to bi-partite or k-partite networks. Multiplex networks are used to describe
multiple interconnected aspects of one complex system in one model. Table 9.2 lists important network types
according to typical applications.

Characteristic topological properties are often derived from network snapshots, taken at a given time. What
does such a snapshot represent? Is it information, aggregated over a period of time, is the graph static, which
means there is no change, or is it just static within a very short time range, which makes it quasi-static. Table 9.3
compares three important graph types with respect to time.

Table 9.1 shows useful link creation functions FLC for documents and time series, obtained from Wikipedia. The
approach is also useful for other types of complex systems, in which social interactions are influencing documents,
such as messages or web pages. Because the interaction of human beings also influences economy, it seems to
be reasonable to use such data also to study the interaction between human communication and the economic
processes. Wikipedia pages are used as stub, which represents, e.g., financial markets, companies, or products.
This allows to measure user interest in specific topics. More details and preliminary results can be found in
chapter 15.4.

The remaining part of this chapter shows the reconstruction of layers for multi-layer networks as individual
separated steps. The approach in general is still using a simplification technique. Data is extracted for one
individual aspect - other data is ignored. In this way, the layers are still disconnected from the complex nature
of the entire system. The complexity is lost only temporarily. In a final step, when all aspects - where each is
represented by an individual layer - are integrated in a multi-layer network, or in a network of networks, we can
see each aspect embedded within the original context again.

Another approach is, e.g., comparison of different embedding scopes. By comparing the calculated structural
properties for two networks with different embedding it is possible to measure the influence of contextual-variation.

Network Type Characteristics Applications References

Simple Graph

Only one type of edges
and vertices (respectively
nodes and links) exists.
Their properties are not
time-dependent, just
scalar values.

The majority of graph algorithms
require such a representation. [196]

k-partite
Network

One type of links and k
types of nodes exist.

Cluster detection and identification of
central nodes are used to highlight
hidden roles of, e.g., the ”influencers”
in social networks, or information
shortcuts.

[197, 198]

Multiplex
Network

Many types of links but
only one type of nodes
exists. For each link type
a simple network (called
layer) appears.

Analysis of multi-channel processes
requires different link properties for
each process. Parallel processes are
modeled as layers.

[199, 200]

k-partite
Multiplex
Networks

Many types of links and
multiple types of nodes
co-exist.

Analysis of interactions between
markets and SMA using trading
volume and prices together with
multiple media channels.

see chapter 15

Table 9.2.: Some applications require specific network types. Depending on use-cases, networks consist of
homogeneous nodes and links or even of a heterogeneous mix of both.
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Network Type Characteristics Formula

Static (StatN)

Links and nodes exist at a given
point in time ts. They do not
appear or disappear during the
defined time range t = [ts, ..., te].

Gs(t) = G(t) = (V (t), E(t))

Aggregated (AggN)

Links and nodes can appear
during a defined range in time,
the network contains all links
and nodes which ever existed
during the time interval
t = [ts, ..., te]

∫ te
ts
G(t) dt

Temporal (TempN)

Links and nodes exist within a
defined time range t, and if
(te − ts)→ 0 it can be seen as a
static network.

Gt(t) = G(t)|ts

Table 9.3.: Classification of Network types regarding existence of nodes and links. A graph G consists of
a set of vertices V and a set of edges E. Static networks (StatN) do not change over time. For very short
time ranges all networks can be seen as static snapshots or temporal networks (TempN). Aggregation
networks (AggN) represent the system during a defined period in time but not at individual times.

9.2.1. Static Link Layer
The static link layer in our research context is given by the Wikipedia page links and all the inter-wiki links
between pages in different languages. One can consider all existing links between arbitrary web resources as part
of such a layer. In general, all hyperlinks in HTML code, which is finally interpreted by web browsers, are used
to traverse the huge content graph. Static means here, that this link structure defines a skeleton on which our
analysis method is built. Because these networks do change slowly we can call them quasi-static.

The network of hyperlinks in the world wide web is directed, also the Wiki page network. The network of
Wikipedia pages is a very specific case. It has also links to external resources. External pages can link back
to Wikipedia pages as well. In this way we can see Wikipedia networks as embedded in other global networks.
The Mediawiki software allows us to collect both, in-going and out-going links for wiki pages. For other web
resources, we can only find out-going links directly. In order to know all incoming links, one would have to index
the entire WWW because each resource could potentially link to any given page. Indexing the entire web is not
possible for individuals. For large companies it is an enormous effort to manage all that data, even for giants
like Google, Microsoft, and Yahoo!, that provide the largest indexes of today’s and historic web pages. They also
offer convenient data analysis and search functionality. Offering content and collecting usage statistics at the same
time is a very useful technique to support research. Also Wikipedia could benefit from such a tight integration of
content delivery with quality and usage analysis, but currently, such a system doesn’t exist.

Wiki links are not only created by humans, but also by automatic software based systems, called robots, or
simply bots. Because links can be removed in case of deleting a page, we may have to reload the data for specific
analysis steps or we have to load and store a snapshot at a given time.

The (quasi)-static link layer is the foundation for our analysis and can be used as a reference for studies on
other media channels. Other layers can be compared with this reference layer regarding structural properties.
Furthermore, it is possible to bring results into a broader context. E.g., if an unknown relation between the
structure of the network and its functionality exists, the structural properties should change if usage patterns
change. Different functions can be caused by different structures or visa versa. For manually selected web resources
one has to expect a selection bias. With contextual reference data it is possible to identify dependencies and biases
to support a reliable interpretation of results.

9.2.2. Content based Networks
Content networks can be formed by explicit links between documents. Such links can be expressed as citation
(traditional document) or as Hyperlinks (electronic web documents). In this case the network also represent the
static link layer.

The fact, that two documents belong to the same category can also be interpreted as a link between them where
the link is not obvious. If two documents are written by the same author they can be considered to be linked as
well. Finally, just the similarity of the text or parts of it can be seen as link between otherwise unrelated documents
- this is essential for information retrieval methods like full text search. Instead of well defined explicit links we
can extract latent links from content. Similarity of documents uses their term-vector representation. Similarity of
term-vectors is measured by cosine-similarity (see Muflikhah et al. [188]). Advanced text and language analysis is
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required for this and multilingual studies are rather complicated.
Wikipedia supports multilingual research with its internal structure. Inter-wiki links and a variety of sub-projects

for all relevant languages enable our hybrid approach, which combines explicit and implicit content networks. We
start with manually selected pages, than we collect more related pages with a direct link from this seed pages.
Wikipedia neighborhood graphs provide a simple abstraction and a language sensitive method without a need for
translation.

Similarity Networks and Distance Networks

Similarity networks consist of nodes, typically digital documents and links between similar documents. Links
are generated by calculating similarity measures. If two documents are similar to each other they get linked. If
similarity s has a high value, the distance d between both documents is short. Otherwise, if similarity is low, the
documents are not linked. If s ∈ [−1, ...,+1] it cannot be used as a distance. In order to have a minimal distance
of d = 0 in case of marginally similar objects (s=+1) we apply the transformation: d = (1− s)/2.

Two text documents are equal to each other, if the same words appear in the same order in both. Such a
similarity measure for texts is also useful for exact identity matching. For practical reasons, texts are not analyzed
word by word, rather their term vectors or n-gram vectors are used [201, 75]. A term vector is a special case of an
n-gram vector with n = 1. Normalization techniques such as stemming and term disambiguation are applied to a
document corpus during the preparation phase in order to achieve more robust results.

Calculation of cosine-similarity is often applied to compare short texts or sections in documents within a large
corpus for information retrieval [188, 202]. Simply speaking, one takes the term-vector of one document or from a
part of it, and looks for documents, which are similar to or nearby the given one in the term space. For practical
reasons the original document is not used during analysis. Index data and search terms together with specific
logical rules lead to reasonable convenient search results and drive one of the dominant access patterns in the
WWW.

In network theory, the term distance is used to define how far one has to go from one node to reach another node
in a network. Note, the shortest path is a very popular measure for many applications, such as efficient routing
of traffic on roads, rail networks, and communication networks. This distance is related to an existing graph and
simply counts the number of path segments between nodes. A link property, such as travel time or distance in real
space can optionally be used as a weight. In similarity networks the, nodes are linked to each other only if they
are close enough to each other in the term space. What close enough means depends on the application.

Event Co-Occurrence and Collaboration Networks

Since metadata are also part of many documents we are able to extract creation time, time of last change, and
authors. This allows us to define event co-occurrence and collaboration networks, which are considered to be
content related networks as well. Both build bridges between content and social networks. In this way, text
documents can be linked indirectly to each other, e.g., by one author which contributed to multiple documents.
Two authors can collaborate on one document which defines now a collaboration link between them. Many others
of such relations exist. Typically, bipartite networks are used to study relations between objects of different types.
One can easily eliminate one type of nodes by replacing all entities of that type by links. This procedure is called
bipartite mapping (see also figure 3.3 in section 3.3). This approach allows access to a single subsystem of one
node type only and thereby a comparison of subsystem properties. A possible negative impact of dominating
structural metrics of one subsystem - caused by mixing two systems of very different properties - is eliminated by
this transformation technique.

If one person contributed to a set of documents within a short period of time, this person might be the reason
for a high correlation in edit activity (see figure 9.4.b). If more than one person work on a set of documents, we can
conclude, that they share a common interest in the topic the documents belong to. We cannot clearly differentiate
if this interest is an agreement or if they disagree with the content. Nor can we identify, if people are working
towards the same goal or if the high activity is a result of a conflict as reported by Yasseri et al. [107].

Beside individual spontaneous events, also series of events can be used to construct networks. In this case we
calculate the level of synchronicity for pairs of event series. Events are measured directly or as the result of a
transformation of raw continuous time series by applying the link creation function (see Eq. 9.4). Using extracted
features, such as strong peaks allows a variation of the intensity and it allows a massive reduction of data which
has to be processed. More details about functional networks from event series are provided in section 9.2.3.b.

Semantic-similarity and Semantic-flow Networks

A third content network uses semantic-similarity instead of cosine-similarity. A comprehensive survey on text
similarity measures was published by Gomaa and Fahmy [203]. They group several algorithms in three categories:
(a) String-based, (b) Corpus-based, and (c) Knowledge-based similarities and demonstrate combinations of those.
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Samer and Rada [204] describe Semantic Relatedness as the task of finding and quantifying the strength of the
semantic connections that exist between textual units. Their approach is an unsupervised method for calculating
semantic relatedness as semantic profiles for words. Those profiles are extracted by using salient conceptual
features gathered from encyclopedic knowledge such as Wikipedia. They used two different distance metrics, cosine-
similarity and SOCPMI. SOCPMI is a slightly modified version of the Second Order Co-Occurrence Pointwise
Mutual Information introduced by Islam and Inkpen [205]. They note, that the overall performance of their
approach seems to be independent from the selected distance metric. In their interpretation, a word is defined by
a set of concepts which share its context and are weighted by their pointwise mutual information.

Masucci et al. [191] introduced a method ”to infer the directional information flow between populations whose
elements are described by n-dimensional vectors of symbolic attributes.” What they call ’n-dimensional vectors
of symbolic attributes’ can be seen as term- or n-gram vectors. This allows us to apply their method to text
documents. They use the Jensen-Shannon divergence and the Shannon entropy, which both have a wide manifold
of applications in science. Beside a genetic flow network they present a semantic flow network, constructed from
Wikipedia pages.

Latent Semantic Analysis (LSA) is based on Singular Value Decomposition (SVD). The goal is to identify a
lower-dimensional representation of the content. LSA provides insights into large document sets, by analyzing the
relationships between the words within the documents. Therefore, a set of relevant concepts is extracted from
the corpus. According to Ryza et al. [206] such a concept consists of three attributes: a level of affinity for each
document in the corpus, a level of affinity for each term in the corpus, and an importance score reflecting how
useful the concept is in describing variance in the data set.

Blei et al. [207] introduced an approach, called Latent Dirichlet Allocation (LDA), which is a generative prob-
abilistic model for collections of discrete data such as text corpora. According to them, LDA is a three-level
hierarchical Bayesian model, in which each item of a collection is modeled as a finite mixture over an underlying
set of topics. Each topic is, in turn, modeled as an infinite mixture over an underlying set of topic probabilities. In
the context of text modeling, the topic probabilities provide an explicit representation of a document. The resulting
topic model is an Ntopic ×Ndoc matrix in which the elements describe the level of participation of a document in
each topic.

Amancio et al. [208] proposed methods, which combine semantic and structural properties of texts. The topology
allows capturing stylistic features concerning authorship and text quality, they state.

Recently, ”The Open-Vocabulary Approach” was proposed by Schwartz et al. [177]. Especially in large-scale
social media systems, such as Facebook, or Google+, it seems to be relevant to recognize the relation between
language usage and properties of persons, which communicate with each other. They found, that a language based
approach allows to distinguish people by personality, gender, and age.

As a practical example we investigate a network reconstructed from short text documents in a knowledge base. It
was created using the cosine-similarity2. Alternatively also the Jensen-Shannon distance (JSD)3 was evaluated for
different n-gram sizes in the range from one to eight. One has to note that both measures behave complementary
since one is a distance and the other is a similarity measure. Finally, both lead to comparable results. The results
for n = 3 are shown in figure 9.5. Such a question and answer system (QnA system) contains documents of two
types, questions and answers. Questions can be connected to an answer by a directed explicit link. This way, we
have a bipartite network with two node types. Because some questions are not answered yet, they are isolated
nodes. Valid facts can be stored as answers in such a system, even if no question is related to this fact. Also those
fact-nodes wouldn’t be linked to others. A second link type is based on semantic similarity, using JSD (see Eq. 2
in [191]). Figure 9.5.a shows two strongly connected clusters. It is not surprising, that the two clusters represent
the two node types, questions and answers. To emphasize the inherent semantic structure, all explicit links were
removed in figure 9.5.b. This highlights clusters of semantically related items, independent of an explicitly created
link structure. A topic model is not required for this technique.

Explicit links and similarity links define two link layers in figures 9.5.c. This multi-layer approach contributes
context information to existing items in a document collection. Here, we are able to identify related questions,
because they are linked to the same or a similar answer, or because they have a high semantic similarity. Studying
the evolution of such structures as a function of time, together with access-rate and edit-activity time-series (see
chapters 13 and 15) can be used as an experimental setup to study self-organized knowledge-formation. This process
exists because persons contribute without any obligation or task assignment. If additional rules are applied, or
automatic tools such as de-duplication or disambiguation procedures operate on the data besides persons then a
change in the structure can be expected as already shown in the example of the Swedish Wikipedia in figure 8.2.b
(see exception C).

Information flow analysis requires multiple inputs. The content can be represented by documents or messages.
Users are the source for information and also information consumers. This means that the set of users, which is for
itself a network, is linked to the content by at least two different link types. In our data set we use access-rate time
series to express the interest of Wikipedia users in content consumption and the edit-event time series to track

2The classic cosine-similarity measure is defined, e.g., in [? ] in Eq. (6).
3A definition of JSD is given in Eq. 2 in [191].
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Figure 9.5.: Semantic-similarity Network in a QnA system. QnA systems contain items of two categories,
questions and answers. Beside the explicit links between an answer given to a question (black), also
implicit similarity links exist (gray). Such relations are identified by a semantic similarity measure
(see Eq. 2 in [191]). Panel (a) shows all links. Links with a high semantic similarity (s > 0.75)
excluding explicit links are visible in panel (b) and (c) shows a combination of the semantic network
of undirected links (gray) and the structural links between questions and answers (black).

user contributions. Based on such data, it is possible to measure the total activity. A more detailed analysis is
possible if content can be categorized. There are many different approaches for categorization and classification of
Wikipedia content. Those approaches can be generalized to content from non digital sources such as books, print
media, or spoken text from TV and radio stations.

Wikipedia provides an implicit content categorization. Specifically, each page can be linked to one or multiple
category pages. Grouping articles by language provides an additional classification scheme. Even if no explicit
content categorization is available, it is possible to derive a topic model from any text corpus.

9.2.3. Functional Networks
Functional networks represent hidden relations between network nodes, which are not directly measurable. The
idea behind functional network reconstruction is, that if a property of two elements changes synchronously (or
with a given time delay) one can assume a common influencing factor with impact on both.

Therefore, we apply an operation FLC to a tuple (or simply a pair) of time series to calculate a value, which
represents the relation between the objects, from which the time series were obtained (see Eq. 9.4). This means, if
access activity to two Wikipedia pages is correlated, we assume also a correlation in interest in both pages. Then
we define a link between both pages to express common interest in both at the same time. This link is a temporary
link, and depends on: (a) length of sliding window, (b) filter procedure for time series, and (c) filter procedure
for link strength (see chapter 10). Some correlation methods provide only a link strength, but no orientation (see
table 9.3). Cyclic patterns and strong peaks can have a dominating influence on correlation results. Therefore we
study the impact of strong peaks and additional quality metrics in more detail in the next chapter.

Beside the node degree, several centrality measures and other network analysis procedures are applied (see:
calculation of network profiles in section 3.5.2). In this way, functional networks provide data which describe
dynamic not directly accessible aspects of complex systems. Figure 9.3 in the beginning of this chapter compares
the static view of local neighborhood networks for one Wikipedia page with the corresponding functional network,
based on (a) direct Wikipedia page links, and (b) functional links, calculated from user access-rate time series.
Centrality and PageRank were calculated for each node. One can clearly see that the most relevant (most connected,
most central) nodes are different in both representations of exactly the same Wikipedia articles.

9.2.3.a. Correlation Networks from Continuous Time Series

We consider functional networks as useful objects for studying the interaction properties between social networks
of users and content networks. The approach can be generalized to arbitrary time series, such as climate data,
financial data, or machine and sensor data. For each pair of nodes we calculate a link strength using one algorithm
from table 9.4 to find a representation of the system as listed in table 9.3.

The value of the cross-correlation coefficient defines the strength of the functional link between the two considered
nodes. Repeating the procedure for each pair of nodes yields a functional network representation of the user access-
rate cross-correlations. The calculations are also performed for temporal slices of width ∆t beginning at t0, so that
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time-dependent (dynamically evolving) functional networks are obtained. Specifically, we calculate for each pair
(i, j) of nodes:

CC(i,j)
a (t0, τ) = 1

σiσj

[
1

∆t

t0+∆t−1∑
t=t0
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, (9.8)
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and σj accordingly.
Similarly, editorial activity can be studied. However, since edit events are rather sparse, event synchronization

coefficients should replace the Pearson cross-correlation coefficients (see next section). As weak correlations between
user access-rate time series also occur randomly (because of limited statistics), we re-normalized computed link
strengths (see Palus et al. [28]). The calculation of CC(i,j)

a (t0, τ) was repeated k = 10 times for randomly shuffled
time series ai(t) and aj(t) to determine normalization factors 〈CC(i,j)

sa (t0, τ)〉k for each pair of nodes (i, j).
Next, we calculated the adjusted link strength as:

l
(i,j)
adj (t0) = CC(i,j)

a (t0, 0)/〈CC(i,j)
sa (t0, 0)〉k. (9.10)

The corresponding functional network expresses how different the links between two nodes are from random
links calculated for random time series.

We tested a more robust method, called ’normalized link strength’, which was also used by Berezin et al. [29]
based on time-delay variance.

We calculate the normalized link strength as:

l(i,j)norm(t0) = maxτ (CC(i,j)
a (t0))− 〈CC(i,j)

a (t0, τ)〉τ
στ (CC(i,j)

a (t0))
. (9.11)

Instead of calculation of the time delay variance4 ([29]), we introduce and evaluate a quality metric to measures
the impact of strong narrow peaks. We replace the maximum value of the cross correlation function CC(i,j)

a (t0, τ)
with 〈CC(i,j)

a (t0, τ)〉 to get CC′(t0, τ) and calculate l′(t0) using Eq. (9.11) from CC′(t0, τ). This allows a separation
of such correlation functions with a single sharp peak (potentially caused by an artifact, or due to a very high
similarity) from such functions without any peak or high fluctuations. Depending on the application, the sharp
peak at a given τ can be the indicator of a strong link between nodes.

Next, we calculated the transformed link strength as:

l
(i,j)
trans(t0) = l(i,j)norm(t0)/l

′
(t0). (9.12)

Correlation networks with link strengths calculated from Pearson correlation are un-directed networks. Even if
one time series precedes another one significantly, this information is not represented in the link definition, which is
just a scalar value. If the cross-correlation function with time delay Fxy(τ) (Eq. 5.9) is used instead, one can find
the characteristic delay between both processes by looking for the maximum in the correlation function. Based
on this delay it is possible to extract information about the orientation or timely order, which is than translated
into a direction. Berezin et al. [29] interpreted the variance of all τ values as a criteria to separate real links from
random links.

Time delay values can be used to define a distance network, which uses a delay as link strength value to express
how far away nodes are from each other or how expensive it is to traverse the link between both. This concept is
also applicable to a network of states, where directed links between nodes (each representing an individual state)
exist only if a state transition between them is possible. In this case the link strength represents the required
activation energy to initiate the transition process. Instead of the delay value, an energy barrier is now defining
the link strength. Because an energy barrier may not be measurable directly, it might be possible to derive it from
measured delays in direct accessible variables.

Beside calculation of cross correlation coefficients in traditional computers, also a very efficient implementation
in hardware is possible. Such a system can provide real time results, opposed to our current approach, which relies
entirely on pre-aggregated time series data. David Tam [? ] proofed, that a computational function performed
by a time-delayed neural network which implements Hebbian associative learning-rules computes the equivalent
of the cross-correlation function of time series. He shows the relation between the correlation coefficients and the
trained connection-weights.

4Time delay variance (TDV) as used by Berezin et al. [29] is a property of the distribution of delay values τ for which a maximum
correlation is determined in the cross correlation function with time delay Fxy(τ) (Eq. 5.9).
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Name Equation Description

cross-correlation for delay τ Eq. (9.8) The cross correlation coefficient for a time delay τ
is used as link strength. No shuffling is included.

adjusted link strength Eq. (9.10) Compares the cross correlation value (no delay)
with the average correlation for k shuffled samples.

normalized link strength Eq. (9.11)

Compares the maximum value
of the cross correlation function FCC with its
average (normalized by standard deviation).
No shuffling is included.

transformed link strength Eq. (9.12)

Compare the normalized cross correlation link
with the normalized link of a transformed cross-
correlation function, e.g., the transformation
function FTRANS replaces the maximum value with
the average to emphasize the influence of a single
sharp peak in the cross correlation function.

Table 9.4.: Variations of cross-correlation functions. For link creation and also as significance tests we use
variations of cross correlation functions.

9.2.3.b. Event-Synchronization Networks

Rather than just a correlation strength Q (see Eq. 5.14a), the event synchronization method also provides infor-
mation about the direction q (see Eq. 5.14b), or the order in time. In this way, it is easy to see if an external
process leads to significant features in one time series early, before other time series are effected. One has to be
careful here, this information does not allow a conclusion about causation or causal dependencies between the
elements, from which data were obtained.

Event time series are used by Malik et al. [137] (see page 975 figure 3). We adopted their approach and create
a functional network layer to represent user contributions to Wikipedia in form of editorial activity.

An alternative metric to measure a distance between two spike trains (which are sparse event series) is presented
by Houghton and Kreuz [? ] in their paper ’On the efficient calculation of van Rossum distances’. Like in our case,
many applications require a matrix of distances between all the spike trains in a set. Furthermore, the calculation
of a multi-neuron distance between two populations of spike trains is a rather expensive approach. They present an
algorithm to render these calculation less computationally expensive, making the complexity linear in the number
of spikes rather than quadratic.

9.2.3.c. Dependency Networks and the Context Cohesive Force

Opgen-Rhein and Strimmer published a method to generate a causation network for high-dimensional plant gene
expression data [279]. They describe partial correlation as the correlation that remains after regressing the effect
of other variables away. Beside the correlation they also take the variance of the signals into account and define a
link direction based on the most exogeneous variable. Such a directed link only exists, if the logarithm of the two
variances is significantly different from zero, which means the variances are different and allow the definition of a
direction. Finally, they create a directed acyclic graph, which is a subgraph of the undirected correlation network.

Another method of reconstruction of dependency networks uses triples of nodes to calculate a link strength
between two nodes in the presence of a third. We define the Context Cohesive Force (CCF), which is a generalization
of the Index Cohesive Force (ICF). ICF, introduced by Kenett et al. [210], was used for network reconstruction
from financial time series. Here, we use it as new approach to study interlinked social communication networks
and social content networks together, in the presence of other systems, in which both are embedded in.

Consider two systems A and B to be bi-directionally coupled. They interact with each other and consist of
elements eA and eB . For individual elements we select one property, in case of stock market analysis, e.g., the log
of daily returns (or log of the absolute daily price differences) and the hourly access activity in case of Wikipedia
pages. As financial data are available on a daily base, we use also daily access-rate data to be consistent. Even if
intra-day trading data would be available, it would not contribute much more useful information, because we only
have the hourly Wikipedia access-rate time series. We have to choose an appropriate length for a sliding window
in order to generate time-dependent results. In particular, time resolution and the length of interval overlap are
specific properties of the analysis scope.

Our goal is to measure the influence of system B on internal correlations (intra-correlation) of system A. There-
fore, the intra-correlations CC(i,j)

a (t0) are calculated for all pairs of nodes (i,j) in system A and all pairs from
different systems i ∈ A ,j ∈ B using Eq. 9.4. Because the cross-correlation function is symmetric, we calculate the
correlation strength CC(i,j)

a (t0) only for time series pairs ai,j with i > j if i, j ∈ A.
According to [23, 210] the partial correlation ρ(i, j|m) between pages i and j in the context of a mediation page
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m (this can also be a category page, which represents system B or a totally different mediation time series obtained
from a related system) is calculated as:

ρ(i, j|m) = C(i, j)− C(i,m)C(j,m)√
(1− C2(i,m))(1− C2(j,m)))

(9.13)

where C(i, j) is CC(i,j)
a (t0) for simplification. Now, we can interpret ρ(i, j|m) as the residual correlation between

the pages i and j which does not include the correlation between both and the page m.
Previously, the Index Cohesive Force (ICF) for stock prices grouped by stock index was defined by Kenett et al.

as the ratio of raw and residual correlations [23]. In order to generalize this idea, we use contextual neighborhood
networks around Wikipedia pages. This allows us to apply the method to semantic concepts grouped by topics or
semantic categories.

We define the Context Cohesive Force (CCF) as the ratio of the average pair correlation and the average partial
correlations within this neighborhood during a time interval t:

CCF(t0) = < C(i, j)(t0) >
< ρ(i, j|m)(t0) > (9.14)

For CCF > 1 the average internal correlations are higher than the average partial correlations. If both are
equal we will find CCF = 1 and CCF < 1 is a result of stronger partial correlation. This is interpreted as an
indicator of an external influence caused by the entity from which the time series m is obtained. This external
entity represents the context. The context cohesive force quantifies the influence of the context which can be either
the neighborhood in which the system is embedded in, or an ensemble of which the system is a part of.

In comparison to the observed effect an index has on stock correlations we analyze the correlations between the
Wikipedia page which represents the stocks index and the page’s access-rate time series. Kenett et al. found, that
larger changes of the index results in higher stock correlations. Based on those findings we assume: If movements
in stock markets cause an increase of interest in financial topics in Wikipedia over time one would measure (a)
an increase of intra-wiki correlations between pages regarding a given market, and (b) an increase in partial
correlations between the stock market data and the Wikipedia access-rate data for related pages over time. We
discuss our preliminary results in chapter 15.

9.2.3.d. Correlation Networks from Non-stationary Time Series

An increasing demand for alternative approaches, which can handle non-stationary time series as well, can be
explained easily. Since more and more data become available, but data are collected in sometimes unstable or
non-stationary environments, one cannot apply Pearson correlation, because the results are not reliable under such
conditions. The influence of extreme events and outliers, which are characteristic properties of real-world data
sets, especially from socials media systems, has to be eliminated or addressed in a specific way. Our first approach
is to focus on extreme events and outliers only. The time series are transformed into event-time time series by
event detection algorithms. The event-synchronization method can then be applied.

Application of random matrix theory (RMT) is a second alternative. According to Podobnik et al. [? ] RMT
is used to analyze time-lag cross correlations in complex systems. They address the question whether these cross-
correlations exhibit power-law scale-invariant properties. Therefore they applied time-lag RMT (TLRMT) to time
series from finance, physiology, and genomics. They found long-range correlations in the finance data set by
comparing the calculated eigenvalues with expected eigenvalues from random matrices. In this way, they could
demonstrate different properties for return and volatility5. Podobnik and Stanley [255] introduced a method, called
detrended cross-correlation analysis (DCCA), which is a generalization of detrended fluctuation analysis (DFA,
see section 5.3.2). DCCA uses detrended covariance. Investigation of power-law cross correlations between pairs
of different non-stationary time series is the purpose of this method. The DCCA coefficient was introduced by
Zebende [? ]. Kristoufek et al. [? ] also conclude, that the DCCA coefficient can be used to measure correlation
between non-stationary time series.

Because the DCCA coefficient can be used for non-stationary series it allows analysis of raw time series, even
if they contain trends or extreme events. Most importantly, the DCCA coefficient provides information about
correlations at different scales. The Pearson correlation coefficient can be calculated for time series of different
length and at different times, but this should not be confused with analysis on different time scales.

The DCCA long-range cross-coefficient ρij(s) measures the correlation between two series on multiple scales. In
order to analyze the scaling behavior the long-range correlation exponent λ is calculated by linear regression in the
log-log representation of ρij(s). Gang-Jin et al. [68] applied this method to data from foreign exchange market.
They created a series of Minimum Spanning trees (MST) from financial time series (log-return of daily FX rates
of 44 major currencies in the period of 2007 to 2012). Instead of using a time-resolved analysis procedure, they
study the properties on different time scales and identified different topological properties in functional networks,
created for specific time scales.

5See section 5.2.5 for more details about preparation of financial time series.
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9.3. From Time Series to Dynamic System Properties
Each network reconstruction step provides an adjacency matrix, one for each time interval. Macroscopic descrip-
tions of a system are based on structural properties, such as traditional network measures, or one of the many new
algorithms, which were developed recently [? 82, 67]. Such new algorithms allow us to handle multiple node and
edge properties by using vectors. We are not longer limited to scalar values for each node and edge.

9.3.1. Time-dependent Multivariate Network Metrics
Temporal networks represent the system at a specific time, usually in the middle of the interval, defined by the
length of the series.

The PageRank algorithm assigns a scalar value to each node of a static graph. Static means in this case, that
during the iterative calculation of the final values by using the power iteration method (see [? ] Eq. 5) the link
structure and thus the transition probabilities are not changed. Weighted transition and random jump probabilities
can take the freshness and activity of webpages ito account. Berberich et al. [? ] introduce the T-Rank approach,
as an extension of the widely accepted PageRank. This new approach is an extension of the Markov chain model
and allows a time aware authority score for nodes to express their relevance compared to others. The problem of
this method is the lag of required metadata to calculate freshness and activity.

During this work we have found that exactly this kind of information is available on Wikipedia. Initially this
seemed to be really easy, but the technical requirements are huge. One has to handle the full Wikipedia network
(more than 10.000.000 pages) as well as multiple slices of the access activity and edit activity. Each slice represents
a time range and also the time resolution. Access-rates represent the attraction of pages and editorial activity
expresses the freshness of articles. Using the method of local neighborhood graphs, which was developed in this
work, it is possible to present the temporal relevance of a particular node including the structural properties.

Our network reconstruction approach is based on node similarity (especially on activity similarity) - independent
of the underlying static network. The T-Rank does not take the activity similarity into account, but reflects the
existing network structure. Both methods appear as complementary approaches for time-dependent analysis of
complex networks.

Since a link can now be either a scalar value or a vector - in case of multiple layers each layer contributes one
dimension to a link vector - one has to choose appropriate network measures. Here we call those ’multidimensional
topological measures’. Especially in case of multi-layer Networks (MN) it is essential to apply modified variants
of established algorithms, such as the Multiplex PageRank introduced by Arda et al. [82]. Weighted network
measures for linear and nonlinear correlation networks were developed and applied by Donges et al. [25, 26, 27], in
order to take the influences of multiple sensitive measures into account. Another example for multi-layer network
analysis is presented by Cui et al. [? ]. They could not directly use the PageRank algorithm to predict importance
of authors or papers. Because the number of references of a paper is not the same as the number of out links of a
web page used in the original method, they modify the PageRank algorithm. In their case, it is not the nature of
a link property, which requires such a modification, but the entire model they use to study the probability of link
creation.

9.4. Discussion
Essentially one can differentiate between topological node properties (such as degree k, page rank rp, or centrality
cN ) and global properties which represent the entire system (average degree, global clustering). How those prop-
erties depend on each other and on processes on top of the networks is an open question, which is related to a
huge class of unsolved problems.

A scalable network analysis framework, which integrates data from several sources in a robust and repeatable
reconstruction procedure, together with efficient simulation techniques are important factors. Finally, if we want
to learn more about the impact of so called influencer nodes, we must learn how the influence is represented and
what phenomenon causes the dependencies, which can be observed but often not yet explained.

Machine learning techniques are recently very successful. They provide, e.g., probabilities for certain events and
thus they can support decision processes. However, those algorithms have no explanatory power. They do not
identify the driving forces behind the processes.

Analysis of the time evolution of the structure of complex systems might be an appropriate tool.
Many different network types exist. They can be analyzed by a variety of network measures. Many studies show

one very specific network, which stands for a particular property or aspect of the system they study. Complemen-
tary or even overlapping alternative representations of aspects within the same system have also to be analyzed.
Therefore, different network types have to be combined. In our case we use reconstruction methods, appropriate
for the available data.

First, we have seen rather static content based networks. Time-dependent networks describe the evolution of
the system and the moving parts. Time-resolved analysis is based on creation of snapshots, which represent the



system at a given point in time. Many of such snapshots provide the data for time-dependent structural measures.
The way how time-dependent functional networks are created is somehow related to the critizised procedure

of time series clustering. Keogh and Lin [? ] write: ”Given the recent explosion of interest in streaming data
and online algorithms, clustering of time-series subsequences, extracted via a sliding window, has received much
attention”. They claim, that ”clustering of time-series subsequences is meaningless” and ”clusters extracted from
these time series are forced to obey a certain constraint that is pathologically unlikely to be satisfied by any dataset,
and because of this, the clusters extracted by any clustering algorithm are essentially random”. The new approach
they propose is based on the concept of time-series motifs.

Since network reconstruction is not a clustering approach, rather than an individual part of a more complex
procedure, it allows clustering based on the obtained network data in a second step. Our own simple experiment
- it was conducted before we were aware of the work from Keogh and Lin - showed, that the clusters found in
the networks were characterized by specific motifs in the time series such as peaks and peak sequences. We did
not apply a sliding window technique but we were able to differentiate and to isolate individual phenomena which
appeared at different points in time in long time series based on typical patterns, or motifs.

With regard to Keogh and Lin it seems to be important to study the impact of their findings on presented
network construction and reconstruction procedures in the future. Of special importance is also, if different time
series based methods show different properties, dependent on the sliding window technique. Regarding the link
strength distributions we can already conclude that transformations like filtering, detrending, and the logarithm
function change the intermediate results - the link strength distribution of temporal networks. In the future it will
be important, to study the relation between those transformations and the final topological properties.

10. Identification of Significant Correlation Links
“Everything must be made as simple as possible. But not simpler.”

(Albert Einstein)

In many cases, links between network nodes are well defined and can be measured or observed directly. For such
obvious links it is straightforward to analyze the topological properties of the corresponding networks. However,
if links are not directly observable and need to be reconstructed from dynamical signals, the underlying net-
work structure could affect these signals and thus influence the reconstruction and partially invalidate topological
properties based on it.

Correlation networks and dependency networks have been used recently to describe emergence of extreme events
in the earth’s climate system, such as the El Niñjo [29? ] and the interdependence of components within the global
economy [286]. Initially, such networks are complete graphs width a weighted adjacency matrix. Before traditional
network analysis algorithms can be applied to such weighted networks, one has to identify the significant and
therefore relevant links. An alternative is to apply weighted network measures as introduced by Wiedermann et
al. [121].

10.1. Introduction
How stable are the results in the presence of external influences and intrinsic changes? And what is the impact of
different link creation and filter methods? It is important to verify, if the applied methods have a direct influence
on the selected topology measure. Furthermore, it is of a high relevance to know how stable the calculated link
strength distributions are over time.

In this chapter we describe a new approach to identify relevant links, based on two quality metrics in addition
to the well known normalized link strength calculation procedure. One additional link property is related to the
degree of randomness and the second is related to the shape of the calculated correlation function.

Furthermore, we investigate a class of algorithms, which allows filtering of fully connected networks. The
goal hereby is, to obtain the most meaningful information. A very simple approach is based on a static threshold.
Creating the Minimum Spanning Tree (MST) is another widely used method, especially for networks reconstructed
using distance measures. A common algorithm to calculate the MST is the Kruskal algorithm [? ]. Many other
authors applied this algorithm to extract informative sub-graphs from reconstructed complete networks. Because
the MST is just a tree, it is not possible nor useful to apply algorithms like clustering or motif statistics to the
resulting sub-graph. The Planar Maximally Filtered Graph (PMFG) was introduced by [69] to overcome this
limitation. A PMFG is another sub-graph which retains more structural information than the MST. Both types
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of sub-graphs can be seen as structural link filters and both are parameter-less. Because of this good properties
they were used so often recently.

One can also invert this concept by using the largest link values, e.g., such obtained from correlation and
similarity analysis. Applying Kruskal’s algorithm (see [? ] and [? ]) leads to the Maximum Spanning Tree in this
case.

The assumption that only the strongest links are relevant is not true in general. Especially in case of correlation
properties it turned out that a relative measure provides a more realistic view. Beside this, also weak links can have
a well pronounced sharp peak in the correlation function Fxy(τ). In some cases, such as in social media analysis, it
is not useful to separate only the strongest links, because also weak links1 can stand for important characteristics
of the system. In this case one might merge the results from two or more filter approaches appropriately. How
those links can be separated from noise, which is represented by the huge amount of weak links with no specific
peak is shown in this chapter.

10.2. Critique on Existing Approaches
Defining artificial link strengths between not obviously linked elements is not new. Modifications to the similarity
measure are proposed and validated, e.g., Tsonis and Swanson [? ], constructed networks from measured surface
temperature for El Niño and for La Niña years in their paper from 2008. They investigated topological properties
of that correlation networks and found, that in the presence of El Niño, the network has significantly fewer links,
lower clustering coefficient, and lower characteristic path length. This highlights a difference in both networks: the
El Niño network is less communicative and less stable than the El Niña network. They write: ”A pair is considered
as connected if the absolute value of their cross correlation r >= 0.5. This criterion is based on parametric and
nonparametric significance tests. According to the t test with N = 60, a value of r = 0.5 is statistically significant
above the 99% level.” Furthermore, in a side note they state: ”The choice of r = 0.5, while it guarantees statistical
significance, is somewhat arbitrary. We find that while other values might affect the connectivity structure of the
network, the effect of different correlation thresholds is negligible on the conclusions reached in this” (in their)
study [? ].

A static link strength threshold might easily be defined for one single network based on the shape of the
probability density function of the link strength distribution or based on a predefined confidence level. According
to Berezin et al. [29] the goal of filtering the link strength data is to separate the set LP (all links caused by
real physical dependence) from LN (just random correlations or noise). Both types of links are part of the set
L = LN ∪ LP . Berezin et al. worked with a confidence level of 98%. Depending on the distribution of the link
strength values a resulting filter threshold is calculated per time interval and per region, in order to have 2% of
links with the highest calculated link strength in set LP . In order to define a reliable threshold, they plot two
quantities: (a) link time delay variation STD(Tl,r) and average link strength W (l, r), and find a rather stable shape
in the 2D histogram which illustrates a crossover between two regimes. They thus expand the one dimensional
problem to a second dimension. This way they can take a second indicator into account. Time delay variation
is used beside the average link strength, to classify links or candidates for significant links. They report that the
qualitative behavior is consistent across different regions on the globe, but not constant everywhere. The threshold
also varies with time. They base their conclusion and threshold selection on an increased sensitivity found around
the crossover region.

In case of growing social media systems, such as Wikipedia, it is not possible to apply either of the two methods
directly. A climate network consists of a constant number of nodes. All nodes have a well defined position and thus
also fixed distances from each other. Available climate data time series are longer than 20.000 data points (daily
values for 58 years). The number of grid points and the number of stations on which weather data is collected
is constant, this allows to say, the system size is constant, although some conditions may change over time, such
as the quality of devices and the density of measurement points. Such variations have to be handled during the
data preparation phase. We summarize: the research focus is on climate change, but the model system has rather
stable boundary conditions. This is not the case for the Wikipedia page networks.

Even if the number of relevant objects is constant, such as a group of selected cities or pages about companies
and products (in the context of economical analysis, e.g., for globally interwoven financial markets), the number
of pages in their neighborhood, and thus the system size are not stable. The number of users, which influence
the system as well is growing, and user activity shows clear seasonal patterns. Therefore it is important to apply
more robust methods. They must be robust regarding all those variable boundary conditions and normalization
procedures, which stabilize the measured data before the time-dependent analysis is applied. Using time delay
variance (see Berezin et al. [29]) is an example for this.

In this work I reconstructed correlation networks based on a new concept. Instead of only the Pearson correlation
or the normalized link strength, obtained from a correlation function, I use two additional measures as quality
metrics. Furthermore I developed a procedure to identify the local neighborhoods to implement a contextual

1Weak links are relevant if the correlation which, defines the weight or link strength is significant.
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detrending within the semantic neighborhood of the content network before correlation analysis is applied.
Especially if a structural analysis is applied to the resulting time-dependent networks, a fixed filter parameter,

based on an absolute link strength is not a good solution. All three methods have one negative property in common:
they completely ignore the weak ties. Systematically ignoring the weak ties leads to information loss.

A fixed filter threshold filter should not be used for time-dependent studies without prior normalization of the
link strength values. Normalizing the values of all time ranges to a global maximum (highest value ever seen in a
particular study) or even the local maximum (which is specific for each time range) can help to solve this problem.
In this case it is important to specify the normalization procedure, because it has a major impact on final results.
Initially, we use the same approach as described by Berezin et al. [29] in section: The network construction method.
Such a normalization of the correlation function is used to obtain a rather stable correlation measure, which is
not depending on any particular time delay τ . Such transformations have an obvious impact on the link strength
distribution. In our case (not shown) a long tail becomes visible and the difference between the correlation values
calculated for randomized data is more significant, especially since the results from randomized data are symmetric
and don’t have this long tail.

In case of MST and PMFG the sub-graphs include those nodes where ”edges represent the most relevant as-
sociation correlations”. Depending on the process, which is analyzed, it is not always possible to use this rather
simple assumption. According to Onnela et al. [278] it is important to take the different role of strong and weak
links (they call them weak ties) into account. They found that the size of the giant component varies differently,
depending on the type of links which are removed from the network first. If the weak links are removed first then
the size of the largest component decays faster than in the case there the strong links are removed first. This
work is based on the so called ”land mark paper” by Mark Granovetter [? ] titled ’The strength of weak ties’
published in 1973. According to Granovetter, one can find links with different roles in social networks. The weak
ties connect clusters formed by highly connected nodes, while the cluster-internal links are strong ties. This is also
supported by figure 10.13 later in this chapter. A wrongly chosen filter could not identify such weak ties. This has
many implications. The nodes connected via strong ties are in the same cluster because of their similarity. One
can expect a very specific type of interaction between them. Shared interest in the same topic leads to discussions
about a particular topic, but probably less communication about ”off topic” content happens within this group or
cluster. New inspiration, new insights or just the missing piece of a puzzle can often not be found within a group
of similar persons or in documents about the same topic. Connectivity to other clusters is important now. Such
connecting links are rather weak and could easily be missed.

This can also be understood by considering social interaction as an example. A close contact to colleagues within
the same working group or to members of a family can be maintained with less effort (here we don’t address the
quality of relations). Staying in touch with relatives in a city far away or keeping the good relation with friends
from school over years seems to be impossible for many people, because of the nature of such weak ties. The nodes
in a different cluster, which is formed by nodes less similar to the initial node, require more attention and more
effort in order to stay connected with them. On the other hand, such weak links are ”the universal key to the
stability of networks and complex systems” ; this is also the title of a book by Peter Csermely [? ] published in
2009. This gives us a strong motivation to also identify weak but significant links.

10.3. The Percolation Threshold
Percolation on a lattice or on networks is characterized by a critical occupation probability pc, the so called
percolation threshold. On lattices one can distinguish bond percolation and site percolation (see figure 10.1.a).
Site percolation means, that randomly all sites of the lattice are occupied with probability p. The occupation
probability at the time when a connection between two boundaries of the underlying geometry appears, gives us
the percolation threshold, which is in this case also the density of the elements on the lattice. A second model
is called bond percolation. Instead of occupying the sites, we draw lines between them. The density of lines in
the lattice, where a connection between the boundaries emerges, defines the percolation threshold. At the critical
point, there exist a continuous path between two boundaries but also several unconnected (”finite”) clusters. There
is not just the one connecting (”infinite”) cluster. One has to repeat simulation experiments multiple times in
order to find pc with a reasonable accuracy.

Percolation on a network must be analyzed in a different way. Because spatial embedding2 is not available in
arbitrary networks, one studies the size of the second largest cluster in the network. How is the size of this cluster
Ns changing as a function of the overall network size N? In general, one observes that Ns becomes constant as N
increases, but not close to the percolation threshold. As long as p < pc all clusters have a maximal size (given by
the correlation length) and if p > pc the largest cluster contains most nodes. In case of p = pc the second largest
cluster also grows as the overall network is growing (see also [? ]).

2Spatial embedding means, that the nodes of a network have coordinates in real space, e.g., expressed as latitude, longitude, and
height. More general, one can say: ”A spatial embedding of a graph G (or spatial graph G) is a set of points in R3 (corresponding
to the vertices of G) and a set of smooth arcs (corresponding to the edges of G) that join appropriate pairs of vertices and intersect
only at vertices (see [? ]).
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In some cases, if spatial embedding of a network is possible, a hybrid concept as illustrated in figure 10.1.b can
be applied. First, one transforms the problem to a bond-percolation problem on an unregular lattice. Depending
on the orientation one is interested in, two outer boundaries are defined by two parallel lines (u,l) through the
two outer most nodes (A,B). This allows analysis of percolation as a function of a chosen direction (−→a ), which is
orthogonal to the previously defined boundaries.

Figure 10.1.: Percolation on lattices and networks. Different percolation types exit on lattices and networks.
(a) shows bond percolation on a lattice in the upper tile, and site percolation in the lower tile (taken
from [? ]), (b) illustrates an adoption of bond percolation to a spatially embedded network (image
is based on: [? ]). The image illustrates the percolation orientation −→a which is orthogonal to the
boundaries, defined by two parallel lines u and l through the two outer most nodes A and B. In case
of percolation a continuous path between the boundaries exist. Such a path is highlighted in red.

In general, an analytical value of pc is not known for most geometries, especially because pc depends on the
lattice structure and the topological properties of the network. Newman and Ziff proposed a Monte Carlo based
method to calculate pc [? ]. Karrer et al. [? ] calculate pc as the value of p where the size of the second largest
cluster (component) of a network reaches its maximum.

Exact results for percolation on a 2D lattice were published by Domany et al. in the article Directed Percolation in
Two Dimensions: Numerical Analysis and an Exact Solution [? ]. More exact solutions for percolation thresholds in
networks were studied by Cohen et al. [195] and Buldyrev et al. [57]. The percolation threshold can be calculated
exactly for random graphs. In case of graphs with a fixed degree k (random regular graphs) the percolation
threshold is pc = 1/k. According to Cohen et al. [195] one can find pc = 1/ < k > in Erdös–Rényi (ER) networks
with a Poissonian degree distribution. Also for Networks of Networks (NoN) or so called interdependent networks
a critical percolation threshold could be calculated exactly (see Buldyrev et. al. [57]). Filippo Radicchi [? ]
published a comparison of common methods in a recent article, titled Predicting thresholds in networks. In his
study of 109 real networks he found, that in less than 40% of the networks, advanced approaches based on the
inverse of the largest eigenvalue of the networks adjacency matrix perform better than the naive approach based
on the moments of the degree distribution. According to Radicchi, in general, all studied indicators behave worse
as soon as the value of pc becomes large. The percolation threshold of a network is an important property for
comparison of networks from multiple domains. It should be considered in studies where many different types of
networks are analyzed. The percolation threshold allows a common alignment of the networks, even if the networks
have very different properties, such as density or degree distribution.
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10.4. Filtering Correlation Matrices
A bi-modal or a multi-modal link strength distribution would be the ideal case. One could define a threshold
between existing maxima. In reality we do not find correlation values which allow such a clear separation. Instead
we find distributions with shapes where no simple model such as a Gaussian or power law can be fitted.

No matter what type of similarity measure we calculated and how the link strength distribution function looks
like, it was always possible to identify significant differences between the distribution obtained from real data and
those obtained from distributions calculated for randomized (shuffled time series) data. Therefore, we calculate
both distributions, and compare them by a statistical test, such as the Kolmogorov-Smirnov (KS) test (see section
5.5). From this result one can conclude on a macroscopic level, e.g., if a measurable correlation between subsystems
or within the entire system exist, or if the randomized data does not lead to a significantly different distribution.
In this case the correlation matrix cannot be interpreted in a for network reconstruction useful way.

In case of significant correlations, one has to find out, which links are the relevant and significant links.
In general a parameter less approach (such as the KS test) is preferred. Another helpful approach is based on

an individual significance test per link, e.g., by calculating the adjusted link strength using Eq. 9.10.
In the remaining part of this chapter I illustrate a major difference between threshold filters and structural filters.

Both can be used to prepare a network for further topological analysis. A percolation analysis is not possible in
case of MST or PMFG, as those methods already use specific topological properties to define the network.

10.5. Interpretation of Calculated Link Strengths
Initially we used only a Pearson correlation coefficient, calculated from access-rate time series pairs of Wikipedia
pages to identify the hidden link structure in Wikipedia neighborhoods. We expected to find a relation between
the access activity correlations and link creation events. Even if no link exists between two pages, they can have a
similar activity pattern because of some real world aspects, which are not yet represented in the Wikipedia content
network. The question is, which measure can be used to calculate a predictor or a precursor for link creation events
from access-rate time series?

As part of this, our goal is to find out, how single peaks, long range correlation (LRC), and time series length
influence the link strength of functional networks.

Also gaps and missing values influence the results clearly. One individual missing value can easily be replaced
by the average value of the two closest neighbors. Such a simple replacement is not possible in case of longer
periods of missing values. Missing values could be replaced by modeled data if an appropriate model exists, which
can be used to simulate the process. Otherwise, we observed an artificially increased correlation which has no real
meaning.

Chiu et al. [? ] describe the same problems in the context of motif detection. Especailly for longer periods with
low data quality or missing data they use so called ”don’t care” sections. This approach would finally also lead to
a gap in the studied time series, especially in case of time-dependent analysis. Therefore, this approach seems to
be useful only for data exploration, not for automatic analysis of large data sets.

10.5.1. Influence of Single Peaks
Wikipedia access-rate time series contain strong sporadic peaks as well as bursts of different shapes and periodic
patterns. Keogh et al. [? ] used three different types of pulses with different shape to study the influence of such
disturbance on clustering properties of time series sub sequences. The shapes are in particular: funnel, bell, and
cylinder (see fig. 7, 8, and 18 in [? ]).

It is well known, that single peaks and periodic patterns in time series have a strong influence on the cross
correlation coefficients. Before we apply a correlation measure to identify hidden links in large systems, it is
important to understand the influence of noise, outliers, and defects in the data set. We study the impact of single
sharp peaks added to white noise and simulate the cross-correlation function CCa in order to get more information
about the link strength lnorm calculated with Eq. 9.11 and show results in figure 10.2.

For our applications it is important to know, how the link strength lnorm calculated from correlation functions
with sharp peaks behaves under certain conditions. Therefore we conduct an simulation experiment. Random
time series (white noise) with one artificial peak are used for this calibration. We create time series of 28 values
of a Gaussian distribution with 〈x〉=0 and a noise level defined by σ ∈ [1, ..., 10] and place a peak of height h into
the simulated noisy correlation function CCa at position τp. This peak simulates a strong correlation at a given
delay τp. The value for τp = 10 is constant in this procedure and has no impact on the result. The peak strength
h varies between 0 and 1000. This allows a variation of the signal to noise ratio. Time series without any peak
can be seen as the cleaned time series, from which the strongest value was removed.

We analyze the influence of peak height h on the maximum link strength (see figure 10.2). The correlation
strength increases as a function of the signal noise ratio. Figure 10.2 shows a minimal link strength of lnorm ≈ 2.25
and a maximum value of 5. Depending on the variance in the correlation function (without the maximum value)
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one can extract the minimum peak height which would cause a certain link strength. Link strengths above 5 are
not likely to be caused by a single strong peak in the correlation function. Thus we can consider higher values (if
calculated via Eq. 9.11) as significant links. The curves in figure 10.2 are useful for calibration of weaker links
with lnorm < 5, depending on σ of the calculated distribution of link strengths CCa.

A Quality Measure for Pearson-Correlation Functions

The correlation function CCa(t0, τ) has to be calculated for an appropriate number of time delays τ . For data
with recurring patterns one should choose τ � tp where tp is the length of the recurrence period of the pattern.
In case of only one single sharp peak in CCa(t0, τ) we have a strong indicator for a strong correlation at a given
delay τ . Periodic cycles or patterns would cause multiples of such peaks if the delay is chosen large enough. This
allows us to define a quality criteria. First, we calculate the normalized link-strength lnorm using Eq. 9.11 and
next we remove the maximum value from CCa and replace it with the average value 〈CCa〉 and repeat the link
strength calculation to obtain ltrans using Eq. 9.12 and this finally defines ltrans = QM , our quality measure. This
approach is not sensitive regarding the link strength and allows one to identify weak, but clear correlation peaks
within noisy data.

10.5.2. Adaptive Significance Tests
In general, there exist two categories of significance tests. The first and simplest one compares the full link strength
distributions pl calculated from raw data and pshuffle for which links were calculated from shuffled time series data.
All relevant time series properties, such as long-term correlations, auto-correlation, and cross-correlation between
two series, have been changed or removed during shuffling while all aspects, which do not influence the interpretation
of results (distribution of values, maximum, minimum) have been preserved. Instead of changing the measured
data it is also possible to use time series sequences from different periods to calculate the link strength distribution
pdt, so that no correlation between the time series has to be assumed. A systematic cross-check allows a comparison
of this distribution pdt with pshuffle. They should not differ significantly from each other but both should differ
significantly from pl. A useful quantitative test is the Kolmogorov-Smirnov test.

This allows not yet an interpretation of individual link strengths but it helps to describe the system on an
abstract level. Based on this idea it is possible to verify, if a given process can be modeled as a network, and if the
results are not just random or artifacts of the measurement or analysis procedures.

A more detailed link strength significance test is based on an individual comparison for each link. The cal-
culated link strength is compared with a number of randomized results (see ladjusted calculated with Eq. 9.10).
Furthermore, one can calculate multiple correlation values on a higher time resolution, e.g., instead of daily data
for one month, the hourly data for each day is used. Now, one uses the median value from all days to represent
the correlation during the month. This approach was also evaluated by Berit Schreck [134] in her Bachelor thesis
titled: ’Rekonstruktion komplexer Netzwerke mittels Kreuzkorrelationsmethode’.

10.5.3. Functional Links from Time Series Pairs with Long-range Correlation
How do long range correlation (LRC) and time series length influence the link strength of functional networks?
In this section we investigate this problem using simulations. The shape of the probability distribution function

Figure 10.2.: Link strength in the presence of sharp peaks in correlation functions. Simulated correlation
functions CCa(t0, τ) with τ = ±14 were used to calculate the link strength lnorm for variable noise σ
and peak heights h. An artificial peak of height h was added to a series of white noise with variance σ
equal to 1.0 (black), 2.0 (blue), 3.0 (yellow), 9.0 (thick red line), and 10.0 (gray) (curves are ordered
by sigma from left to right). For Eq. 9.11 we find link strengths lnorm between 2.25 and 5.
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(quantified by the moments of the distribution) should change significantly compared to the shape calculated for
shuffled time series if LRC exist in the data. This is our Null-hypothesis. Detection of such a significant change
allows the conclusion that an effect exists in the data, different from randomness. Or in different words: the
observed behavior does not happen just by chance if a significant difference for raw data and surrogate data can
be identified. We use the following procedure: LRC is introduced into random time series via Fourier Filtering
(see section 5.6.2). In order to study the influence of LRC we vary the parameter β (see section 5.6.2 and figure
5.11 for more details on β) which influences the strength of LRC per time series. Furthermore, we vary the length
of the time series. Functional links are calculated in multiple modes as shown in table 9.4 and figure 10.3.

We calculate link strength values s for 4950 pairs from 100 individual series to get the probability distribution
function P (s). This distribution describes the system state during the chosen time range specified by the length
of the time series. Repeating this procedure on sliding windows leads to a representation of the time evolution of
the system state. The time resolution or the length of the episode depends on the actual use case (see table 10.1).
Sometimes we get hourly resolution (Wikipedia access statistics) or even one data point per minute (technical log
data) but in some cases we can get one value per day only (public stock market data). For our simulations with
variable length in the range l = [32. . . 524288] we found the time scales listed in table 10.1. to be relevant.

Length Usage
32 range of one day for hourly resolution or one month with daily data

512 range of one year for daily data or one month for hourly data
8.192 range of one year with hourly data

524.288 one data point per minute for one year

Table 10.1.: Time series length and their particular usage context. The numbers have to be multiplied
by the amount of memory one uses to represent a data point, e.g., 4 bytes for a number, in order to
estimate the overall memory consumption per time series operation. This is a limiting factor even in
parallel computation environments and influences system design and configurations.

Experiments were conducted with β ∈ {0.0, 0.2, 0.5, 0.8, 1.0, 1.2, 1.5, 1.8} for 100 time series of length l = 32 and
l = 8192. The four link strength calculation modes for which link strength distributions are shown in figure 10.3.
are named mode 0 (Eq. 9.11) in (a), mode 1 (Eq. 9.8) in (b), mode 2 (Eq. 9.10) in (c), and mode 3 (Eq. 9.12) in
(d).

Qualitatively we find larger deviations between the distributions for raw and surrogate data for larger β which
means, larger LRC in both of the two time series lead to larger correlation link strengths (in mode 0, mode 1, and
mode 2). Furthermore, s is dependent on the length of the time series. We found that the highest link strength
values grow with increasing β and with an increased length of the series (see figure 10.5). Also, for mode 0 the link
strength distribution is asymmetric and allows an easier interpretation of the change of the entire link strength
distribution using its moments while mode 1 and mode 2 link strength distributions seem to be symmetric. For
mode 1 we can identify a strong dependence between LRC and the width of the distribution (quantified by the

Figure 10.3.: Link strength distributions as a function of long-term correlation. For different link strengt
calculation modes (a) Eq. (9.11), (b) Eq. (9.8), (c) Eq. (10), and (d) Eq. (9.12) for variable long-term
correlation strength β. Note, that y-axis uses log scale.
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variance).
We use mode 3 to test if LRC causes narrow peaks in the cross-correlation function when calculated by mode 0

(not shown). Our simulations show that there is no evidence for such an influence. Independently of the control
parameter β we can see a maximum around 1. The number of strong links, which are changed by replacing the
maximum value by the average of the cross-correlation function decays with increasing LRC. For comparison we
added an artificial peak to the cross-correlation function. This illustrates that if a strong link for one particular
delay was identified, this link is not likely to be a consequence of LRC independently of the long-term correlation
strength per series.

Observation: Asymmetric deviations in link strength distributions calculated by mode 2 are not caused by
LRC in the sample series. Such deviations can not be interpreted as artifacts caused by LRC. In this way the 3-rd
moment of the distribution can become an indicator for tracking the activity related correlation. The average value
of the distribution function (1-st moment) can only be calculated and compared with others if the PDF converges.
The second moment (variance) describes the spread of the values. In many publications such values were provided
to track the time evolution of the link strength. As a result of our calibration experiments we propose to use two
different indicators, which can both be calculated based on obtained probability distributions from two different
link strength computation modes. Regarding LRC we find stable and independent mean values for mode 1 and
mode 3, independent skewness for mode 1 and an independent kurtosis for mode 1 and mode 2.

In general, the mean value of the distribution should not be used for comparison of probability distributions if
they are not Gaussian distributions, or if the shape of the distributions is not stable. Finally, mode 0 and mode
2 are useful for future studies. We identify two measures to describe the link strength distribution based on our
findings:

The third moment (also called skewness) has a high positive value if the tail of the distribution is longer on the
right and a negative value in case of a long tail on the left. A symmetric link strength distribution function would
lead to zero.

Figure 10.4 illustrates a dependency of skewness on β for mode 0 link strengths in (a) and mode 2 link strengths
- also used as significance level - in (b).

Beside the multi-modal fit (a parable open to the bottom and a linear function on the right side as proposed in
section 10.7 we calculate the kurtosis, which is known as the fourth central moment of a distribution. The heaviness
of the tail of the distribution in comparison to a Gaussian distribution (while we assume that both have the same
variance) is measured by kurtosis. This procedure is less expensive than the previously mentioned fit functions
and thus it is a good candidate for screening of large data sets over long periods with high time resolution.

Because it seems to be misleading to rely only on the link strength value we investigate additional properties
which are related to stationarity, or to the existence of LRC. If the time series is nonstationary (β > 1.0) we find
many high correlation values which seem to be significant but are caused by inherent trends. This illustrates the
importance of ensuring stationarity by application of a detrending method or a simple transformation of the raw
data such as using the first differences instead of raw data.

Figure 10.4.: Quantitative comparison of link strength distributions. (a) Link strength distributions calcu-
lated via Eq. (9.8) show a dependency between the four moments of the distribution (mean, variance,
skewness, kurtosis) and the control parameter β which controls LRC. The strongest slope was found
for variance. (b) Mean and kurtosis seem to be independent from β if links are calculated by Eq.
(9.12). Only for variance we find a weak dependency from β. This allows the conclusion, that link
strengths calculated in mode 3 is less influenced by long range correlations.
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Figure 10.5.: Link strength distributions as function of long range correlations for two link creation
modes. The influence of long-term correlations on functional link strengths is analyzed for two link
strength calculation modes. (a,c) show link strength distributions for short time series (l=32) and
(b,d) for longer time series (l=8192). (a,b) show link strength distributions for links calculated with
Eq. 9.11 (mode 0). (a,b) In absence of long range correlations we find an asymmetric function which
can be approximated by a quadric and a linear function as illustrated in figure 10.9. The asymmetry
is changing as a function of the control parameter β while the overall position of the function (see
left parabolic branch) stays stable. (c,d) show link strength distributions for links calculated with
Eq. 9.10 (mode 2). The dependency between the shape of the distribution function and the control
parameter is obvious, but the position is not stable. This means that the mean value cannot be
interpreted in a reasonable way. The variance also increases with increased length l and with higher
LRC generated by Fourier Filtering with β = 0.0 (black line and circle), β = 0.2 (blue line and
square), β = 0.5 (red line and triangle up), β = 0.8 (green line and triangle down), β = 1.0 (black
line), β = 1.2 (blue dashed line), β = 1.5 (red dashed line), and β = 1.8 (green dashed line).
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10.5.4. Identify Significant Event-synchronization
The following section concludes our preliminary findings and describes practical aspects of ES implementation and
usage. Furthermore, results from [164] are summarized. With our implementation of the ES algorithm in the
Hadoop.TS software package [11] it is possible to calculate the synchronicity of time series pairs in large-scale data
sets using Apache Hadoop or Apache Spark on clusters of distributed computers.

In order to interpret Q values as a representation of a hidden functional link in a correlation network one has to
distinguish functional event-synchronization from random event-synchronization. Two computational experiments
helped us to study event synchronization properties systematically. Both experiments are based on work from
Malik et al. [136].

Figure 10.6.: Event Synchronization Q as a function of relative shift (a) and density ratio (b). The
relative shift parameter influences the event synchronization Q between identical random event time
series. The relative shift is the quotient of time shift ∆t and average inter-event time (reciprocal
density). Q values start at 1 for identical time series and follow an exponential decay to a value
around Qmin ≈ 0.3. For a relative shift greater than 1.5 there is no significant decrease measurable.
Depending on the density ratio the event synchronization Q for random event series can be very small
as shown in (b). The green and blue lines show the average delay value q for positive and negative
shifts. q is expected to be 0 for random event series. Black line shows the fit function Q = 0.7

(5+x)0.6 .
The green area marks the range in which the orientation can be determined.

As shown in figure 10.6.a, even for random event series the event synchronization strength Qij (black crosses
and black curve) is not equal to zero. A minimum synchronization strength, which depends on the relative shift
and on the ratio of the event densities of both series was found. In case of a pair of ETS with equal density the
synchronization strength is Qij ≈ 0.28 even for really large relative shifts. Figure 10.6 shows simulation results and
the exponential fit for Q and q. The delay value disappears for higher shifts. Furthermore we found the following
function Qrand to approximate the dependency between random synchronization and the density ratio x:

Qrand = 0.7(
5 + max

(
x, 1

x

))0.6 (10.1)

Experiment 1 - Transition from identical to independent event series

First, event synchronization is calculated for pairs of identical time series with random events. One of the event
series is shifted against the other by ∆t. Figure 10.6.a shows event synchronization strength Q (black crosses)
and delay q for event series with equal density. The considered numbers of events per 8760 time steps (which
corresponds to an hourly time resolution for one year) are in the range s ∈ {100, 200, 300, 400, 500}. q values for
positive relative shifts (green triangles) and negative relative shifts (blue circles) are monotonous functions. Both
series have the same density. Q reaches a maximum for ∆t = 0 and a minimum of Qmin = 0.28 which seems to be
independent of relative shift and density at higher relative shifts. We subtract this empirical saturation value and
calculate the parameters for an exponential fit function as shown in figure 10.6.a as a black line:

Q(t)−Qmin = a · e−b·∆t/T (10.2)

where a = 0.7, b = 4, and ∆t/T is the relative time shift between the time series.
The exponential part of the fit-function can be explained as follows: We generate event time series of independent

events. This means at each time an event can be registered with the same probability. Such a process is a
Poisson process and the inter event times, which are distances between two events, follow a decreasing exponential
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distribution.
ppoisson(t) = 1

T
e−t/T (10.3)

where T is the mean inter-event time and t a particular inter-event time between consequent events.
Two events (til, tjm) are synchronous if δ is smaller than all four inter event times between two consequent events

from within the time series for which an event was registered. Thus, four distances contribute to the value of τ
according to Eq. (5.11). Because all four distances are independent from each other and from the time shift we
can calculate the probability for a pair of events to be synchronized as the joint probability of having all inter
event distances smaller than δ. We define δ = |til− tjm| and write the probability psync(δ) for finding a synchronized
event pair at distance δ:

psync(δ) = ppoisson(δ)4 =
(

1
T
e−δ/T

)4
(10.4)

Using this simplification we are able to explain the exponential part of the fit function Eq. (10.2), but not the
vertical offset. For large time shifts the synchronization of two initially synchronized events disappears but there
can be a synchronization with a following event which causes a measurable synchronization strength even if initial
synchronization is destroyed.

The delay value for time shifts larger than the average inter-event time (in this case the relative shift is one)
fluctuates around zero as shown in figure 10.6.a. The randomly generated event time series are supposed to be
statistically independent. The green and blue curves in 10.6.a represent the exponential fit function: q(t) = e−b·t/T

with b = 5. The value b = 5 can result from overlapping the decay function for Q and the relation between q and
Q. According to [164] for low shifts, all pairs of events have the same direction of delay as long as they are still
synchronized, thus |q| is close to its maximum: |q| ≈ Q. Then some pairs of events start to newly synchronize.
These newly synchronized pairs’ delay direction is opposed to the general direction, which is given by the shifting
direction between the time series, so they decrease the result instead of increasing it (as in the case of Q), leading
to a fifth e−t/T factor and b = 5. Shift direction determines the sign of q. They can be distinguished as long as
the relative shift is less than 0.5, indicated by the highlighted range in figure 10.6.a.

This experiment provides a first empirical calibration value, a threshold to distinguish significant (non-random)
event synchronization from non-significant synchronization which is also detectable in pure random event series.
The second experiment takes into account that also different densities and density ratios have an influence on
Qrand but hardly on qrand.

Experiment 2 - Influence of density differences on ES

In the second experiment we calculated ES for two independent time series with variable densities. We expect a
symmetry around the density ratio 1. Time series have a length of 17520 (which is related to two years with hourly
resolution). Event numbers for series i are in the range [10...1000] for series j the number of random events was
si ∈ {10, 260, 510, 760, 1010}. Figure 10.7 shows the results for 1000 computations in a log-log plot together with
the fit function Eq. (10.1) for comparison.

Results from both experiments allow implementation of an automatic calibration method. We know the in-
fluence of density differences on synchronization strength. So we calculate a relative event synchronization for
measured data, as the quotient of the calculated synchronization strength and the theoretically expected value
which is calculated from density ratio and the empirical calibration function Eq. (10.1). We apply a threshold
filter to identify relevant or significant links between randomly chosen pairs of Wikipedia pages. During network
reconstruction procedure we use only those pairs for which the calibrated result Qcal = Q

Qrand
≥ tf where tf is a

variable threshold parameter.

10.6. Threshold Filters

A threshold filter is based on a single property, derived from a density distribution function of link strength values.
No structural properties and no node group properties are used to separate relevant links LN from non relevant

links LP (see section 10.1). Hence, in the following sections we evaluate two methods for dynamic threshold
identification and for link classification. Therefore we calculate two additional properties beside the previously
created correlation functions. By stretching the PDF function in a two dimensional plane we are able to identify
and separate clusters of links with comparable properties.

Finally, our goal is a structural comparison of networks as a function of time. Therefore we use the adaptive
threshold approach to define and identify relevant links. In a next step, a variation of the threshold shows if
the requested network properties change significantly as a result of the variation. In this way, we can calculate
time-dependent network properties and stability criteria. Results will be presented in chapter 13.
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Figure 10.7.: Event Synchronization strength as a function of density ratio. The density ratio influences
the event synchronization between random event time series. Q (open symbols) was calculated for
event series of variable density. The length of the time series was 17520, which is related to two years
with hourly resolution. The event numbers for series i are in the range [10...1000] and for series j the
number of random events was in the range zε{10, 260, 510, 760, 1010}. A comparison of the simulation
results (open symbols) with a fitted calibration function (black line) highlights a difference between
both especially for higher density ratios. For small density ratios ρ < 0.1 the fit function can be used
as a calibration function.

10.6.1. Fixed Threshold
The metric used for reconstruction of networks in figure 10.8 is semantic similarity (see section 9.2.2). In this case
the weak links are not relevant. Thus, we can apply the fixed filter threshold approach. Some strongly connected
clusters appear first. With increasing link strength the cluster’s link density increases and at a threshold of ≈ 10%
also links between clusters emerge (see figure 10.8.a).

Because different link strength metrics lead to very different shapes of the PDF different thresholds are required.
Also, because of variable distributions over time, a fixed threshold can not be used in general. Instead, a parameter
less approach is required.

10.6.2. Dynamic and Adaptive Thresholds
Because a clear indicator for separation of significant and non significant links does not exist, and because a
threshold (even if it could be found) would not be stable over time we describe an geometric approach to derive
the separation threshold from the measured PDF using a simple fit procedure.

The method - illustrated in figure 10.9.a - is based on the assumption that a random link strength distribution
has a Gaussian distribution and thus can be fitted by a parabola (open to the bottom) if plotted in log scale.
The relevant links, caused by correlations in the time series from which links strengths were calculated follow an
exponential distribution which is combined with the Gaussian distribution. The exponential part is represented
by a line in the logarithmic plot. Figures 10.5.a and 10.5.b illustrate this common shape for links, calculated in
mode 0 using Eq. 9.11.

The vertex position xmax (position of the maximum value y(x)) of the parabola is related to the average link
strength (assuming a symmetrical distribution as in the case of correlation values for randomized data). The
variance of the vertex positions obtained for multiple time intervals is interpreted as a stability criteria.

The point, where both curves (parabola and line) cross is defined as tl and if they do not cross we set tl = xmax.
The maximum position where the fit parabola crosses the x-axis defines tu = max(xr1, xr2).

To find the dynamic filter threshold for relevant links we have to identify the value x = tds for which the
probability of having a random link or a relevant link is 50%. If x > tu, than we have a relevant link for sure, and
for x < tl we consider all links as random links, regarding the property plotted on x axis.

The blue shaded area above the green curve, under the red curve and between tl and tu must be divided such
that the resulting two blue shaded areas are of equal size.

We describe the obtained link strength distribution as bi-modal distribution, one part as a Gaussian and the
other part by an exponential fit with negative exponent. In a semi logarithmic representation the fit functions
become P = a · x2 + b · x+ c a parabolic and L = m · x+ n a linear function with parameters a, b, c,m, and n.
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First we have to obtain the fit parameters from correlation data from each time step. In this case the fit

Figure 10.8.: Emerging clusters. Clusters of strongly connected nodes emerge as a result of decreasing filter
threshold. Links between the document clusters emerge after about 10% of links were added to the
network, starting from strongest to weakest. Filter thresholds correspond to graph sizes (a) 10%, (b)
20%, and (c) 30%. The Maximum Spanning Tree (see Fig. 10.11.c) contains only 1.47% of all links.
Network size as a function of filter threshold. (d) shows how the size of the extracted (filtered)
sub graph decreases monotonously with decreasing filter threshold.

Figure 10.9.: Adaptive filter threshold calculation. The adaptive filter threshold respects systematic dif-
ferences (as a result of extreme events) and also trends (found in open systems which are not in
equilibrium). The first approach (a) defines the threshold in a way, which splits the overlapping
range in two equal parts, which means we can have a significant link or an artificial links with the
same chance. Grouping links using k-means clustering as shown in (b) is a new approach based on
an automatic machine learning method.
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parameters are time-dependent properties of the system.∫ tds

x=tl
(eL − eP)dx =

∫ xu

x=tds

ePdx (10.5)

∫ tds

x=tl
(em·x+n − ea·x

2+b·x+c)dx =
∫ xu

x=tds

ea·x
2+b·x+cdx (10.6)

Next, we have to find tds in Eq. 10.6 using a numerical approach.
Berit Schreck presented first results of this approach in her Bachelor thesis [134] in tab. 5 on page 22. After

normalizing the fit parameters she obtained time series to characterize the time evolution of the system, based on
a collective property representing the whole system. A seasonal structure seems to be visible in figure 15 on page
28 in her work, but due to the short time series we cannot conclude this for sure from her data.

Finally, we developed another approach, which uses data points in a 2D plane as shown in Fig. 10.9.b. We work
with three 2D planes defined by two calcualted values. The planes a defined as follows: (name: equation for values
on x-axis, equation for values on y-axis): (AC: Eq. 9.11, Eq. 9.10); (AD: Eq. 9.11, Eq. 9.12); (CD: Eq. 9.10, Eq.
9.12). Figure 10.10 (a,d) show AC-plane, (b,e) show AD-plane, and (c,f) show the CD-plane.

Figure 10.10.: Comparison of link strength and quality measures. Filter thresholds can be found in 2D
histograms or in scatter plots using k-means clustering. Daily access-rate time series from the
German Wikipedia page ’Amoklauf von Erfurt’ (a,b,c) and for the Wikipedia page ’Illuminati (book)’
from 1-st quarter 2009 were used to calculate three metrics l(i,j)adj (Eq 9.10), l(i,j)norm (Eq 9.11), l(i,j)trans
and (Eq. 9.12).

As comparison with randomized data the blue circles are plotted on top of the two clusters (red,black) obtained
from k-means clustering. k-means clustering works best in AC plane (see panels a,d) and allows us to detect the
threshold along the y-axis for adjusted link strength. The AD plane allows identification of a threshold along the
x-axis for normalized link strength. Finally, the CD plane illustrates the effect of the quality measure. Even below
the threshold, there exist sharp peaks in correlation functions which lead to rather weak links. When the logarithm
is applied to raw time series, this effect is slightly weaker, which gives some more control on the filter behavior.

By applying the k-means clustering algorithm it is possible to identify two groups of significantly different links.
The figure shows the group of strong links (A) in black and the weak, but significant links in red (B). The thresholds
along the x-axis and the y-axis can be found as explained above in this section. By using k-means clustering with
three initial cluster centers we can also estimate the boundary between weak but relevant and strong links.
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10.7. Structure-Based Filters

The full graph can be used as source for information especially to apply graph analysis algorithms. For useful
visualization an appropriate filter is required. A very common approach is to analyze properties of clusters as shown
in figure 10.8. The clusters in figure 10.12.a are more obvious than those in 10.11.a. Thus, our mixed approach uses
a link strength filter and an algorithm to find connected components. In this case the size of connected components
is influenced by the filter threshold. Only if this size is a stable property one can assume to have a usable filter.
Otherwise one can also test the filter threshold by measuring the change in the structural property caused by a
variation of the filter threshold. Figure 10.11 illustrates the difference of the maximum spanning tree (c) and the
minimum spanning tree (b). Depending on the selected metric, it is necessary to select the right spanning tree or
to transform the link strength values.

Figure 10.11.: Comparison of structural filters. Minimum- and Maximum-Spanning trees obtained from an
unfiltered correlation network. (a) An initial layout was calculated for the full network, using a
force directed layout algorithm. (b) shows the minimum spanning tree, which is not very useful in a
case where the stronger links are the relevant links and the weak links are likely to be just random.
Instead, the maximum spanning tree is created in (c) to extract a meaningful sub graph.

Fan et al. [? ] published a paper in 2004 titled: ’Network of Econophysicists: a weighted network to investigate
the developement of Econophysics’. They use a weight to express special properties of network nodes, dependent
on the node type. We can use such weights also to modify multi-layer networks which can finally be projected or
transformed into one graph for which finally classical network measures are calculated. Specific clusters of interest
are percolation clusters and clusters, obtained from clique percolation as shown in the right image in figure 10.12
(see also [? ]).

Figure 10.12.: Threshold filter vs clique percolation. (a) Network clusters become visible after application
of a filter. (b) Clusters of heavily connected nodes can also be found by clique percolation. The
software CFinder (see [? ]) is an alternative approach to filters.



10.8. Conclusion

An appropriate selection of the right correlation measure and the right filter methods including the right parameters
are important aspects in time series based network reconstruction and analysis. Therefore, calibration and a
systematic analysis of external influences are required. Such influences can be, e.g, very strong peaks or patterns
in raw time series. Data inspection procedures serve as a foundation for decisions regarding filter algorithm and
parameter selection.

Different link creation measures emphasize different functional aspects of a system. A structural comparison of
those networks allows one to identify differences between subsystems of complex systems. One can extract metrics
to describe the coupling between subsystems by simple analytic functions, but all this is misleading if the selected
procedures are not in line with the desired outcome, e.g, weak ties can be overseen and existing obvious structures
could be over estimated.

The distribution properties, such as average link strength, or the moments of the distributions are helpful for
analysis on a macroscopic scale and allow fast access to time-dependent properties on a system level, but they can
not be used to characterize individual links.

The individual significance of each link should be taken into account. This can be achieved by calculating a
relative link strength as the ratio between the measure on real data and randomized data. Additional quality
metrics allow application of parameterless adaptive methods for automatic link classification.

If a similarity measure is used and only a high similarity between nodes is considered as a relevant information,
the Maximum Spanning Tree and the Planar Maximal Filtered Graph are useful to extract informative sub-graphs.
Alternative approaches are static or adaptive threshold filters, but one has to be aware of the fact, that weak links
are systematically ignored by this methods.

Therefore, an alternative was introduced, e.g., one can separate groups of random and meaningful links using
machine learning techniques, e.g., k-means clustering as shown in figure 10.10.

Functional networks can finally be created from multiple independent link groups resulting from multiple filters.
The layers are combined in a property graph, which means, links of different categories, types, or groups are merged
to one multi-layer network.

Another problem arises, if link strengths differ much over time, if they span multiple wide ranges of values, and
if they are not normally distributed. In this conditions especially in case of time-dependent analysis the whole
ensemble of links can not be represented by the average value.

As shown in this chapter, many different aspects influence the strength of a correlation link and the link strength
distribution, especially if the system is not a closed system or if it is out of equilibrium. Finally, the right filter
approach leads to a useful representation of the entire system.

11. Measuring Context Sensitive Relevance

It doesn’t matter how beautiful your theory is, it doesn’t matter how smart you are.
If it doesn’t agree with experiment, it’s wrong.

(Richard P. Feynman)

This chapter introduces a new method to calculate a time-resolved context-sensitive measure for the relevance
of interlinked digital resources like web pages, messages, news articles, or arbitrary documents. Such objects are
usually embedded within a specific context. In Wikipedia such contexts can be represented by category pages or
by a local neighborhood graph (see figure 6.2). In general, on the WWW contexts are defined by links between
web pages. In the following we will define the representation index REP and the time-resolved relevance index
REL, which both allow to distinguish content of a more local relevance from content of a more general or even
global relevance at variable geo-spatial and temporal resolution.

The data is collected from Wikipedia in a semi-automated procedure, which allows a near real time analysis
of time series data. Continuous time series, event time series, explicit link structures, and implicit semantic
annotations can all be used together. Results are visualized as relevance plots. This chart type supports an
advanced interpretation of the results in various interdisciplinary research contexts, especially including econo-
physics and socio-physics.

98
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11.1. Introduction
Since the numbers of hypertext pages and hyperlinks in the WWW have been continuously growing for more than
20 years, the problem of finding relevant content has become increasingly important. This led, for example, to
the growth of Google Inc. with its mission statement ’to organize the world’s information and make it universally
accessible and useful’ [? ]. Initially, the WWW was mainly a content network and did not reflect relations between
authors. It provided structured and connected information. However, the appearance of Social Media Applications
(SMAs), such as Facebook, LinkedIn, and Twitter, with friendship and follower relations between individual users
has led to the creation and simultaneous evolution of novel user community networks (social networks) together with
content networks. Such SMAs can be regarded as networks of networks because the underlying user and content
networks are closely inter-related with each other [? ]. The collaborative creation of linked content became very
popular. Another impressive example for this is Wikipedia, a multilingual, web-based, free-content encyclopedia
project supported by the Wikimedia Foundation. Because of the intertwined networks involved in the creation and
presentation of information in the WWW, the identification of relevant content has become increasingly difficult.
Additional problems arise if the time evolution of content relevance shall be traced and if local and global relevance
of content shall be distinguished.

Ranking vs. Relevance
Typically, ranking algorithms like (Google) PageRank [? 75] or the HITS algorithm [? ] are used to calculate
the relevance or importance of a given page (node) in the WWW. However, relevance is not an exactly defined
term and cannot be measured in a unique procedure. According to [? ] relevance can be assigned to a thing
or to information named A in the context of a given task T. Only if A increases the probability of achieving
the goal G of task T, A is relevant to T. Without a task and without a related goal, relevance does not exist.
The identification of relevant information thus requires a context. In this chapter, we use the term ’relevance’
in the same way as ’importance’ or ’meaningful within a given context’. Measuring relevance of a node can be
done according to (i) its intrinsic properties (e.g. text length of a WWW page), or (ii) the relative value of an
intrinsic property (e.g., text length divided by the average text length of a group of related pages), or (iii) based on
structural properties of one of the networks in which the considered node is embedded. PageRank is an example of
a structure based ranking. The PageRank expresses the probability to find a random surfer in a given node [? ? ]
and thus exploits mainly the structural properties of the network. Similarly, the HITS algorithm classifies a node
either as a hub node (many outgoing links) or as an authority node (many incoming links) [? ]. Both algorithms
are applied to directed graphs and require a dataset describing the full graph. This is challenging for very large
systems with billions of nodes.

Relevance is also a time related issue. Both, Page-Rank and Hits do not respect time. The T-Rank was
introduced by Berberich et al. [? ] to overcome this limitation. They define a temporal focus of attention (tfa),
which can be a time range or even a single point in time. Based on this approach, they are able to distinguish
different relevant topics as a function of time (see [? ]). By using temporal weights as annotations on links and a
modified Markov chain model they are able to handle page relevance in a time-aware manner without additional
slicing of Web graph data.

A New Approach
In order to achieve a meaningful interpretation of analysis results all possible influencing factors have to be taken
into account - which is impossible in practical applications. In socio-physics these factors are, e.g., demographical
and ethnological influences such as the embedding into cultural contexts, or political and economical influences
such as availability of technical infrastructure or even access restrictions regarding resources. Such aspects might
also influence the data collection procedure and cause a hidden bias. Our new approach was developed to allow
identification and qualitative interpretation of such hidden properties.

Besides this, multiple research disciplines look at different parts of the data set. In order to connect and
compare results of diverse research projects, scientific methods for social network analysis require robust and
flexible frameworks which enable and support interdisciplinary approaches. Therefore, we aim at a comparable
measurement of a node’s relevance within a local graph defined by the node’s local neighborhood. Especially local
link structures, article length, user activity, and editorial activity are considered. The key properties of the new
method are:
• The local neighborhood defined by explicit links and implicit semantic annotations is examined.

• The context can be defined by a common language or by any other set of semantic concepts. This enables a
connection to cultural aspects, related to regions and languages used by specific groups of people.

• The semantic relation between pages in different languages can be used to aggregate data related with a
certain topic, e.g., for studies related to news, market data, (Twitter) messages, or communication in the
context of large important events or movements in societies.
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11.2. Definition of Representation Indexes
Here, we define and evaluate several parameters that measure the ratio of local representation with respect to
global representation for selected topics. Our first approach is based on the numbers of articles (nodes) in each
group, nLN, nIWL, and nGN. Specifically, we define the local representation index for node degrees by

REPk = nLN + nIWL

rGN + nIWL
= kCN

〈kIWL〉
with rGN = nGN

nIWL
. (11.1)

Note that the nominator is identical with the so-called degree kCN of the CN, while the denominator is the average
degree 〈kIWL〉 of all nodes in IWL, i. e., the average degree of the node regarding the considered topic in all other
languages. Note, that labels SCN and IWL are synonyms. In the context of Wikipedia analysis we prefer IWL
like here but SCN allows a more generic application - this is why in the published article SCN was used instead.

In our second approach, we consider text lengths v instead of node degrees k. The total text volume per page and
the average text volume per group are used as indicators of how well a certain topic is represented within a certain
language. We assume that a topic is better represented in the language, in which it has a more comprehensive
explanation. Specifically, for the total text volume vCN of each CN and the total text volume vIWL of all nIWL
other language versions, we define

REPv = vCN
nIWL

vIWL
, (11.2)

since vIWL/nIWL is the average text volume of all IWL pages.
Thirdly, we study time-dependent local representation indexes REP(t) based on the time series of the hourly

rates of user accesses ai(t) or editorial events ei(t) for each CN and each node in the corresponding IWL groups.
A high number of page views (or editorial changes) can indicate an increased interest of the user community.
Although page view data are anonymous, it is possible to use the relationship between users and their preferred
language to measure user interest per language. Specifically, for a time slice of width ∆t beginning at t = t0, we
define

REPa(t0) =
nIWL

∑t0+∆t−1
t=t0 aCN(t)∑

i∈IWL
∑t0+∆t−1
t=t0 aIWLi(t)

, (11.3)

where i runs over all nodes in the IWL group corresponding to the considered CN. An analogous definition is used
for the editorial events to define REPe(t0). Clearly, these indexes will be large if there is more user-access activity
or more editorial activity, respectively, regarding the CN compared with the averages in other languages.

11.3. Definition of Relevance Indexes
The local representation indexes (REPs) are related to a given (or selected) semantic concept, expressed by a
Wikipedia page (the CN) in a chosen language and all IWL pages. They indicate how well a topic is represented in
a given language, irrespective of its embedding within contexts in this language. Only the core of the neighborhood
network is considered (see figure 6.2 (a,b)). However, it turns out that text lengths, user-access activities, and
editorial activities are hardly comparable across the different Wikipedias, i.e. across the language versions and
cultures. Therefore, more meaningful results can be obtained if we divide by average quantities determined for
articles within the same language community. Such indexes will characterize how relevant a topic is within the
selected language or within the global context.

Specifically, we study the ratio of the parameters L.RELLN
v = vCNnLN/vLN, representing the relevance of the CN

in the chosen language, and G.RELGN
v = vIWLrGN/vGN, representing the average relevance of all IWL pages within

their combined contexts, i.e. the relevance of the selected topic within the other languages. The corresponding
relevance index is thus defined as

RELv = L.RELLN
v

G.RELGN
v

= vCNvGNnLN

vLNrGNvIWL
=

vCN
1

vGN
nGN

vIWL
nIWL

vLN
nLN

= REPv
vGN
nGN
vLN
nLN

. (11.4)

In addition, we compare local time-dependent relevance indexes L.TRRI(t) with corresponding global time-
dependent relevance indexes G.TRRI(t) for user-access activity (a(t)) and for editorial activity (e(t)) respectively:

L.TRRIa(t0) =
nLN

∑t0+∆t−1
t=t0 aCN(t)∑

i∈LN
∑t0+∆t−1
t=t0 aLNi(t)

and (11.5)

G.TRRIa(t0) =
nGN

∑
i∈IWL

∑t0+∆t−1
t=t0 aIWLi(t)

nIWL
∑
i∈GN

∑t0+∆t−1
t=t0 aGNi(t)

. (11.6)
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The width ∆t of the considered time slices must be optimized so that random fluctuations are damped while
the temporal changes of the relevance indexes remain visible.

11.4. Evaluation and Interpretation
11.4.1. Static Representation Index for Networks of Linked Pages
Figures 11.1, 11.2, and 11.3 compare the values of the local representation index, REPv, and the relevance index
RELv regarding text volumes v (Eqs. (11.2) and (11.4)) for selected sample data sets in double logarithmic plots.
In addition, the local representation index REPk regarding the node degrees k (Eq. (11.1)) is represented by the
areas of the circles.

Figure 11.1.: Comparison of three static repre-
sentation measures. X-axis shows
log(REPv) the related text volume
based relevance measure log(RELv) is
plotted on y-axis. The area of the cir-
cles represents the REPk value. In gen-
eral, Wikipedia pages for German cities
and UK cities show comparable REPv,
RELv, and REPk values. This indi-
cates that pages from this specific cat-
egory are equally represented in both
languages.

For cities in Germany and the UK (see figure 11.1), one can see that Birmingham has clearly the largest REPk,
while all the others have a somewhat similar REPk. In particular, REPk for the most important city, Berlin, is
smaller than the values for all other cities except the very small German cities of Sulingen and Bad Harzburg
(which would not even qualify as cities by English standards). This first result for a homogeneous group of topics
(cities) indicates, that the values of REPk are not comparable across language versions, although they may be
useful for estimating representation among articles of similar topics in the same language version.

The text-volume based representation index REPv performs clearly better, see Fig. 11.1. The sequence obtained
by ordering according to REPv (Berlin - Oxford - Birmingham - Heidelberg - Bad Harzburg - Sulingen) reflects
quite well the importance of the cities, also across languages, with Berlin and Birmingham having more than 3
and 1 million of inhabitants, respectively, and Berlin, Oxford, and Heidelberg having major universities. The

Figure 11.2.: Comparison of three static REP measures. X-axis shows the log(REPv) and the related text
volume based relevance measure log(RELv) is plotted on y-axis. The area of the circles represents the
REPk value. The page for Angela Merkel (the Federal Chancellor of Germany) is equally represented
in both languages. The page named Barack Obama is much better represented in English language
than in the German Wikipedia sub project. This shows the influence of the selected linguistic context
on the local representation index and allows a context dependent ranking for different terms within
one language or a comparison between multiple languages.
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Figure 11.3.: Relevance plot for 20 most edited articles (09/2009) from a) German and b) English Wikipedia.

corresponding relevance index, RELv, which was designed to make results better comparable across language
versions, actually performs much worse – for example Bad Harzburg turns out to be above Berlin in this ranking.

How do the three static indexes perform when different kinds of topics are compared? To answer this question,
we use figure 11.2). It shows that both text-volume based indexes, REPv and RELv, seem to distinguish between
countries (large values) and persons (small values). In addition, both indexes are very large for the German versions
of the articles regarding CNs 2.1 (’US’) and 2.2 (’Germany’) compared with the English versions, although one
would have expected that the English versions are more important. Apparently, the articles on Germany and
on the USA in the German Wikipedia are particularly long, more than 100 and 1000 times longer than those in
other Wikipedias, respectively. This leads to the large values of REPv. Simultaneously, both German articles are
much longer than the articles in the corresponding local neighborhoods; this leads to the large values of RELv. In
English language, they are merely 30-50 times longer, which may be due to some material moved to sub-articles.
These large differences between the German and English version of the articles regarding the countries are not
justified and indicate that both text-volume based indexes cannot be used for classification on their own.

Interestingly, however, the articles regarding the two top politicians of both countries do not differ much in length
between the language versions. They all thus have nearly identical local representation REPv. However, the inset
in Fig. 11.2 shows that the English versions of both articles have a slightly lower relevance RELv – contrary to
expectations. This suggests that REPv is a better indicator for importance than RELv, in agreement with the
observations in dataset 1. All cities in dataset 1 are actually located in the same region of the RELv−REPv plot
as the chancellors.

The local representation regarding the degree, REPk, is not agreeing well with the expected importance of the
CNs. REPk shows that CN 2.2 (’Germany’) has many more links, i.e., a much larger context, in its German version
than in its English version, while the opposite holds for CN 2.3 (’Obama’). For CNs 2.1 (’US’) and 2.4 (’Merkel’)
REPk is similar in the German and the English versions of the article. REPk can thus not be directly related
with importance of the considered CN. Nevertheless, it is rather independent of the representation and relevance
indexes regarding the text volume. The general trend is that text-volume based relevance and representation are
approximately similar, RELv ≈ REPv with RELv being a bit smaller in nearly all cases, see Fig. 11.2 in particular.
However, if one looks at detail, REPv seems to be much more indicative of a CN’s importance than RELv, see
Figs. 11.1 and inset of Fig. 11.2 in particular. REPk, on the other hand, is rather independent of the other two
indexes, and its values are comparable only within a given kind of topics and within a language version.

The results for data sets 3 and 4 confirm this general picture, see Fig. 11.3. Furthermore, Fig. 11.3 shows
that none of the three indexes, REPk, REPv or RELv can distinguish between articles of rather local relevance
(red circles) and articles of rather global relevance within the selected data sets. Different cultural aspects and
differences between the structure and usage of languages might be considered as reasons for this.

11.4.2. Temporal Relevance Index for Time-resolved Relevance Analysis
Wikipedia is a highly dynamic system. The page networks and the related user networks grow and change their
internal structure while new pages and links are added or existing pages are edited. During a single page’s life cycle
the article can be split into smaller, more specialized pages linked to the main page where the content originated
from. Links also go to other related pages, which cover totally different topics.

Nevertheless, because the growth process of large Wikipedia projects is not very fast, after they reached a
saturation (see Fig. 16.b in Schreck et al. [10]) the system can be handled like a static system on a weekly or even
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Figure 11.4.: Raw data for time-dependent relevance measures. The logarithm of access-rate time series is
shown for the central node CN (Wikipedia page ’Illuminati (book)’ from German Wikipedia) in a).
The averages of the logarithms of the access-rates for the local neighborhood LN are shown in b),
for the inter-wiki linked pages IWL in c) and for the global neighborhood GN in d) in three time
resolutions (daily in gray, weekly in blue, and monthly in red color) The color-coding of labels in
large capital letters is related to the color of the curves in figures 11.5.a and 11.5.b.

monthly time scale. This allows a time-dependent analysis of the link structures and of the content of pages.
In contrast to this, user activity varies with daily cycles. According to [117] weekly patterns can also be found

in Wikipedia edit-event time series. Daily and seasonal patterns in access time series have been reported in [10].
This study is focused on context sensitive temporal relevance. In previous studies the page groups have been

selected based on the language, according to the total access activity of the pages, or depending on a classification
as ‘stationary’ or ‘non-stationary’ access-rate time series. Now we select page groups dependent on their meaning.
Our novel approach uses relative measures to eliminate hidden biases within the local neighborhood LN or the
global neighborhood GN around a central node CN and all pages with inter-wiki links IWL to CN.

A classification of access-rate peaks in single time series was done to distinguish ‘exogeneous’ and ‘endogeneous’
bursts (see [165, 8]). Within a context network, such bursts or peaks, detected in one single access-time time series
might be interpreted as a result of a sporadic information flow within the local network or as the source of such
a flow. Because our goal is to study external influences and their origin in more detail, we take the context of a
page represented by the neighborhood into account. We can study, if an access-rate peak has an influence on the
pages in the neighborhood or if it was triggered by an increasing or dropping activity in the neighborhood. We
thus want to analyze if an excitation is propagated through the network.

User interest or attention to a certain Wikipedia article can easily be measured by access-rates, which are usually
calculated from aggregated raw data for a domain-specific appropriate time range. Fig. 11.4 compares daily, weekly
and monthly acces-rates. During the last 3 months, the access-rate for CN decreases continuously. However, it
cannot be determined from Fig.11.4.a alone, if this is an intrinsic property of the node or some external effect.
Therefore, we use Figs. 11.4.b, 11.4.c, and 11.4.d to find a stable access-rate in the local and also in the global
neighorhood of the selected page. The IWL pages show a much stronger access-rate peak, compared to the CN,
with a maximum in week 19 in 2009. At the same time the variance of the access-rate measured for the CN is much
higher. How strong the international influences are and if such even exist cannot be explained with individual time
series without a context. By taking the network structure and the time series data into account, our approach
uses a context sensitive comparison. This allows an explanation and even the separation of external and intrinsic
features, found in the uni-variate time series.

For a direct comparison of access-rates for groups CN, IWL, LN, and GN the averages of the logarithms of
access-rates are plotted into one chart (see fig.11.5). Fig.11.5a indicates an exogenous increase of the access-rate
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Figure 11.5.: Comparison of local and global REL measures for two selected topics. Selected topics are
(a,c,e) ’Illuminati (Buch)’ and (b,d,f) ’Amoklauf von Erfurt’. The first row shows daily access-rate
data for CN (black), IWL (green), LN (blue), and GN (red) like those presented in figure 11.4. The
second row shows L.TRRIa (blue) and G.TRRIa (black). (e,f) The cross-correlation between L.TRRI
and G.TRRI for sliding windows of length 24 hours (gray), 7 days (green), 2 weeks (blue), and 3
months (red) are shown in the bottom row.

for all languages except German, while for the German page the variance of the access-rate increases. Fig.11.5b
shows endogenous bursts in week 9 for the CN node and also for the IWL group but no strong change in the average
access-rates for both neighborhoods. This is a clear indicator for an exogenous burst, which is not influenced by a
flow of attention coming from other topics in the neighborhood (unlike the case in figure 11.5.a).

Beside this qualitative interpretation we use the relevance index, defined in equations (11.5) and (11.6), to
compare the local and global relevance of a topic in a quantitative way. Fig. 11.5.c shows an increase of the
global relevance, while the local relevance drops at the same time. This indicates, that in a local context, the
topic does not attract that much attention compared to the global context. The decreasing value of the local
relevance index also indicates an increasing interest in the local neighborhood. Fig. 11.5.d shows two peaks in the
local and the global relevance index at the same time which supports the classification as an exogeneous burst
according to [165]. Fig. 11.5.e and Fig. 11.5.f show the cross-correlation for the two functions from Fig. 11.5.c and
Fig. 11.5.d respectively. Higher correlation values can be found in Fig. 11.5.f, while the trends of both functions are
comparable. Especially the presence of bursts in both indices yields strong correlations. On the other hand, low
correlation values indicate different trends in both indices. They allow to conclude, that there are also differences
between the local and global relevance of the selected topic.

Language Dependent Interpretation of TRRI
Figure 11.7 shows a comparison of the global and local relevance index for three selected Wikipedia pages to
illustrate the influence of the selection of language. In case of the companies Oracle and Capgemini we find a
stable value while in case of the Apache Hadoop page a significant increase in March 2011 is visible. The local
relevance index starts to dominate over the global relevance after it exceeds the threshold log( L.TRRI ) > 1.0.
after this point in time the Hadoop project attracts more user traffic than the pages in the neighborhood.

Finally, we show an example for the strong language dependency in figure 11.6.b. The page about the French
company Capgemini illustrates the impact of a wrong selection of the lingual context. The relevance index for
English pages is relatively low, while for international pages, especially for French pages a high TRRI was measured.
One can clearly conclude, that the context has to be adjusted according to the topic, otherwise an unknown bias still
exists. The best context selection is given if the difference between local and global relevance index is maximized.
The representation plot is used as a tool to evaluate and validate results from TRRI plots, especially in the context
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Figure 11.6.: Influence of CN language. (a) shows the contextual time-resolved relevance index (TRRI) for
Wikipedia pages about companies Oracle (red), Capgemini (blue), and the open source software
project Apache Hadoop (black) between January 2009 and December 2011 with weekly resolution.
Representation and relevance index depend on the selection of CN. (b) shows the representation index
for one Wikipedia page for 6 different languages with the highest representation in French language.
According to (b) one can still see a high relevance, based on user access to English and French pages
for the company Capgemini. In this case the local context can be defined as a hybrid context by two
central nodes - French language because of the country of origin, and English language because of
international IT business. If only one language is used, as in (a), one can not clearly differentiate
between local (straight line) an global relevance (dashed line) as in the case of the pages for Oracle
(red), and Apache Hadoop (black).

of multilingual content networks.

11.5. Conclusion
Computed representation and relevance index values can be used as ranking indicators, .e.g, within a set of given
Wikipedia articles without the need of processing the whole Wikipedia text corpus. Static REP index (and in
some cases also the static REL index) values can be useful weights for ranking and filtering the results from
search engines. Search engines (like e.g., Apache Solr, Elasticsearch) could use those values to enrich search
results consisting of several hundreds of documents in near real time if the weights are pre-calculated. Because
this computation requires only partial information, not the full page graph (unlike in the case of the PageRank
algorithm), it can easily be parallelized. In general, a calibration is need, to identify the sensibility of the individual
measures in a particular context (see figures 11.1, 11.2, and 11.3).

Beyond a direct comparison of local and global TRRI - see 11.5(c,d) - also, the cross-correlation between L.TRRIa
and G.TRRIa as shown in figure 11.5.(e,f) can be used as another measure to study information flow in context
networks. In case of high correlation, the core and the neighborhood network behavior are comparable. Different
properties or different dynamics can be assumed if the correlation is close to zero or even negative.

Therefore I suggest to use a threshold ts = 0.5 to define a new property of a local context network, the context
polarization. Context polarization is zero if the cross-correlation between L.TRRIa and G.TRRIa is in the range
above −ts and below +ts. In case of a correlations higher than ts the core is aligned with the context and in case
of a negative correlation with values less than −ts core and neighborhood are complementary to each other.



12. Structure Induced Stress: A Measure to
Quantify the Impact of Functional Networks

Headlines, in a way, are what mislead you because bad news is a headline, and
gradual improvement is not.

(Bill Gates)

According to [95] the analogy to real world systems and nature can be used in order to draw esthetical images of
complex networks. If it looks like something known, often it appears also plausible. One has to be careful. Such
analogies do not replace the mathematical proof nor a clear theory.

In this section I suggest a novel concept which allows a quantitative network layer comparison and a comparison
of dynamic processes if they are represented as graphs.

Structure Induces Stress (SIS) is based on the idea of elements of an n-body system connected by elastic forces
(springs). In a dynamic equilibrium the nodes have well defined positions. Different properties of the system
components, such as node properties, edge properties, and also the link structure influence this equilibrium, and
different conditions lead to different positions of the nodes.

Figure 12.1.: Structure Induced Stress (SIS). Functional links (see blue link lf ) can cause stress on nodes
in static network layers (see black links). The result is an additional displacement of the node
(N ⇒ N ′), which can influence the underlying structure as a consequence. Calculated SIS vectors
allow a quantitative interpretation of the impact of functional layers on the static structure, induced
by dynamic process on top of the network. In this way we can also studied how different functional
networks interfere with each other by comparing the impact of multiple layers or even combinations.

Also, two networks with different structure lead to different layouts. Each node’s displacement is a result of the
influence of the entire network. Thus, we can interpret the displacement as the result of the impact of a structural
change. We do not measure the different forces, since they are inherent properties of the processes which are
compared to each other. Rather, we measure the consequences of the different influences on the network in total.
This allows us to express the difference in the process using forces which are not comparable in a direct way. The
reasons are (a) there is no real force, and (b) the characteristic of the process which leads to a certain placement
of nodes can be very different. For example, the static link network and the access activity network are defined by
very different concepts.

We are interested in multi-layer networks, in which layers represent different aspects. Generally speaking, we
can now measure the impact of one aspect on another one, based on a transformation of node positions within a
plane. Because no direct mathematical expressions and no simple property exists to describe the impact of one
network layer on another, such a transformation is helpful. This transformation is achieved by a graph layout
algorithm, such as the force directed layout. This approach allows us to embed the network layers in a consistent
way. Based on this we define a structural measure for process comparison. A comparable rather simple approach
is called spring layout. The attracting forces between nodes are based on Hooke’s law. M. Geipel [209] published
a new, more generic graph layout algorithm called ARF for ’attractive and repulsive forces’. This algorithm relies
on the balancing of two antagonistic forces which is comparable with the approach, developed by Fruchterman and
Reingold [95].
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Even if a spatial embedding of graphs is not generally possible, the analogy of forces is often used. Examples
are the ’Social Force Model’ by Helbing and Molnár and the ’Index Cohesive Force’ by Kenett et al. [210]. The
later inspired this work and is the base for a more generic approach which is not specific to financial markets. It
can be used in the context of arbitrary semantic networks and is called: ’Context Cohesive Force’ (see equation
9.14). The initial idea in this work was to define a functional network from a similarity measure. We came up
with several representations of such networks, depending on the selected layout and filter algorithms. From node
positions we could not learn much - but relative positions and the overall pattern - which appeared over time
- we could already derive information which are also reflected by quantitative measures, such as clustering and
modularity. The following question remained: How can two networks be compared with each other? An absolute
measure would be required. Without a natural embedding into the same environment a calibration and a direct
comparison is not possible.

Our novel approach uses only local properties. We quantify, to what extend the functional network ”disturbs”
the structural network underneath. One can also see it the over way round. Therefore we calculate the graph
layout as described by Fruchterman and Reingold [95]. The Fruchterman Reingold layout algorithm is available in
many software packages.

The algorithm works in two phases:

• (1) The initial layout based on structural links is calculated. Node positions are not absolute and do not
contain information alone. Functional links do no contribute to this initial layout.

• (2) The second phase starts as soon as the algorithm converges and an initial layout exists.

From now on, also the functional links contribute to the placement of nodes. In case of two equal networks which
perfectly overlap, we expect no differences between results from phase 1 and phase 2. If the functional network is
not well aligned with the structural network, it influences the node positions already in the next layout step. We
calculate the influence for one more time step and interpret the displacement of a particular node, or the average
displacement as the influence of the functional network on the underlying structure.

This procedure is somehow comparable to molecular dynamics simulations. The core difference is the absence of
coordinates in real space. Network nodes have by default no position - at least in most cases - even if geographical
locations are known, this kind of data would not contribute new information. As a consequence we calculate the
displacement of the positioned nodes on a plane. The initial positions are the results of a transformation of the raw
data, e.g., a layout procedure, which uses the concepts of attracting and repelling forces, such as the one described
by Fruchterman and Reingold.

Displacement vectors are defined by the initial location and end at the point where the node is moved to in
phase 2, under the influence of a functional network. For all nodes - or just for groups (clusters, partitions) - one
can average the displacement vector lengths. A quantitative comparison of different systems is now possible, even
if they represent different real world systems for which measured data is not comparable in a direct way.

Figure 12.1 shows a simple social network with a formal organizational structure and an informal communication
network on top as example. Both of the two clusters have very central nodes (A and B). The ground-state of the
system is defined by the structural network shown in (a) which was used for the initial layout calculation. No
official link exist between the nodes around B and the nodes around A. The displacement of node N is caused by
an additional functional link, see blue link in (b). This link represents an in-official communication activity, which
forms a functional network and leads to a short cut in this case. This informal communication network is not in
line with the underlying organizational network and can cause stress on node N, which gives the method the name.
However, based on this measure we cannot conclude if the impact is negative - which means if it disturbs the
function of the overall system, or if it is helpful and improves the system functionality. Comparison with specific
target variables and their time evolution are the key in this case.





Part III.

Applications and Results
As mentioned before, this work was inspired by several projects from different scientific disciplines. In this part

the focus is on applications of the previously introduced measurement techniques and on the interpretation of first
results. Additional studies were published in several journals (see publication list) and are partially reproduced in
part IV (appendix).

13. Dynamics of the Complex System Wikipedia
Our scientific power has outrun our spiritual power. We have guided missiles and
misguided men.

(Martin Luther King, Jr. )

Internet-based social networks often reflect extreme events in nature and society by drastic increases in user activity.
We study and compare the dynamics of the two major complex processes necessary for information spread via the
online encyclopedia ’Wikipedia’, i. e., article editing (information upload) and article access (information viewing)
based on article edit-event time series and (hourly) user access-rate time series for all articles. Daily and weekly
activity patterns occur in addition to fluctuations and bursting activity. The bursts (i. e., significant increases in
activity for an extended period of time) are characterized by a power-law distribution of durations of increases
and decreases. For describing the recurrence and clustering of bursts we investigate the statistics of the return
intervals between them. We find stretched exponential distributions of return intervals in access-rate time series,
while edit-event time series yield simple exponential distributions. To characterize the fluctuation behavior we
apply detrended fluctuation analysis (DFA), finding that most article access-rate time series are characterized by
strong long-term correlations with fluctuation exponents α ≈ 0.9. The results indicate significant differences in the
dynamics of information upload and access and help in understanding the complex process of collecting, processing,
validating, and distributing information in self-organized social networks.

We analyzed Wikipedia access-rate and edit-event time series regarding the long-term autocorrelations. As will
be shown below, detrended fluctuation analysis (DFA) and return interval statistics (RIS) show long-term memory
effects clearly for access-rate time series but not for the edit-event time series. This allows us to conclude that
the collective editorial and the information consumption processes in Wikipedia are fundamentally different. One
can assume a more balanced system during an early stage, when the majority of users are also contributors. At
a later stage, when more and more people get attracted by the system a different situation emerges. Many more
consumers per contributor can be observed. Contributions to the system and usage are not balanced any more.
At the same time the following questions arise: Are the processes of contribution and consumption of information
always (also in other SMAs) asymmetric like here? How are process properties related to system size? Being able
to understand the process of information contribution and consumption means also to be able to identify life cycle
phases of a complex system.

This chapter covers two types of analysis: (1) univariate time series analysis followed by (2) bi-variate time series
analysis which is a special case of multivariate analysis.

Univariate Analysis: Multiple approaches allow an inspection of system properties based on individual node’s
properties. Models for single node activity such as on a single web resource, like the Poisson process or Hawkes
process do not include any of the additional structural information available in the neighborhood.

Ratkiewicz et.al. [211] explain the fat tails of the typical distributions of dynamic properties on a macroscopic
level. They provide a quantitative, large-scale, temporal analysis of the dynamics of online content popularity in
two massive model systems: the Wikipedia and an entire country’s Web space. Crane and Sornette [165] provide
a microscopic view into the behavior of a single resources (YouTube videos in this case). Such videos are exposed
to the social community of interconnected YouTube users. This user community is also a complex system on its
own like Wikipedia’s user community.

The fundamental model to describe each node’s access-activity is the so called Hawkes process according to
Crane and Sornette [165]. The Hawkes process describes the deviation from a simple Poisson process. Mitchell
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and Cates [212] used computer simulations to study the Hawkes process systematically. Their results show three
classes of decay exponents as proposed by Crane et. al. [165]. Crane et al. call the identified classes universal,
but according to the numerical results provided by [212] there exist different distributions. This seems to limit
the universality of the Hawkes-based analysis. For Wikipedia acces-rates we could find many extreme events with
different shapes but we could not find the proposed universal classes (see also section 13.1.2 and figure 13.3).

Multivariate Analysis: A model for a particular property of one specific object can be enriched by related
values, such as the average group activity or topological properties of the ensemble. This is why in this work a
framework for reconstruction of functional networks was created and evaluated. We adopted existing methods to
investigate the interaction within the local and global neighborhood. In this way, this work provides novel tools
needed to improve or modify existing analysis processes and theoretical models. Such analysis is helpful in order to
understand relevance and attention to online content in a highly dynamic environment of social media applications.

Recently the phrase attention economy became very popular. How much attention people give to things, ideas,
aspects of personal life or society is related to how much time they spend in or on the respective context. Since
time is limited, higher attention in one area leads to lower attention somewhere else. Such changes in attention
follow recurring patterns and contain extreme events such as exogenous and endogenous bursts. Deviations from
simple random models like the Poisson process are caused by collective phenomena, also called herding [213, 214].
How can the level of attention and changes in attention to resources, which have usually very different properties -
following power-law distributions - be measured and predicted? Our approach is based on web server logs, available
as access-rate time series. These time series exhibit bursts of different kinds.

The article by Ratkiewicz et al. [211] describes a procedure for quantitative popularity analysis of online
content, such as Wikipedia pages. They find that popularity dynamics of, e.g., Wikipedia pages are characterized
by bursts. This leads to characteristic features like fat-tailed distributions of inter event times and characteristic
measures of properties like traffic, in-degree, and page size. Typically, articles have a burst in the early phases of
the page life-cycle, while fluctuations are observed later on. Ratkiewicz et al. state, that articles have more edits
if they have more in-links. We have found, that a higher access-activity comes with a higher edit-activity, (see
figures 3.b and 3.c in [10]).

Crane et al. [165] have found, that activity bursts of access-activity to videos on YouTube can be described as
a Poisson process (for up to 90% of the videos). For the remaining huge amount of videos (10%) they identify
power-law relaxation quotients which can be split into three categories. They state, that this is consistent with an
epidemic model, in which a power-law distribution of inter-event times (or waiting times) and epidemic cascades
coexist. Epidemic bursts are the cause of future actions, which could again be bursts, forming clusters of extreme
events.

Yu et al. [215] proposed a phase representation of YouTube video popularity. They found that many videos
go through multiple stages of popularity which can move towards both directions (increase and decrease). The
duration can be up to several months as shown on figure 1 in [215]. Such a categorization into phases allows them
to reduce the average prediction error for future view count gain significantly compared to state of the art methods.
This is also an example for adding information to an existing model in order to increase accuracy based on phases
as a kind of structural information about the system.

.

13.1. Bursts and Fluctuations in Wikipedia Access-Rate and Edit-Event
Data

This section is a reproduction of an article which was written in the context of the SOCIONICAL project and
published by Mirko Kämpf, Sebastian Tismer, Jan W. Kantelhardt, and Lev Muchnik in the Journal Physica A
(see [8] or [5] in my publication list). This research project was partially supported by the European Union within
the FP7 project SOCIONICAL, No. 231288.

13.1.1. Introduction
Human interaction and information spread via social networks on the internet [216, 104] is becoming of increasing
importance for our contemporary technological society. A number of recent publications highlighted the significant
role of scaling laws [217, 218] in the emerging network structure [219, 176, 220, 221, 222, 223, 224] and dynamical
interaction patterns [218, 225, 226, 211]. Other recent work focused on modeling information flow within social
on-line networks [216, 227, 228]. Broadly speaking, such networks can be categorized into communication-centered
networks, where the explicit social network is used to convey direct messages between users (e. g., email, Twitter),
and content-based networks (e. g., the WWW, blogs, Wikipedia), where the social network implicitly represents the
overlap in interests or activities performed by the individuals. Among the specific sites, Wikipedia is particularly
relevant since in contrast to many others it can be expected to be a persistent phenomenon. Recent research
regarding the open on-line encyclopedia Wikipedia focused on its network structure [110, 229, 101, 230] and its
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development (e. g., article life cycles) [174, 231] as well as the popularity of its articles [211]. Other recent work
analyzed the structures of the social communities of Wikipedia editors by considering the collaborative usage of
the network content [232]. The complexity of Wiki networks and their dynamics clearly call for methods from
complexity science, including scaling analysis. Here, we study the dynamics of usage and modification of the
Wikipedia content, looking in particular at the scaling behavior of fluctuations and extreme events.

Since Wikipedia is a collaborative and open project, it represent the range of the momentary interests of the
population of its users. In fact, a number of researchers suggested that a significant amount of activity performed
by the Wikipedia contributors is motivated by news and mass media [233, 234, 235]. It is therefore reasonable
to expect that significant extended extreme events, such as bursts with large peak amplitudes in user access of
specific Wikipedia articles or increased editorial activity of particular topics, may reflect extreme events in nature
and society. For instance, the sudden access-rate peak shown in Fig. 13.1(e) for an article on the shooting rampage
in Erfurt (Germany) is caused by another shooting rampage. In addition to such exogenously caused extremes,
there are endogenous extreme events building up within the evolving network, e. g., by addition of links between
articles [211], or by gradual shifts of public interests. Recently, significant effort has been made to distinguish these
two classes of extreme events in observational data [236, 237, 238, 239, 165] and to develop and test corresponding
models [236, 240, 241, 242, 243]. A number of empirical studies focused on Amazon book and music sales dynamics
[236, 237, 238], capital fluxes [239] and videos on YouTube [165].

Here we define bursts as drastic increases in activity for an extended period of time (at least several hours)
in Wikipedia access statistics. We show that their frequency scales as a power law of the duration of the burst.
However, the classification of the individual bursts does not allow a clear separation of endogenously and exoge-
nously caused extremes, since the shapes of both sides of the bursts can be similarly well fit by power laws and
exponentials (see also [238]). Furthermore, we show that the shapes of the bursts are nearly independent of their
peak amplitudes. These results indicate that features of both, exogenous and endogenous processes as well as
article changes due to edit processes are relevant for most Wikipedia access-rate bursts.

In the last years, the scaling behavior of fluctuations [217, 244] has emerged as a useful means for classifying
time series that either characterize complex systems during different regimes or stages [32, 245, 246, 247, 248] or
at different locations [249], or distinguish sub-components of complex systems [248, 250]. The cited exemplary
studies analyzing spectroscopy data [245], geophysical data [249, 250], medical data [32, 248], road traffic [247],
and internet traffic [246] are employing the detrended fluctuation analysis (DFA) method invented by Peng et
al. in the context of base-pair sequence analysis in the DNA [28]. The method is based on random walk theory
and was generalized for higher order detrending [32], multifractal analysis [251, 29, 30], data with more than one
dimension [254], and cross-correlation analysis [255]. The properties of the DFA were explored in many articles
[29, 30, 31]. In addition, several comparisons of DFA with other methods for stationary and non-stationary time-
series analysis have been published, see, e. g. [258]. Here we apply DFA to the Wikipedia page access-rate time
series and show that they are characterized by strong long-term correlations (i. e., a slow power-law decay of the
auto-correlation function). Specifically, we find a rather universal scaling behavior with fluctuation exponents
α ≈ 0.9 (corresponding to correlation exponents γ ≈ 0.2) rather irrespective of the stationarity, i. e., the sizes of
bursts occurring in the data.

One of the natural consequences of such long-term correlations is a clustering of extreme events [22, 23, 24, 126,
26, 27], i. e., a clustering of bursts with large peak amplitudes. The distribution density of the return intervals
between extreme events can be well approximated by a stretched exponential for large return intervals [23, 24] and
by a power law for small return intervals [126, 26], although finite-size effects are important and the description is
not exact [126, 27]. For multifractal data without linear correlations, only the power-law regime occurs [261, 262].
Most importantly, the shape of the scaled distribution is practically independent of the threshold for extreme
events. In addition, the mean residual time to the next extreme event increases with the elapsed time and depends
strongly on the previous return intervals – a finding that makes return interval statistics useful for risk estimation
and prediction [23]. Applications of return interval statistics to paleo-climate data [23], wind speeds [263], financial
market data [264, 265, 266], medical data [267], telecommunication data [268], internet traffic [269], and times of
wars in China [270] have been considered; note in particular the usability of the approach for online prediction of
cardiac disorders [267]. Here we apply the method to Wikipedia access-rate and edit-event time series and show
that the scaling stretched exponential ansatz holds irrespective of the threshold for the peaks of bursts in the
access-rate data.

However, contrary to access-rate time series, the statistics of edit-event time series are characterized by the
absence of clustering on all time scales except for next neighbor clustering. This surprising observation shows that
the two processes, i. e., article edits (information upload) and article access (information viewing) have a rather
different nature even though they are not independent. We suggest that Wikipedia page-access dynamics is mainly
driven by exogenous events such as media or calendar dates or by gradual shifts of public interests, both of which
may result in system-wide synchronization. On the other hand, Wikipedia edit patterns arise, at least partially,
from the direct or implicit interaction between Wikipedia contributors.

The next section describes the Wikipedia databases and the required data preprocessing for this particular study,
followed by a section which is devoted to the characterization of the access-rate peaks in relation to the recently
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Figure 13.1.: Examples of Wikipedia (a,c,e) access-rate and (b,d,f) edit-rate time series for three selected
articles with (a,b) rather stationary access rates (topic ’Illuminati (book)’), (c,d) an apparently
endogenous burst of activity (peak on May 7, 2009, topic ’Heidelberg’), and (e,f) an exogenous burst
of activity (topic ’Amoklauf Erfurt’ (shooting rampage); it peaks on March 11, 2009, as another
shooting rampage occurred in Winneden). The left parts show the complete hourly access-rate time
series (from January 1, 2009, till October 21, 2009; i. e. for 42 weeks = 294 days = 7056 hours)
with numbers in the plot giving the height of peaks truncated to show baseline fluctuations. The gap
around t = 1200h is a systematical disruption and was found in all records. Parts (b,d,f) show daily
edit-rate data for the same three representative articles, which were edited 270, 163, and 157 times
in total, respectively, during the recording period.

suggested distinction between exogenous and endogenous extreme events. Than we apply, respectively, DFA and
return intervals statistics to characterize the dynamics and to quantify long-term correlations of access-rate and
edit-event time series.

13.1.2. Databases and Data Preprocessing
The dataset used in this work is a combination of two distinct databases. Both are open and freely available for
download, however, analysis of these enormously sized data bases (see also [211, 173]) is quite challenging. Although
there is some particular software for statistical analyses in wiki systems (WikiXRay [271] and WikiStatistics [272])
we have implemented our own analysis tools using C++, MySQL, MATLAB, and JAVA. First we study hourly
access-rate (page-view count) data from every Wikipedia article (keyword) worldwide, i. e., including the over 260
languages. This data [273] was collected by a system monitoring and logging individual pages’ access statistics.
All data recordings began on January 1, 2009, and ended on October 21, 2009. For each article (with index
j = 1, . . . , 16 900 000) the number of accesses is given with an hourly time resolution, yielding access-rate time
series nj(t), t = 0, . . . , 7055. The vast majority of the Wikipedia articles are relatively rarely accessed and do not
experience any significant bursts of activity. In this paper we focus on Wikipedia articles j, that exhibit significant
access rates of nj(t) ≥ 256 at least in one hour in the observed interval. This subset consists of 28 952 articles
(≈ 0.17% of 16 900 000) in total. Figures 13.1(a,c,e) show three representative time series of hourly access-rate
data nj(t). One can distinguish several types of variations: stationary fluctuations [Fig. 13.1(a)] with or without
correlations, an apparently ’endogenous’ burst [Fig. 13.1(c)] with significant precursory activity, and an ’exogenous’
burst [Fig. 13.1(e)] marking the dynamic response to a major event.

In addition to random fluctuations and bursting activity, we observe daily and weakly activity patterns in
the access rates for most Wikipedia articles. Periodic minima correspond to the night-time hours, although their
positions depend on the time zone of the readers and thus on the language of the articles (German in the considered
examples). Recurring weekly patterns present in many articles may also disrupt the following analysis. In order
to minimize these cycles, we normalize the original data by dividing each observation nj(t) by the average for the
corresponding time of the day 〈nj(t′)〉weeks. This average is calculated for each hour t′ of the 24× 7 = 168 hours
within a week.

xj(t) = nj(t)
〈nj(tmod 168)〉weeks

with 〈nj(t′)〉weeks = 1
42

41∑
i=0

nj(168i+ t′). (13.1)

Along with removing the recurring patterns, this transformation normalizes each data series so that 〈xj〉 = 1 for
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each article j at a given time.
In addition to the access-rate data, we study the time series of the article edit events. We have collected this data

from our second (complementary) database [274], which is a dump of the entire history of the Wikipedia project
and contains every edit ever performed on every page in over 260 languages. It logs all edit events with time stamp,
article length after the re-edition, and anonymous identification of the editor. The dump is performed periodically
by the Wikimedia Foundation Inc. and is provided under the GNU Free Documentation License (GFDL). We
processed this data and collected, for each article, the timeline of its access activity and its edits by individual
Wikipedia contributors. Figures 13.1(b,d,f) show the edit time series of the three representative articles. In this
case, the total number of article edits is displayed for each day. In the paper, we denote the number of edits per
hour by εj(t), t = 0, . . . , 7055. Note that the edit-rate shown in Fig. 13.1(f) peaks on the same day as the access
rate of this article (see Fig. 13.1(e)), but there is no such relation for the other two articles.

13.1.3. Characterization of Access-Rate Peaks
In this section, we study the properties of the activity bursts observed in the hourly access-rate data. We want to
find out if it is possible to distinguish the classes of endogenously and exogenously caused extreme events and if
corresponding models (see introduction) also apply to Wikipedia data. We define a burst at time t∗ as an event
for which xj(t∗) > 2〈xj(t)〉 = 2 (note that 〈xj(t)〉 = 1 due to the normalization in Eq. (13.1)).

Next, we determine the width of the bursts by finding the times t1 < t∗ and t2 > t∗ when the access rate
first dropped by more than exp(−1) from its local maximal value at t∗, i. e., xj(t1,2) < xj(t∗) − (1/e)xj(t∗) =
(1− 1/e)xj(t∗). We do not allow bursts to overlap. In other words, for each burst interval t1 < t∗ < t2, only the
one position t∗ with maximal access rate is accepted as burst position. We thus avoid a multiple detection of the
same burst with different center positions t∗. The bursts are not necessarily symmetric, characterized by widths
tbefore = t∗ − t1 and tafter = t2 − t∗. This definition is very sensitive to noise and yields 6 910 285 data points
that we considered as bursts from the total number of 28 952 time series. To filter out the noise and retain only
reasonable bursts, we impose a minimal duration requirement for tbefore and tafter and increased thresholds for the
peak amplitude in the following.

Table 13.1 reports the numbers of activity bursts with certain minimal durations before and after the maximum.
Figure 13.2(a), related with the data reported in the third column of Table 13.1, shows the number of bursts of
different durations before and after the peak. The functional forms can roughly be fitted by power laws

N(tbefore) ∝ t−ϑbefore
before and N(tafter) ∝ t−ϑafter

after (13.2)

with effective exponents ϑbefore and ϑafter around 2 for short bursts (< 10h) and around 3 for long bursts (> 48h).
For a cumulated probability distribution ϑ would be larger by 1. Long decays occur slightly more frequently than
long increases, in particular for the large peaks (see also Table 13.1). Except for this distinction, the results are
virtually independent of the peak amplitude: the curves for maxima exceeding the threshold by factors of 2, 5 and
15 in Fig. 13.2(a) are parallel and the fractions for maxima exceeding the averages by factors of 2 and 10 in Table
13.1 are comparable (although large peaks 10 times above average occur much less often). The average behavior
of large and intermediate bursts is therefore very similar.

burst range factor number fraction good exp. good PL Θ > 1/2 (good) Θ > 1/2 (all)
tbefore ≥3h > 2 1292438 18.7% 10.0% 13.9% 34.8% 87.8%
tafter ≥3h > 2 1382714 20.0% 11.1% 14.1% 34.0% 87.6%
tbefore ≥12h > 2 229097 3.3% 1.2% 1.4% 0.8% 22.9%
tafter ≥12h > 2 267085 3.9% 1.8% 1.6% 0.8% 23.9%
tbefore ≥2d > 2 18423 0.27% 0.30% 0.16% 0.0% 0.0%
tafter ≥2d > 2 23127 0.33% 1.27% 0.29% 0.0% 0.0%
tbefore ≥3h > 10 41115 11.1% 21.5% 20.3% 39.0% 81.9%
tafter ≥3h > 10 63770 17.0% 24.2% 23.9% 38.5% 82.7%
tbefore ≥12h > 10 8759 2.3% 7.3% 5.4% 2.8% 23.6%
tafter ≥12h > 10 18054 4.8% 13.2% 8.1% 3.6% 27.2%
tbefore ≥2d > 10 563 0.15% 5.5% 3.0% 0.0% 0.0%
tafter ≥2d > 10 1765 0.47% 13.0% 1.9% 0.0% 0.0%

Table 13.1.: Statistics of Wikipedia access-rate bursts, reporting the number of bursts with widths of at least
3h, 12h, and 2d before and after the peak for peaks at least a factor of 2 (or 10) above the average.
The fractions of good exponential and good power-law (PL) fits (correlation coefficient r > 0.9) for
the increases and decays are also given as well as the fractions of peaks characterized by exponents
Θ > 1/2 among good fits and among all fits, see also Eq. (13.4) and Fig. 13.3.

Figure 13.2(b) shows that the increasing width tbefore of many large bursts is fairly short, since large average
burst heights and large standard deviations occur for tbefore = 1h, 2h, and around 24h (red curves). On the
other hand, the typical decay width tafter of large bursts range approximately from one day to one week since
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Figure 13.2.: (a) Number of bursts versus their duration before (tbefore = t∗ − t1, red symbols) and after
(tafter = t2−t∗, black symbols) the maximum. Data for maxima at least 2 times (crosses for tbefore and
plus signs for tafter), 5 times (filled squares and circles), and 15 times (open triangles up and down)
above 〈xj(t)〉 were considered. The straight lines representing power-laws according to Eq. (13.2)
with slopes ϑ = 2 and 3 are shown for comparison. (b) Average burst heights 〈xj(t∗)〉 (thick
lines) and corresponding standard deviations (thin lines) versus their duration before (dashed and
dash-dotted red lines) and after (continuous and dotted black lines) the maximum. The straight
vertical lines in (b) mark the time scales of one day and one week.

increased average durations and standard deviations occur in this range (black lines). If we focus on large bursts
(xj(t∗) > 10) with intermediately long decays (48h ≤ tafter ≤ 200h), ≈ 11% of these bursts exhibit also long
increasing widths (tbefore ≥ 48h) – a percentage going slightly up to 15% if weaker burst (xj(t∗) > 4) are also taken
into account and down below 1% if the limits for tafter are dropped. Bursts with large and small peak amplitudes
thus show quite similar behavior (note that bursts with large amplitudes are much less frequent (see Table 13.1)
and thus do not significantly affect the results for all bursts). Since only bursts with long widths before and after
the peak (tbefore, tafter ≥ 48h) can reasonably qualify as ’endogenous’ events, these results also suggest that the
majority of bursts are either ’exogenous’ events or have independent tbefore and tafter values, although there are
some correlations between both width parameters (see Table 13.1).

Following previous studies of other data [236, 238] we have also characterized the increase behavior and the
decay behavior of all sufficiently long bursts (at least 3h before or after the peak) by fitting two formulas: (i) an
exponential law with a characteristic decay time τ ,

xj(t) ∝ exp[−|t− t∗|/τ ], (13.3)

and (ii) a power law with a critical exponent Θ,

xj(t) ∝ |t− t∗|−Θ. (13.4)

While Θ has been suggested as a means for distinguishing exogenous and endogenous processes [237], other authors
suggested the exponential fit [238]. Figure 13.3 shows the distributions (normalized probability densities) of the
fitted decay times τ [parts (a,c)] and the fitted power-law exponents Θ [parts (b,d)] for increases [fits for t1 < t < t∗,
black curves and squares] and decreases [fits for t∗ < t < t2, red dashed curves and circles]. All bursts with durations
above the respective limit and with peaks (a,b) 2 and (c,d) 10 times above the average have been taken into account.
One can see in Fig. 13.3 that exponential fits are more likely to be good if τ < 24h, and power-law fits are more
likely to be good if Θ > 0.3. However, such short decay times τ and such large exponents Θ hardly occur for
long activity bursts (see insets of Fig. 13.3). For long bursts, fits of decreasing activity (tafter) are usually better
than fits of increasing activity (tbefore, see Table 13.1, fifth and sixth column), and exponential fits are better than
power-law fits.

For activity bursts with tbefore ≥ 6h or tafter ≥ 6h the distributions of fitted exponents Θ from Eq. (13.4) are
nearly Gaussian with means approaching smaller Θ with increasing duration of the bursts [see Figs. 13.3(b,d) and
their insets]. The results for large bursts exceeding the average at least 10 times [see Figs. 13.3(c,d)] are nearly
the same except for weaker statistics and slightly larger differences between increases and decreases. This confirms
that the behavior of large and intermediate bursts is rather similar in general. In addition, the distributions do not
change significantly even if we consider only bursts with tbefore and tafter simultaneously above certain thresholds
(not shown). This observation suggests that the shapes of increases and decreases within the bursts do not allow
distinguishing exogenous and endogenous processes in Wikipedia.

In their recent study of videos on Youtube [165], Crane and Sornette classified bursts with Θ < 1 as ’critical’
behavior and those with Θ ≥ 1 as ’sub-critical’ behavior. The results for these classifications applied to our data
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Figure 13.3.: Distributions of fitting coefficients characterizing increases (black squares) and decays (red cir-
cles) of access rates around bursts of activity exceeding the average accesses (a,b) 2 and (c,d) 10
times for frequently accessed Wikipedia articles from all languages (more than 255 accesses during
at least one hour in the recording period). The normalized distributions of (a,c) coefficients τ of
the exponential fit [see Eq. (13.3)] and (b,d) scaling exponents Θ of power-law fit [see Eq. (13.4)]
are shown for bursts with tbefore ≥ 6h (irrespective of tafter) and tafter ≥ 6h (irrespective of tbefore),
respectively. The insets show the corresponding distributions for durations exceeding two days. The
filled areas under the curves with open symbols in the main panels indicate the fraction of good fits
(correlation coefficient r > 0.75).

yield only critical peaks, except for approximately one percent of sub-critical peaks with very short durations
(tbefore, tafter = 3h). The last two columns of Table 13.1 show that even values of Θ > 1/2 completely disappear
with increasing peak durations.

In conclusion, it must be said that most bursts are characterized neither by an exponential increase or decay nor
by a power-law behavior; the characterization being worse for the increases. The scaling exponent Θ in the power-
law fit Eq. (13.4) becomes very small for long bursts, disallowing a classification into exogenous and endogenous
processes or critical and sub-critical processes. Apparently, random fluctuations of different amplitudes play a
major role in the dynamics of the access-rate time series. In the next Section, we therefore characterize these
fluctuations to see if they can reveal some typical and more universal features.

13.1.4. Long-term Correlation Properties

In this section we study the correlation properties of our Wikipedia access-rate data to find out the degree of persis-
tence governing the fluctuations of the corresponding time series. Quantitatively, correlations between normalized
access rates xj(t) separated by s hours are defined by the (auto-)correlation function,

C(s) ≡ 〈∆x
j(t)∆xj(t+ s)〉
〈∆xj(t)2〉

= 1
〈∆xj(t)2〉(L− s)

L−s−1∑
i=0

∆xj(i)∆xj(i+ s), (13.5)

where L = 7055 is the series length and ∆xj(t) ≡ xj(t) − 1. If the ∆xj(t) are uncorrelated, C(s) is fluctuating
around zero for s positive. If correlations exist up to a certain number of hours s×, the correlation function will
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Figure 13.4.: (a,b,c) DFA of access-rate time series of representative Wikipedia articles (the same as for Fig. 13.1).
The results for different detrending orders show very similar behavior: DFA1 (black solid line), DFA2
(red dashed line), DFA3 (blue dotted line), and DFA4 (green dash-dotted line); data for DFA2 to
DFA4 shifted by multiple factors of 2 for clarity. The straight lines below the data have the indicated
slopes and are shown for comparison. On small time scales (s < 48h) the effective scaling exponents
α are sometimes a bit smaller due to incompletely removed daily rhythms (periodic trends with 24h
period, see Fig. 13.4(b) in particular). Parts (d,e) show distributions of the scaling exponents α
determined according to Eq. (5.4) for the regime 55h < s < 550h, separately for (d) stationary and
(e) non-stationary access-rate time series using DFA1. The green fractions of the bars indicate the
proportions of time series for which very good fits of Eq. (5.4) with correlation coefficients r > 0.98
were obtained. (f) Dependences of the average DFA1 scaling exponents α on the total access volume
that occurred within the considered 42 weeks.

be positive only up to s×. For the relevant case of long-term correlations, C(s) decays as a power law,

C(s) ∼ s−γ , 0 < γ < 1. (13.6)

A direct calculation of C(s) is hindered by non-stationarities in the data.
To overcome this obstacle, we apply the detrended fluctuation analysis (DFA) method [28] which has become a

widely-used technique for the detection of long-term correlations in noisy, non-stationary time series [29, 30, 31].
We split the subset of the chosen 28 952 Wikipedia articles (with nj(t) ≥ 256 for at least one hour) into a group
of 2 012 stationary articles with xj(t) < 10 and a complementary group of 26 940 bursting (non-stationary) time
series.

We plot F (s) (see Eq. (5.4)) as a function of s on double logarithmic scales and calculate α by a linear fit in the
regime 55h < s < 550h. These results are illustrated in Figs. 13.4(a,b,c) for the three representative Wikipedia
articles considered already in Fig. 13.1 and for several different detrending orders.

Figures 13.4(d,e) show the distributions of scaling exponents for DFA1 of all (d) stationary and (e) bursting
Wikipedia access-rate time series. The distributions for DFA1 (and also those for DFA2-DFA4, not shown) are
all peaking in the range of α = 0.8, . . . , 0.9. Comparing the red and green histograms one can see that most fits
of Eq. (5.4) are excellent, indicating that the fluctuations of the access-rate time series are following power-laws
very well. The access-rate time series are clearly long-term correlated with all effective scaling exponents α being
larger than 0.6 for the stationary data recordings [see Fig. 13.3(d)]. The average is α = 0.91 ± 0.11 indicating
fairly strong long-term correlations. These findings hold also for the non-stationary access-rate time series [see
Fig. 13.4(e)] although the distribution of scaling exponents α is significantly wider in this case with a similar
average, α = 0.88 ± 0.22. In particular, the distribution for the bursting time series shows an additional peak at
α ≈ 1/2 exposing existence of a few articles with dominating uncorrelated access behavior among the strongly
bursting articles. Figure 13.4(f) shows that the scaling exponent hardly depends on the access traffic, i. e. the
data for very frequently and not so frequently accessed articles scales very similarly. There is a slight trend of
increasing long-term correlations for increasing access load.

The finding of a rather universal scaling behavior with 0.8 < α < 0.96 for most articles (65.0 percent of
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all ’stationary’ and 33.8 percent of all ’non-stationary’ articles) quite irrespective of, e. g., total access volume
[see Figs. 13.4(d,e,f)], shows that the fluctuations are governed by long-term correlated dynamics similar for
most articles. This observation is surprising, since users usually access Wikipedia articles by their own decision
and independently of each other. They usually do not follow links (i. e., surf) by more than one or two steps
either. Therefore, a naive view would suggest uncorrelated fluctuations of Wikipedia article access frequencies.
The observed strongly persistent fluctuations of the article access dynamics must therefore represent the gradual
emergence and shift of topics of general interest in society, which may be partly (but not fully) related to exogenous
events.

Taking the findings of the previous section into account, we conclude that long-term correlated random fluctu-
ations represent a more characteristic description for the data than individual peak characterizations. We suggest
that this description might also be suitable for the process of emergence and shift of topics of general interest
in society. In the next section we study if long-term correlated random noise is a good description also for the
occurrence of extreme events (peaks and bursts) or just characterizes small and intermediate fluctuations.

13.1.5. Return Interval Statistics
A particularly illuminating way for identifying long-term memory effects in dynamic systems is based on the
analysis of return intervals between extreme events that exceed a given threshold [22, 23, 24, 126, 261, 262, 26,
27]. Applications to paleo-climate data [23], wind speeds [263], financial market data [265], medical data [267],
telecommunication data [268], internet traffic [269], and times of wars in China [270] have been considered recently.
The observed scaling of the effect with the threshold is particularly useful for understanding and anticipating the
universality of small and large extremes. Recent results of the analysis of telecommunication data [127] show a
bimodal distribution of human interaction events. The inter-event time distributions are not completely Poisson
nor power-law, but a bimodal combination of them. Large extreme events have tremendous impact on the system,
and may in fact be the main objective of many studies (i. e., prediction of large earthquakes, stock exchange crashes,
or extreme weather conditions). Yet they occur rarely and the observational data needed to derive the conclusions
directly is scarce. Therefore, scaling approaches are used to relate large extreme events with intermediate events.
To describe the recurrence of bursts exceeding a certain threshold q, i. e., xj(t) > q, we investigate the statistics
of the sequence of return intervals r between consecutive events.

Therefore, according to Eq. (5.4) and the findings reported in Figs. 13.4(d,e,f) we expect to find a stretched
exponential distribution of return intervals characterized by γ = 2 − 2α ≈ 0.2. Figure 13.5 shows the results for
thresholds ranging from a moderate q = 2 (bursts with maximum amplitude at least twice the average) to very
high (q = 12.5), and for (a) all English as well as (b) all German Wikipedia articles. In both cases we find that
the expected functional form is indeed a good model of the distribution. The values of γ used for the continuous
fitted curves in Fig. 13.5, γ = 0.06 and 0.18, correspond to α = 0.97 and 0.91 and are therefore consistent with the
characteristics of the long-term correlations reported in Section 4 (where articles from all languages were analyzed
together). Rescaling with Rq causes data points for different values of q to come close to the single line.

However, the data collapse is not perfect for two reasons. Firstly, for very short time scales r, i. e., for the
lowest r in each data set, we observe a strongly increased probability of return intervals. This is due to additional
very short-term correlations such as those we see for the edit return intervals in Fig. 13.6. The presence of these
additional short return intervals affects the normalization of the distributions, leading to deviations also for larger
r values. Further reasons for the non-perfect data collapse are more speculative: there may be multifractal scaling
behavior involved, which would mean that the curves for small and large q scale somewhat differently [261, 262],
and finite size effects may be relevant [126, 27]. Beyond these minor deviations, we find that the clustering of
extremes for all values of q is basically caused by the same intrinsic dynamics driving the time series’ fluctuations.
This shows that large extreme events are generated by the same long-term correlated random processes that also
drive the fluctuations on small and intermediate scales. Bursts with large peak amplitudes in access rate do thus
not represent outliers or special events, and they are not driven by a dynamics different from the one driving
normal fluctuations. This finding supports our conclusions from Sections 3 and 4 that large extremes cannot be
uniquely characterized as exogenous or endogenous and that scaling long-term correlated random noise is a good
model for Wikipedia access-rate time series.

Figure 13.6 shows the corresponding return interval distribution statistics for article edit events. Since Wikipedia
page edits are typically quite infrequent events (compared with article accesses), we have considered every edit as
an extreme event and grouped the articles by the gross number of edits as indicated in the legend. The first points
of all curves in Fig. 13.6(a,b) deviate from an exponential (straight line in the semi-log plot), and the slope of the
exponential fit in the gray region deviates from −1, which would correspond to Eq. (5.5). This is an indication for
the presence of local clustering of neighboring edit events. To show random behavior of edit events on different
days, return intervals r smaller than an offset roffset are removed in the plots in Figs. 13.6(b,c). Evidently, the
return interval statistics of article edits in Figs. 13.6(c) are characterized by Eq. (5.5) (with slope −1) for all
subgroups of the data, indicating the absence of particular clustering. The results are in line with the findings
reported in [127].
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Figure 13.5.: Normalized distributions Pq(r)Rq of return intervals r between bursts exceeding the different thresh-
olds q given in the legend for Wikipedia access-rate data with hourly resolution for (a) English data
and (b) German data. The dependence of the mean return interval Rq = 〈r〉 on the threshold q
is shown in the insets. Due to the rescaling with Rq in the main panels, the curves for different q
collapse except for the first point, which is higher and indicates strongly increased clustering of bursts
on very short time scales. The continuous curves show the stretched exponential decay according to
Eq. (5.6) with (a) γ = 0.06 and bγ = 7.4× 108 and (b) γ = 0.18 and bγ = 259. aγ was chosen slightly
larger than the theoretical values (see [24, 126]) due to discreteness effects and increased clustering
of bursts on very short time scales.

Local clustering of edit events partially arises from edits that are immediately re-edited or removed by another
editor (e. g., in so-called edit wars [107]) or intermediate saves performed by the same author as larger parts of a
text are rewritten. The corresponding high number of quickly following edits leads to a high weight of short return
intervals in comparison to all return intervals. This explains the deviations of the plots in Fig. 13.6(a) from the
simple exponential Eq. (5.5) as shown by disregarding short return intervals below roffset = 24h in Fig. 13.6(c);
note that disregarding only r < roffset = 2h is not sufficient [Fig. 13.6(b)].

Except for the observed short-term effects, the simple exponential decay of Pq(r) indicating the absence of
clustering of edit events is clearly dominating. In other words, no long-term correlations are present in the edit-
event time series. This is surprising, since editorial activity could be expected to be also driven by the gradual
emergence and shift of topics of general interest in society just like access activity. However, editorial activity is
in fact organized in a much more complex fashion. There is a social network of editors controlling the process via
discussion pages and to-do lists. In addition, some editors feel responsible for several articles and continuously
check (and sometimes correct) all changes. Furthermore, exogenous events, which are often uncorrelated, might
have a stronger effect on edits than on access behavior. There are thus many additional reasons for article re-
editions besides changes in general public interest. We hypothesize that editorial activity is caused by several
superimposed reasons and therefore appears rather random from the statistical point of view.

Editions of Wikipedia articles can thus not be the reason for the long-term correlated fluctuations and the
long-term correlated burst occurrences in the access-rate time series. It is rather fascinating to see that the partly
orchestrated editorial work appears uncorrelatedly random, while the access activity of many independent users
leads to stable and rather universal long-term correlations. However, the two processes cannot be completely
unrelated either. One can see already with the naked eye that the access-rate and edit-event time series of the
article shown in Figs. 13.1(e,f) are cross-correlated (although no cross-correlations are visibly in the other two
examples). A more detailed analysis of cross-correlation properties will be done in a future work.

13.1.6. Conclusion and Outlook
In this work we have characterized and compared time series representing two separate complex processes that
govern the spread of information in a complex on-line system – the encyclopedia Wikipedia. The two considered
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Figure 13.6.: Normalized distributions Pq(r)Rq of return intervals r between article edit events for English
Wikipedia articles grouped according to their total numbers of edits ne during the observational
period (see legend, > 1000 articles in each group). In parts (b) and (c) return intervals r below
offset times of roffset = 2h and 24h, respectively, have been excluded to eliminate effects of short
return intervals (e. g., edits immediately reverted by another editor in so-called edit wars [107]). The
straight lines in (a) and (c) are exponential fits similar to Eq. (5.5), but with the slope given in the
plots. The expected slope −1 is obtained in (c), when return intervals below 24h are excluded.

processes, i. e. editorial activity (information upload) and article access (information viewing), are performed by
nearly distinct populations in different ways. The processes appear to be closely related only superficially. Instead,
by characterizing the details of the dynamics, we have systematically found that access-rate time series can fairly
well be represented by long-term correlated random fluctuations. The rather large fluctuation exponent α ≈ 0.9
found by DFA in Section 4 is quite universal for most Wikipedia articles, independent of the occurrence of large
peaks (bursts) and valid for more than one decade of time scales (from 1-2 days up to at least one month). The
return interval statistics have confirmed that long-term correlations can also explain the recurrences and clustering
of extreme events and strong bursts. There are thus no different driving mechanisms for small, intermediate
and large fluctuations. We think that the observed strongly persistent fluctuations of the article access dynamics
represent the gradual emergence and shift of topics of general interest in society, which may be partly (but definitely
not fully) related to exogenous events. Extreme events (bursts) in Wikipedia access-rate time series can thus not
easily be classified as caused by exogenous or endogenous events in agreement with our results on the form of the
bursts. However, the frequency of extreme events is very well described by a scaling rule (power law). We conclude
that the access activity follows scaling laws (characteristic of emergent phenomena in complex systems) in several
aspects, even though the behaviors of all individual users are invisible to the other users.

On the other hand, the statistical properties of edit time series appear to be much closer to white noise. We
have clearly found a simple exponential decay of the probability of return intervals r > roffset = 24h between
edit events, which holds irrespective of the total number of edits for the considered articles. This shows that
long-term correlations are not important in edit time series. We think that this behavior is caused by the complex
orchestration of the editing process of Wikipedia articles. The corresponding feedback loops and synchronization
seem to provide a different mechanism that destroys or at least interferes with long-term correlations.

Our next step is studying and comparing the characteristics of processes that govern information spread in
communication-centered networks, where an explicit social network is used to convey direct messages between
users (e. g., email, Twitter). In these systems information editing and viewing are not separated, and there is no
orchestration of information upload. We expect that the emergence and the decay of topics of general interest
should thus also be characterized by long-term scaling correlations. We think that it might be interesting to
study relations between the emergence of new topics in, e. g., Twitter messages and corresponding activity in the
Wikipedia system.

Regarding Wikipedia we suggest that further research should study the interplay of the network structures
with the dynamics of article re-editing and access. Since Wikipedia articles are organized in topical groups and
often cross-linked, one can study and compare how these structures affect the emergence of bursts in both, access
and editorial activity. In addition, the editorial processes can be studied in more detail, since (anonymous)
information on the actions of many editors and their interplay is also available. Besides this, an alternative network
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representation could be created by studying the strength of temporal cross-correlations between the access-rate or
edit-rate time series of different articles. This dynamical network structure could be compared with the link-based
static network structure. Further work is also needed to clarify differences between language communities. If the
dynamics of article access indeed reflect the gradual emergence and shift of topics of general interest in society,
one can study differences of these processes between language groups and cultures by separate analysis of data
according to the languages of the articles.

13.2. Dynamics of Correlation Properties in Multi-Layer Networks
In this section we investigate the dynamics of a content access process as a function of time on a mesoscopic
level using correlation networks. Functional networks are created as described in section 9.2 to extract dynamic
properties of this process. We identify several types of changes in the link strength distributions which could be
indicators for specific transitions within the system.

Initial Experiments: Link properties were obtained from time series episodes of length 120 days. Daily binning
(aggregation of all events during a day) was applied to the raw sequences with hourly resolution. To connect this
part of the study to previously presented results, we used the same Wikipedia pages as in the last section (see
figure 13.1). Figure 13.7 shows raw results (link strength distributions for various neighborhoods and three time
frames) of the analysis procedure applied to data for the year 2009 for page ’Illuminati (Buch)’. The analysis of
the two other pages, ’Heidelberg’, and ’Amoklauf Erfurt’ and for the year 2008 provided comparable results but
are not shown here. Results of this initial experiment allow to identify for what kind of changes (see labels in table
13.2., and figures 13.7., and 13.8.) one should look for in a more systematic approach on more samples (which
means more central nodes from multiple different topics).

Figure 13.7.: Link strength distributions for time dependent correlation networks. For the Wikipedia
page Illuminati (Buch) the neighborhood correlations were calculated (Eq. 9.11) for non- overlapping
episodes of daily access rates of length 120 days starting January 1-st 2009. Results for three non-
overlapping time episodes are shown in columns. Curves with large symbols represent results from
measured data and small symbols for randomized (shuffled) time series data. Top row shows correla-
tion for closest neighbors, which are correlation between IWL (black curve), correlation between CN
and the local neighborhood (blue curve), and correlation between CN and the global neighborhood
(red curve). Middle row shows group internal correlations (intra correlations) for IWL (black), LN
(blue), and GN (red). The inter group correlations are shown in the bottom row for IWL and LN
(black), IWL and GN (blue), and for LN and GN (red). A marks overlapping bimodal distibutions
in the close neighborhood during episode 2 and 3. B marks a small - but stable over time - difference
between two distributions (red and blue) while the difference to distributions for shuffled data is huge
in both cases. The blue curve has slightly higher values than the red curve in all episodes. Finally,
C marks a change in the differences of inter group correlation. During episode 3 the red curve shows
higher values than the blue which has higher values in episodes 1 and 2. Symbols and group labels
are as in figure 13.9.
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In order to prepare such a study, we provide two visual representations of results as shown in the next section.

13.3. Interpretation of Correlation Link Strength Distributions
Calculated links for reconstructed functional networks have to be filtered in order to extract highly relevant links
which carry information. Which links are and are not relevant depends on the selected topic, the context, and the
selected algorithm for link strength calculation. Furthermore, it can be influenced by the selected filter method (see
sections 10.6 and 10.7). A fixed threshold, adaptive thresholds, or graph based filtering like the planar maximum
filtered graph method are common methods for this step.

The distribution of the cross-correlation link strengths for pages with a wiki link to the core (a,d), for all possible
page pairs within the group IWL, LN, and GN (b,e) and for all possible pairs of pages from two different groups
IWL, LN, and GN in (c,f) are shown in Fig. 13.8. The definition of the individual groups is based on figure 6.2 in
chapter 6.

Figure 13.8.: Time-resolved link strength distribution for functional networks calculated for the local
network of a Wikipedia page. The functional network around page ’Illuminati (book)’ was cal-
culated for two non-overlapping time frames of length 28 days. The top row shows the link strength
distributions for February 2009 and the bottom row for March 2009. Colored lines show link strength
distributions for measured data at a daily resolution and colored areas indicate the results for sur-
rogate data based on random shuffling of raw data series. The blue curve represents the correlation
between CN and the local neighborhood while the correlation between CN and the global neighbor-
hood is shown in red in panels a) and d). Panel b) and e) show the group internal (intra) correlations
for LN (blue), and GN (red). The inter group correlations are shown in panels c) and f), for IWL
and LN (black), IWL and GN (blue), and for LN and GN (red).

Label Description
A bimodal distribution with at least two peaks
B stable difference between distributions from raw data
C changing differences between distributions from raw data
D large difference between distributions from raw data and shuffled data
E small difference between distributions from raw data and shuffled data

Table 13.2.: Qualitative analysis of link strength distributions. Visual inspection of link strength distri-
butions provides features, which can be used in advanced machine learning algorithms (examples of
supervised learning).
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Figure 13.9.: Drift of average correlation
strength for individual regions in
neighborhood networks around the
Wikipedia page Illuminati (Buch) for
years 2008 and 2009. Symbols and
group combinations as in Fig. 13.7.

Figure 13.9 shows a scheme to illustrate changes in corre-
lation networks based on quantitative results. In this case,
the position of the maximum in the link strength distribu-
tion was used. For each group we found different shapes,
but per group the shapes did not change fundamentally over
time. Other metrics can be variance, skewness, and kurtosis
of the distribution. If values for two consecutive episodes dif-
fer more than a defined range the figure shows an arrow up
or down, otherwise a horizontal arrow indicates no relevant
change between two time intervals. Usage of a fixed threshold
value is often appropriate, especially if the link strength was
calculated as the normalized correlation coefficient (see Eq.
9.11). For network reconstruction the link strengths (ls(i)
values) are used to create an adjacency matrix A. ACN(i)
represents a local functional correlation network around a
central node CN during a given time interval i. The example
in Fig.9.3 shows a comparison of two functional networks - ac-
cess activity (a), edit activity (b) - and the underlying static
network (formed by page links) for the Wikipedia page ’Il-
luminati (book)’ in English language with CC(i,j)

a (t) > 0.75.
Since not much is known about the individual meaning of
different link strength distributions based on different met-
rics it is important to compare results obtained from real world data sets with simulation results using well known
time series models.

One can assume to find stronger connected (or less dense) networks depending on the level of public interest in
a given topic. Correlation networks with larger connected components are the results of an access process with
stronger correlated actions. Such correlation within the user community can be generated by a stronger media
presence of the topics or caused by natural phenomena like earthquakes or floodings.

Uncorrelated usage of the pages, which means that there is no common interest during a given period in time
in the topic, would lead to a link strength distribution like shown for the surrogate data (small symbols in 13.7,
and colored area in 13.8). This is described by pattern (E in table 13.2 and in figure 13.8) where correlation links
are not notably different from random links.

Exogeneous bursts in the access-rates seem to be caused by a common interest of many users within a short time
interval. This means, access activity is highly correlated and leads to high correlation link strengths. Fig. 13.8
and the two sided Kolmogorov-Smirnov test [141] allow the conclusion, that exogeneous bursts have a significant
influence on the link strength distribution of a functional network. During the episode before the exogeneous burst
(see figure 13.1.c) significant differences between the measured link strength distribution and the surrogate data
were determined for groups CN-IWL and CN-LN. For groups IWL, LN, and IWL-GN we could find a very high
significance with p values less than 10−30 (not shown). In the presence of the burst (during the second episode)
the significance of differences of link strength distributions changes. The correlation between pages within the core
network decreases. At the same time the correlation between pages in the neighborhood increases. This indicates
that during increasing interest in the topic - indicated by increased access-rates - people access pages within the
neighborhood more often. This is interpreted as an increase of the relevance of the topic.

For such networks we calculate topological properties per time interval, and for each metric (average clustering,
local clustering, average degree, size of largest component) we show time-dependent results in figure 13.10.
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Figure 13.10.: Change of topological properties over time. (a) shows that global clustering index (red) and
average local clustering index (green) are not equal but both show the same pattern over time.
(b) shows a comparable curve for maximum degree (red) and size of largest cluster (blue) but a
very different curve for the average degree (green). The sequence of three images in (c) shows the
impact of the threshold filter (only links with link strength ls > f are used) on the global and local
clustering index. The peaks around 55 and 68 disappear as a consequence of the filter. Relevance
of a peak in such a structural property can be evaluated in this way based on the ratio of the result
for two different filter thresholds. Only if a peak does not disappear by changing the filter threshold
it should be interpreted as relevant. (a) and (b) are for the Wikipedia page ’Heidelberg’ and (c) for
the page ’German cities’.
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13.4. Information Flow in Correlation Networks
One of our initial research question was: Can we measure a significantly higher correlation link strength for directly
linked pages?

In chapter 6 we introduced the concept of local neighborhood networks. Here we use it in the special case of
linked Wikipedia articles of multiple languages. One has to distinguish between simple page links, inter-wiki links,
and external links (which are omitted for simplicity). Figure 13.11 shows for two of those local neighborhood
networks a comparison of the average link strength (orange and black) as a function of time in the presence of the
raw activity (blue, log(access rate) on right axis).

Figure 13.11.: Time-resolved average link strength for functional networks calculated for the local neigh-
borhood network (orange, left y-axis) and the global neighborhood network (black, left y-axis) for
functional networks (a) around ’Amoklauf von Erfurt’. and (b) around ’Illuminati (book)’. The blue
line show the logarithm of the daily access-rates (right y-axis) for page CN (in both cases the page in
German language). The average link strength within the local neighborhood (orange) is compared
with the average link strength in the global neighborhood (black). The dashed gray lines show
the variance ±σ around the average link strength for the global neighborhood. During a period
of increasing interest in the topic in English language (see burst in figure 13.1.c) the access-rate
correlations drop to an average value below zero and the access time series correlations within the
global neighborhood are increased significantly (see region A). The experiment shows fluctuations
in link strength overlapped by sporadic drops (region C) or jumps (region B and C) in both groups
(orange and black).

Fig.13.11 shows the time-resolved average link strength for functional networks calculated for the local neigh-
borhood network (orange) and the global neighborhood network (black) for functional networks around page
’Illuminati (book)’ (a) and around page ’Amoklauf von Erfurt’ (b). Region A indicates the time of increasing
attraction within the global context. At the same time the average correlation between the access-rate time series
increases, and the correlation between time series measured in the local context decreases. Correlation values
around zero, which means time series are uncorrelated (see region B in Fig. 13.11) are normal for the global
context of a page with high local relevance, but in the presence of the burst, also the correlation increases. Region
C shows decreasing correlation in local and global context after an exogeneous burst. However, within the local
context, the time series have a stronger correlation. This can also be seen in fig. 13.8. (a,d) and fig. 13.8.(b,e).



14. Conclusion and Outlook
Nothing in life is to be feared, it is only to be understood. Now is the time to
understand more, so that we may fear less.

(Marie Curie)

Section 1.1 lists multiple problem fields which were addressed by this work. During the project SOCIONICAL
we initially were interested in properties of non-stationary processes in socio-technical systems. Especially in the
example of Wikipedia, we study the creative and intellectual processes in which Wikipedia pages are created and
edited by groups of individuals. The information access process by millions of anonymous readers is the second
process in our focus. As a third potentially related process we consider changes in stock prices and trading volume
in financial markets. All those processes coexist and might be related to each other and thus, one can expect that
they also influence each other. We want to understand how those processes are coupled and if the coupling changes
over time. Which properties do affect the structure of the underlying interconnected network? What is the right
time scale that allows us to find significant correlations? In this work we did not yet look into causation between
the considered processes and participating components. The contributions to the field of complex systems research
can be organized in three groups:

I. Reconstruction of Functional Networks Based on Cross-correlation and
Event-synchronization.
Contribution 1: Investigation of network reconstruction methods based on measured data, modeled data, and
randomized real data (see chapter 9 and 10). According to properties of the data set an appropriate correlation
analysis has to be selected. Event-synchronization is suitable for event time series, while cross-correlation analysis
is better in case of continuous signals. Our approach uses normalization based on structural context (chapter 6).
Contribution 2: Investigation of the impact of multiple filters on the resulting link set (see chapter 10). If
the link strength distribution is a bi-modal distribution (from two Gaussian distributions), identification of two
sub-groups is possible, e.g., based on Gaussian kernel estimation. We found many cases in which a clear separation
was not possible by Gaussian kernel estimation. Instead, we developed an approach to identify a dynamic cut
off based on the assumption of two overlapping distributions, a Gaussian, and a Poisson distribution. A second
method combines multiple link layers and thus uses a two dimensional distribution. Since individual metrics expose
specific properties, we are able to identify groups of nodes (clusters) which show significant differences compared
to random or randomized time series.

The underlying structure of a complex system might be hidden but accessible through a dynamic correlation
network. Such functional networks are used as a tool to measure different types of hidden interactions between
network nodes.

II. Visualization and Characterization of Time-dependent Functional Networks to Describe
Dynamic Processes in Complex Systems.
Contribution 3: We developed a generic framework using time series analysis methods to reconstruct multiple
representations of a complex system (chapter 9). Such overlapping facets allow analysis without disconnection
or segregation of the components. Analysis of resulting time-dependent networks leads again to time series data
which can finally be related to the initially measured raw data. This allows to study the coupling mechanisms of
components in integrated systems on multiple scales.
Contribution 4: We applied sliding window techniques to identify time-dependent structural properties. Cou-
pling between structure and function can be identified this way (see section 13.2).

III. Aggregation of Information with ’Per Element’ Granularity Towards System Properties
Represented by Group Averages.
Contribution 5: We revised the phase model for traffic data based on correlation properties for pairs of measured
time series episodes and based on measured fluctuation properties (see chapter 18).
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Contribution 6: We developed an approach to study information flows within the neighborhoods of Wikipedia
articles based on access-rate statistics (see chapter 11, 13, and 15).

The definition of the right sub data set (sample) is complicated in a multilingual global social network. For
example, lists of companies in a stock market (the components of an index) are well defined, but companies offer
information in public web pages, but in different language. Such pages vary in content and of cause in user attrac-
tion. Also the Wikipedia pages about those companies are often not comparable to each other. Most importantly
because the pages are written in different languages and speakers of different languages are not equally interested
in financial or business topics.

The representation index allows us to describe the data set in more detail. Interpretation of final results can be
better embedded into a quantitative context which shows, if the findings are in line with the initial hypothesis or
if significant looking results could be artifacts caused by so far unknown hidden or artificial influences.

Furthermore, in many cases multiple pages exist for one company already in one language. In our approach
the level of representation of topics, or companies, can be measured using a definition page and the neighborhood
graph using the representation index (see P1 in section 1.1). The available amount of information in Wikipedia
differs dramatically. Especially if data is aggregated from all available languages it is important to normalize this
data. A context sensitive normalization of time series data was developed in this work (P2). In order to address
hidden bias, we developed the representation index of Wikipedia pages (P3). This enables us to study them in
context networks. A generalization allows a context sensitive analysis based on structural information extracted
from arbitrary content networks, not only Wikipedia (P4).

To model complex systems means to describe the properties of the system in such a way which allows a quan-
tification of several of its (sometimes hidden) aspects, or in simple words: we want to measure properties of a
complex system, even if a direct measurement is not possible. Such indirect methods require the representation
of complex systems within a scalable computational environment because one has to compute non measurable
properties or one wants to simulate the systems behavior to study the time evolution based on extracted models.
For several years the network approach has been evolved and more and more research was done with a strong
focus on complex networks. Coupled networks (NoN) show special properties which are not observed in isolated
networks. Especially such effects are results of interactions as a consequence of feedback loops and allow to call
such systems complex system.

Instead of simplification achieved by chopping a system into pieces or slices new integrative approaches are
necessary. Therefore one needs appropriate representations of complex systems which can be used in HPC1 and
HPA2 environments. Beside these technical requirements, which are related to IT engineering and IT operations,
also new analysis methods have to be implemented on top of recent large-scale IT infrastructures. Optimal data
representation and access patterns to stored data3 are crucial aspects in this context.

Research questions drive new technology which is used to answer certain questions. With advanced technology
one can answer some questions in more detail or even faster and more efficiently than before. This shows, how
theoretical concepts, computational experiments, IT technology, and data management are related to each other.
If one wants to understand processes behind large social networks, one has to work with data, derived from such
networks. Preparation of raw data with repeatable and reliable procedures require special technology and pro-
cedures. Nowadays, network algorithms can be applied to very large networks. But, so far there is no general
approach for working with large time-dependent multi-layer networks available. Time-dependent properties of the
many constituents of a system are measured, stored, and analyzed in scalable distributed storage systems using
cloud technology. But on top of this, we need a system which is able to connect different views as multi-layer
networks.

For example, different types of interactions between subsystems (groups of particles or groups of people) can be,
e.g., the gravitation and electromagnetic forces or social forces in case of a social context. All forces together have
an influence on the trajectories of the elements. The gravitational and electromagnetic forces in case of charged
particles lead to a situation in which one knows much about the way of interaction and a common law - the
equation of motion - can be written down and solved. Although the presence of the gravitational field is unlimited
one skips the interaction between particles which are far away from each other for computational efficiency. In
social networks we have different properties. What does it mean, two persons are far away, or people attract
each other in a social network? In terms of their location (spatial embedding) it might be thousands of miles

1HPC: High performance computing refers to highly optimized computation on large-scale grid systems with focus on expensive
operations rather than huge data sets.

2HPA: High performance analysis refers to rather simple analysis tasks on so called Big Data platforms. Simplified computational
models are used to achieve efficient data handling on large-scale.

3The data can be collected data from SMAs or simulation results, or ideally both since both types of data have to be analyzed in
the same way. The combination of simulation and real world data analysis by applying extracted model parameters is the essential
aspect of Big Data based science.
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but in terms of communication, it is just one call or a digital message between them. In this situation one has
not any longer a scalar value which determines the distance, but rather multiple distances (one per layer) become
the elements of a distance vector which have to be combined in the right way. If we assume superposition, a
linear combination seems to be the valid mathematical operation to combine the values. But even in this case, the
weights are not known yet. Having multiple so different interacting layers may cause a situation in which super
position is not correct.

The distance of nodes within a functional network strongly depends on the selected properties and the method
to reconstruct the connecting links. And as such a functional network is usually not stationary as seen in chapters
8 and 13. It is very important to incorporate such information in new analysis algorithms.

Multiplex or multi-layer algorithms can help to connect existing models which express well studied phenomena
and properties on different scales. A scalable framework for large models, which cover multiple effects in one
embedded environment is the result of our effort to address (P4).

Integrated and interdisciplinary research has to be done carefully. Not all possible integrations are useful but
some might be. For example, in the context of socio-physics one can understand the individual behavior of each
person. In the case of a group of persons, group dynamics can affect the average behavior of the group in a different
way which can not be determined by just looking on the measurable averages. Such emergent properties are critical
since they might be not known and not obvious. In which case do we have to consider the properties and the
influence of single elements on the group and in which case are the group properties more relevant? This questions
can not be answered without a given context and without impact analysis - but therefore we need appropriate
models, contextualization methods, and the right technical framework to apply to the right data.

So far, we can find many rather specific models which are able to explain a certain aspect without looking into
the environment which means, one has either a limited size of the system or one disconnects the components of
the system. Without the original embedding into the natural environment many systems change their behavior.

Socio-technical systems are related to human communication and motion (not necessarily by vehicles, but also
by walking in complex geometries like large buildings or even cities). One can work with the trajectory for a person
which is walking in a city or a stadium. For a group of persons one has to track each person’s trajectory together
with structural information, which describes, if the persons within the model are related to each other and if they
form a group, which might be the source for group dynamics (see also [193]). In case of thousands of people the
data volume increases and leads to high computational cost. Furthermore, it becomes important to have multiple
models for different detail levels and different scales which are connected to each other. Hence one has to work in
an integrated environment which shows HPC and HPA characteristics. With large-scale multilevel models it will
be possible to study so far unknown effects and phenomena in dynamic complex systems.

Based on the proposed generalized analysis framework we started the development of a distributed software
system called HDGS (abbreviation for Hadoop Distributed Graph Space). The core of the system is formed by a
metadata management system and a generic processing engine for time series buckets and time-dependent multi-
layer networks. Data for analysis is stored in Hadoop clusters in different ways and depending on required access
patterns (defined by algorithms) we use (a) key-value stores, (b) object stores, and (c) indexed data sets4 to opti-
mally keep data according to heir dominant access pattern defined by analysis algorithms.

Initially, the core functionality of our tool set was limited to a specific problem and a certain type of data -
Wikipedia in our case. It was not yet possible to incorporate Twitter messages, Facebook posts, or company
internal email communication. Our new software allows integration of multiple different data types from multiple
data sources by combining a Big Data platform and the linked data approach.

Furthermore, in the Hadoop.TS software package we adopt the concept of an oscilloscope to visualize time
series data sets stored in a Big Data environment. In this way social media applications and business data can be
combined in order to measure properties and to perform dependency analysis of multiple properties from multiple
different complex systems.

By working in this technical environment, researchers from physics, social science, economy, and computational
science are getting closer in order to collaborate in the new fields called socio-physics and econo-physics. The large
number of joined interdisciplinary research projects and the absence of a public software platform which supports
such interlinked approaches is the motivation for my future work on HDGS.

4Indexed data sets allow full text analysis and linguistic analysis of node properties.
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[39] Sergei N. Dorogovtsev and José F. F. Mendes. Evolution of networks: From biological nets to the Internet
and WWW. Oxford University Press, 1st edition, 2003.

[40] Wolfram documentation center: Pseudodiameter. retrieved March 22, 2016 from: http://reference.
wolfram.com/language/GraphUtilities/ref/PseudoDiameter.html.

[41] U. Kang, Charalampos Tsourakakis, Ana Paula Appel, Christos Faloutsos, and Jure Leskovec. Hadi: Fast
diameter estimation and mining in massive graphs with hadoop. Technical report, School of Computer
Science, Carnegie Mellon University Pittsburgh, December 2008.

[42] Reka Albert, Hawoong Jeong, and Albert-Laszlo Barabasi. Internet: Diameter of the world-wide web. Nature,
401(6749):130–131, 09 1999.

[43] Network science book. retrieved April 7th, 2016 from: http://barabasilab.neu.edu/
networksciencebook/downlPDF.html.



130 References

[44] Stanley Milgram. The small world problem. Psychology Today, 67(1):61–67, 1967.

[45] Lars Backstrom, Paolo Boldi, Marco Rosa, Johan Ugander, and Sebastiano Vigna. Four degrees of separation.
In Proceedings of the 4th Annual ACM Web Science Conference, WebSci ’12, pages 33–42, New York, NY,
USA, 2012. ACM.

[46] Benjamin Bercovitz. Viewing implicit social networks as bipartite graphs. 2009. CS322, Stanford University.

[47] Stefano Battiston, Michelangelo Puliga, Rahul Kaushik, Paolo Tasca, and Guido Caldarelli. Debtrank: Too
central to fail? financial networks, the fed and systemic risk. Scientific Reports, 2:541 EP –, 08 2012.
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Part IV.

Appendix: Further Applications
The last part of this work contains four applications of the discussed methods from multiple disciplines.
First, we show details of a market study, focused on the emerging Big Data market in the time range 2009 to

2011. Final results were published in [4]. Because the article is available as full text online it is not reproduced
here, but rather additional unpublished (preliminary) results are shown in chapter 15. We used the time-resolved
relevance index to study phases in the life cycle of economic systems, and the relation between financial markets
and social media applications.

The conference paper, submitted to and presented at the European Conference for Complex Systems (ECCS
2012) is reproduced in chapter 16.

In chapter 17 we apply DFA and RIS to simulation results obtained from a crowd simulation using the social
force model.

Finally, in chapter 18, cross-correlation analysis and DFA are used to study the traffic flow on a highway and
for comparison of real world data with simulation results. This allows us to identify limitations of the simulation
approach and to identify traffic phases without predefined rules.

One common aspect among all the applications is the fact, that based on many individual time series the collective
properties of a complex system can be derived and studied. Different ways of combining such information (from
primary data) by averaging without or with utilization of topological information, lead to a new type of data, called
secondary data. Secondary data is not measured or collected directly, but rather the result of previous analysis
steps. Especially, based on categorical variables, such as life cycle phases, it is possible to integrate this kind of
data with many different systems from multiple disciplines using classification and labeling algorithms.

15. Social Media Driven Market Studies
This chapter contains unpublished material, which was created during the work on the article: ’The detection of
emerging trends using Wikipedia traffic data and context networks’published in the journal PLOS ONE (see [4] in
my publication list).

The global financial crisis, which started in 2008 with the bankruptcy of Lehman Brothers, can be seen as one of
the reasons why systemic risk has received much more awareness in recent years. Andersen et al. [275] emphasize
the fact that ”the excessive risk taking by major financial institutions pushed the world’s financial system into what
many considered a state of near systemic failure in 2008.” Furthermore, they argue that ”the IMF for example in
its yearly 2009 Global Financial Stability Report acknowledged the lack of proper tools and research on the topic.”
This leads to the question, how such disruptions can be identified before they are propagated across globally
connected financial markets.

Further, a description of such a process’ dynamics is still an important but unsolved problem. Methods from
complex systems research are considered to be appropriate, especially as interconnected financial markets can be
modeled as complex networks.

This allows combined studies using empirical data to derive analytical models, and simulations also known as
’stress test’, which are conducted using computational and simulation techniques to test several influencing factors
like changes in unemployment rates, interest rates, or GDP1. There is a variety of research questions which can
be addressed via less specific and less complicated approaches, e.g., market studies based on customer surveys or
publicly available statistical data. More and more companies use such data sets for market analysis.

Market studies can be done in many different ways with different focus and different data collection techniques.
Two different types are considered here. The first example is based on one selected economic sector, which is
defined by entities of different types, like companies, technologies, products, and related community projects. All
those entities define a market, in our case ”the emerging Big Data market”. The second example primarily consists
of entities which are all of the same type, in this case companies for which stocks are traded in international stock
exchanges and market indices, which can be seen as groups of companies.

1GDP: According to Wikipedia, the gross domestic product is a monetary measure of the market value of all final goods and services
produced in a period (quarterly or yearly) in a region.
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Figure 15.1.: Simplified schema of interconnected international financial markets. The network of net-
works, which is formed by international financial stock markets consists of many different but highly
interconnected components, which are represented by stock indices. Stock indices are logical groups
of traded stocks, which represent a certain facet of a geographically localized market. According to
Kenett et al. [23, 210] the structure of interconnected international financial markets can be recon-
structed from trading data like price and trading volume. Correlation measures can be calculated
from trading data like closing prices or log return of prices (see section 5.2.5). In addition, we use
access-rate time series from online services such as Wikipedia.

In our case, we want to find out, how well several companies are represented in Wikipedia. This allows a
qualitative interpretation of collected access-rate data, which for itself should be used as an indicator for user
interest in the pages, representing the topic. Large-scale studies from international markets can be based on this
data collection approach only if the influence of the languages can be understood and if data can be normalized.

Dynamic properties like size, growth rate, connectivity between markets, or even public representation in several
media channels can be derived form public data sets. Can data from Wikipedia or Google Trends be used as a
reliable source for market models? This problem is investigated here. Methods from previous chapters, like, e.g.,
calculation of time-resolved relevance index (see Eq. 11.5 and 11.6 in section 11.3) are applied. The results address
known limiting factors. A new approach for data set reliability assessment is provided.

15.1. What Wikipedia & Google Trends Tell About Market Dynamics
Financial markets can be seen as examples of highly interconnected systems with a variety of obvious facets or
observable variables and also many hidden layers of non obvious relations. Many studies have investigated either
structural [276, 60, 37, 277] or dynamical properties [278, 279] also using mathematical models and tools which
have been developed in the context of climate research [26, 28, 132] and physiological research [22]. Nowadays,
as more and more large data sets are publicly available to researchers, a convergence of such methods can be
recognized and a set of key measures has been established, but those measures often over emphasize the structural
properties of underlying networks (see figure 15.1), and ignore their complex dynamics and also their embedding
into other surrounding networks, e.g., communication networks, as shown in figure 3.4 in chapter 3.

Financial market networks do not only contain internal links or connections. Very important are also relations to
external systems like media companies, resource markets, technology companies, and maybe most importantly to
the society in general. Such markets cannot function without information flow. Trading decisions are usually based
on information, which is available to traders. A trader can be a person, acting on a time scale of minutes down to
seconds, but not much faster. Since stock market transactions can also be done via automatic or semiautomatic
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processes, therefore trading activity can be measured on a time scale on the order of milliseconds. This kind of
automatic trading is called ’high frequency trading’, and it is out of the scope of this work. A study by Kirilenko et
al. [280] analyses the market events on May 6-th, 2010 which is called: ’The Flash Crash’. Even if (according to
Kirilenko et al. [280]) the high frequency trading cannot be seen as the reason for this crash, one has to notice that
such automatic trading systems can probably influence markets, especially as long as not much detailed information
about applied trading strategies is available publicly.

The majority of people, no matter what there role or position is, consume a lot of information via peer to peer
communication, nowadays based on Internet applications like messaging services, provided by different comple-
mentary communication networks like Email services, Twitter, Facebook, Google+, commercial financial service
portals, or public web pages like the encyclopedia Wikipedia. By analyzing the representation of stock markets
in Wikipedia and measuring correlations between stock market data (like trading volume, or volatility) and the
access-rates to corresponding groups of Wikipedia articles one can study the role of a protruding social network
in the economic cycle. Can a measurable increase of interest in a special topic represented by a news article or a
Wikipedia page be used as an indicator for changes in demand in financial markets? Questions like this one are
important for individual decision makers but can we also identify a global state of markets and their dynamics
based on such time series analysis?

A recent study by Preis et. al. [281] showed that following query volume for financial search terms on Google
could predict stock market movement. Another study by Alanyali et. al. [282] demonstrates a significant correlation
between the daily mentions of companies in the Financial Times in the morning and how much they were traded
on the stock market during the day. Those results support the hypothesis of an existing mutual influence between
financial markets and the news which is also illustrated schematically in figure 15.2.

Furthermore, it was previously shown that increases in the number of searches for a company name made
on Google are correlated with increases in trading volume for that stock [281]. More importantly, it has been
demonstrated that during the period of eight years (2004 to 2011), increases in searches for financially related
terms tended to be followed by decreases in the Dow Jones Index Average [281]. This finding is in line with the
proposal that Google search data may provide insight into the process of traders seeking information to help them
determine optimum future decisions.

Since data from Google Trends is heavily used also in other domains, such as analysis of epidemic dynamics -
see Google Flu Trends (GFT)2 - one can clearly see the value of such type of analysis. But on the other hand a
critical reflection and a quality discussion is more important than just processing more and more data. Lazer et
al. [283] discuss typical problems and show that typical mistakes like overfitting a small number of cases, temporal
auto-correlation, which leads to non randomly distributed errors, and a lag of stability of the applied method are
critical factors, which all lead to wrong models. For example, in case of Google Flu, the flu prevalence has been
overestimated in 100 weeks out of 108 starting in August 2011 (see figure 1 in [283]).

However, other online data sources may also provide insight into trader information gathering processes. Whilst
many Internet users rely on Google to locate a range of different useful information sources online, the online
encyclopedia Wikipedia is a widely-used central reference source for information across a number of subjects. As
such, one can consider Google as a provider of data that gives insights into what information Internet users are
looking for, whereas Wikipedia data provides insights into what information Internet users in fact use. Thus, we
have investigated whether changes in frequency of views of certain Wikipedia pages also anticipate subsequent
changes in stock market prices.

A few key practical differences exist between data on Wikipedia usage and data on Google search keyword usage.
Firstly, some search terms have multiple meanings. For example, the term ”Apple” is widely recognized both as
the fruit and as the technology company. Google data, as retrieved from Google Trends3, provides little insight
into which meaning was of interest to the Internet user. Recent versions of Google Trends software provides a list
of related searches, but a clear semantic context is not provided. In contrast, a Wikipedia page, other than those
designed specifically for disambiguation, is about one topic only. In some cases a pages like the page with title
”SOLR” (from English Wikipedia project) redirects to another one, here to a page with title ’Apache SOLR’. Even
if a user is not aware of the specific title, its interest will be counted and the relevant information is provided. The
influence of keyword selection will be discussed and illustrated in a later section of this chapter. Disambiguation
pages make it possible to consider changes in the number of views of the page about Apple the company separately
to changes in the number of views of the page about apple the fruit. Redirect pages provide an implicit aggregation
of several click trajectories.

Secondly, while data on Google usage relates to per-week changes in search volume, we are able to access data on
hourly changes in Wikipedia usage. Thirdly, Wikipedia data describing access to each page across the Wikipedia
encyclopedia since 2007 is freely available, whereas some restrictions exist on accessing large volumes of Google
usage data.

We are interested in the role of Wikipedia as a public crowd based source for news in the context of market
activity and we are especially focused on the readers side, because the number of article downloads reflects the

2https://www.google.org/flutrends/about/
3https://www.google.de/trends/
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state of a larger part of the society which can be less influenced by the opinion of a single publisher using a shiny
picture or provocative headline on page one of a newspaper. Readers select articles intentionally and they are not
flooded by topics, which just sell well because Wikipedia is not a commercial system.

15.1.1. Description of the Analysis Procedure
The proposed method for a data-driven social media based market analysis has been built on the assumption
that there is a direct relationship between trends in emerging markets especially in technology oriented markets,
or between movements in financial markets and changes in the user activity, e.g., in Wikipedia or Google search
volume. The approach combines a qualitative description and a quantitative analysis of connected information
flows, which are manifested in Wikipedia content, stock market prices, and in usage data, which is derived from
server logs by converting individual page request log messages into access-rate time series. We apply time series
analysis paired with network analysis. Such systems and their possible interactions are illustrated in figure 15.2
where system A represents Wikipedia, which consists of many linked articles (i,j, and k) organized hierarchically
in categories (which are omitted here for simplicity). Wikipedia works as a data collection stub and represents the
process of personal information retrieval. Our current approach covers two types of systems about which people
collect information via Wikipedia (system B, and system C). System B represents an emerging market, which has
not yet a well defined nor a stable structure. Typically, the amount of information about an emerging market is
expected to grow over time, and it is also subject of discussions. System C is the stock market, represented by
stocks, traded on different exchanges. The stocks, indices, and exchanges are for itself represented in Wikipedia
as wiki pages (system A).

Figure 15.2.: Markets and social media applications (SMA) as interconnected complex systems - In-
formation flow can be analyzed based on a generic stub, e.g., represented by Wikipedia content and
server log data. Wikipedia allows an implicit selection of elements belonging to an unknown emerg-
ing market (blue) and it provides access to pages linked to categories and list pages, which describe
well defined markets (green). How well a market is represented in Wikipedia is quantified by a text
and structure based representation and relevance measure (R). Different types of correlation mea-
sures can than be applied, e.g., intra-correlations, which are expressed in a correlation matrix or by
dependency networks (C1). Inter-correlations between Wikipedia access data and market data are
calculated by partial correlations (C2). Meta correlations are applied on a group level in order to
compare intra-correlations in corresponding systems (C3).

Preparation: Define the Scope

An appropriate selection of representative Wikipedia pages is crucial and influences the analysis results. Depending
on the subject and objectives of the research project one has to select and to characterize the data sources carefully.
On the other hand, it is relatively easy to inspect the data and to assess the quality in order to identify biases
caused by the growth of the underlying system or dissimilar distributions of properties like text volume per page
or number of links per page, which are typical for heterogeneous networks like the content networks we study in
this work.

Step 1: Structural Analysis

The first step is a qualitative analysis, which is based on Wikipedia page content. It shows, how well a market -
or even more general: a topic - is represented in Wikipedia. Therefore we apply the relevance analysis (introduced



Chapter 15. Social Media Driven Market Studies 147

in section 11.3). According to the intermediate results one has to refine the selection of nodes. Finally the bias,
which might be introduced by connections to influencing nodes in the close neighborhood, can be evaluated and
eliminated.

Step 2: Temporal Relevance Analysis

As a second step a more quantitative analysis is applied to pre-processed and cleaned time series data. For all
selected central nodes - which define the scope of the study - one calculates the time-dependent relevance index
(see chapter 11.4.2). This allows an identification of ranges in time during which obvious changes in public interest
can be recognized. This approach goes beyond extreme event analysis as it does not need a definition nor an
extraction procedure for events. The time-resolved relevance index is a relative measure which allows extraction
of large changes regarding the local neighborhood, no matter if the system is in an equilibrium. Especially in
emerging markets this robustness is an important aspect.

Step 3: Internal Correlations

Directed permanent connections between nodes are expressed by page links, which have been used for an implicit
group definition. Temporal correlations (see C1 and orange arrows in figure 15.2) reveal additional information,
especially in the presence of short-term activities, which do not have a direct influence on the underlying link
structure.

Step 4: External Correlations

Finally external correlations between interlinked systems are analyzed by partial correlation analysis (see C2 and
green arrows in figure 15.2) and by meta correlation analysis (see C3 and black arrow in figure 15.2).

In this work primarily cross-correlation as well as event-synchronization have been used as measures to define
link strengths in a (re)constructed adjacency matrix that represents the underlying complex system. This allows
us to apply several filter techniques and a characterization of dynamic properties of those networks over time.
Our approach is in line with existing time series analysis methods, which also depend on the correct filtering of
raw data. Our results show, that these aspects can not be handled in a single unified method - it depends on the
properties of the measured data and the kind of effects that should be analyzed. As a consequence we introduce
two categories of systems for which either only the internal analysis steps 1, 2, and 3 (System B) or all four steps
(System C) of the proposed procedure can be applied as illustrated in figure 15.2.

15.2. Case Study I: Identifying Driving Forces in an Emerging Market
First, we study the Hadoop ecosystem in order to measure the public recognition of this emerging technology, using
Wikipedia as a source for information. In this way, Wikipedia connects economical and sociological perspectives
via social media data. In our case, the Wikipedia page content, page links, and click count data represent these
two perspectives. User interest in a topic, which can be scientific, political, or even a commercial entity like a
company or a product can easily be tracked by collecting web page usage statistics and also by sales statistics.
The number of sold products or even the trading volume of stocks at stock exchanges are examples. In many cases
such trading data is available only internally in companies, but in case of the stock markets a public trading data
set is available.

To represent the Hadoop market we selected a set of 42 Wikipedia pages from six categories. Those groups
represent multiple facets of the Hadoop market. The data set contains 5 of the global players in IT business
(GP), 3 hardware vendors, two of which have relevant offerings around the data processing platform Hadoop and
one without (HV), and also 6 important early adopters of the new technology (EA). The majority of selected
nodes represents 17 fast growing young start-up companies (NC) which seem to drive this emerging market. The
goal is to find out: how those entities are related to each other and if they can be grouped or clustered using
social media based metrics. We add 5 more pages to the corpus in order to cover the probably influencing core
technologies (TEC). This is important because the whole field around the Hadoop market is embedded into the
existing database market. This explains why strong interactions should be expected. Because most innovations
come form open source software projects we add 7 Wikipedia pages about software projects, which are managed by
the Apache software foundation (SW). Some of those projects have been started already ten years ago and some
others are really young but fast growing projects. Table 15.1 shows all page names used in this study.

Why are we interested in this specific topic? Apache Hadoop has been a so called ”game changer” in IT industry
during the last 10 years. As the central software project, beside Apache Solr, Apache HBase, and many others
it is also a synonym for Big Data platforms. The company Cloudera offers a Hadoop distribution and was the
first company with commercial support around Hadoop. Other companies started very early with Hadoop related
projects as early adopters. Global players on the other side are affected by this emerging market, it’s opportunities
and the new competitors. Some new but highly relevant companies like Talend or LucidWorks have been selected
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Group Page name (in English Wikipedia project)
GP EMC Corporation, IBM, Intel, Microsoft, Oracle Corporation
HV Dell, HP, Silicon Graphics International
EA Amazon.com, Facebook, Google, National Science Foundation,

The New York Times, Yahoo!
NC Datameer, BMC Software, Cloudera, GoPivotal, Hortonworks, Karmasphere, Lu-

cidWorks, MapR, Penthao, Sematext, Splunk, Sqrrl, Syncsort, Talend, Teradata,
TIBCO, WANdisco

TEC Java, EMC Isilon, Sun Grid, Plattform Computing,
Condor High-Throughput Computing System

SW Apache SOLR, Apache Nutch, Apache ZooKeeper, Apache UIMA, Apache Lucene,
Apache Mahout, Apache Hadoop

Table 15.1.: Selection of Wikipedia pages about topics with a direct relation to the emerging Hadoop
market. The list contains only pages from English Wikipedia which have been selected for a data
driven study about the emerging Big Data or Hadoop market.

because their obvious commitment to the open source idea - they support open licenses, and because they are
publicly recognized as driving forces in the developer communities for years. We expect to identify patterns, which
indicate how interest and recognition of topics changes over time.

Since the details of our study have been published already, the focus of the next sections is on additional aspects
with a potential relevance for market analysis procedures in general.

15.2.1. Trend Analysis and Dynamic Relevance
It was not a surprise, that for some of the selected concepts (or topics) no Wikipedia page was available prior to
2012. We had to identify pages about central technologies, which can be seen like seeds around which the marked
emerges. Pages from global players, which define some kind of boundary conditions have been used instead as a
stub for a time-resolved relevance analysis and for comparison within a broad context. The time-resolved relevance
index (see Eq. 11.5 and 11.6) was calculated for nine pages as shown in figure 15.3 for a period of three years.

As a reference, companies like Oracle, the New York Times, and Capgemini are considered. They look like stable
factors in the market and can be seen as a kind of reference while software projects have far less stability since
they can be highly dynamic. This is why they are in our focus too.

We started with traditional trend analysis based on data from Google Trends and single page click-count data

Figure 15.3.: Time resolved relevance index for entities of an emerging market. The L.TRRI is shown for
a period of three years, starting in 2009 with a monthly resolution (thin lines) and quarterly sliding
averages (bold lines). For global players we find stationary time series with comparable fluctuations.
The ”trending topics” which form the emerging market show higher fluctuations in the first year.
As public interest in these topics increases, the fluctuations decrease. The relevance index increases
significantly as soon as it is close to one. This leads to the conclusion that a relevance index close to
one might be an indicator for a change in the entities life cycle.
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from Wikipedia as shown in figure 3 in [4]. The figure illustrates major problems and weaknesses of both approaches
if no detrending and normalization is applied.

The increasing interest in the topic Hadoop seems to be much stronger in keyword usage data than one can find
in Wikipedia data. Trend analysis based on single time series is an error prone approach, because the neighborhood
is not taken into account. Therefore the context sensitive relevance analysis seems to offer more reliable results,
which also consider the embedding of the topics into their local neighborhood. In order to get reliable results a
contextual normalization of the data was done. Figure 15.3 shows the local compared to the global time-resolved
relevance index calculated for daily access-rates for the years 2009 to 2011. The highest representation index was
measured for Apache Mahout followed by Apache Solr and Apache Hadoop. The first two are directly related to
Apache Lucene, a Java based search library, which was started in 1999, and became an Apache top level project
in February 2005.

Figure 15.3.b shows the G.TRRI values for some of the pages (NYT, Java, Mahout), which already have many
non-English pages in Wikipedia. In general those topics have a very low relevance in other languages than English.

In the case of Apache Solr we can clearly see a significant change in the third quarter in 2009 where the average
value increased by one order of magnitude and became stable at this level. For Hadoop and Zookeeper, an increasing
trend can be recognized as well. More data has to be evaluated before a final statement is possible. Currently I
assume, that such a clear grow pattern, up to a plateau can be found in many other topics. In our case the trends
are changing at a scale larger than one year.

Not only the time scale, also the language of the selected central node is essential. An interesting example for
language dependency is the page about the French company Capgemini which illustrates the impact of a wrong
context selection. The local relevance index for the English page is rather low, but the global relevance index is
high, caused by a high value for the French page. This allows us to conclude, that the context has to be adjusted
according to the topic, otherwise an unknown bias still exists. The best context selection is given if the difference
between local and global relevance index is maximized (see figure 11.6).

15.2.2. Discussion
From a marketing and business development perspective it is interesting to compare the new companies, which are
improving the new and innovative technology, all together and most importantly with established global players.
Companies with a strong commitment to Apache Hadoop, like Cloudera, MapR, Hortonworks, and Pivotal are the
most important young companies in the market but regarding their representation in social media, especially in
Wikipedia they are far away from early adopters which use the Hadoop ecosystem since the beginning.

Figure 15.4.: Project life cycle phases derived from Wikipedia usage data. The black line shows a
monotonous increasing trend which overlaps with a temporary increase (ranges A,B) which fades
out after 3 months in the years 2009 and 2010. In 2011 this increase leads to a much stronger growth
of the relevance index (range C) until a stable saturation level is reached (D). During the same time
the dashed violet line shows a significant weaker trend for non English pages and a saturation can not
be identified in the available data. Increasing interest during time ranges A and B can be explained
with the ”conference season” each spring. Phase C illustrates the ”break through” of the topic in
public recognition.
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Because Google, Yahoo!, and Facebook use the public open source software Hadoop (or a comparable closed
source technology in the case of Google) for their own services they should not be considered as direct competitors
in the Hadoop market. One question remains: Who is the global player which might attract the most Big Data
experts? This question is important not only for investors but also for people who want to enter this market, either
by running own services or by looking for a valuable position.

Figure 15.4. compares L.TRRI (line) and G.TRRI (dashed line) for three exemplary topics. For the first
topic ’Java (programming language)’ we find minor changes but not heavy fluctuations which indicates long-term
stability. Such a long-term stability is reached in the third quarter 2009 for Solr (orange), and about two years
later in the second quarter 2011 for Hadoop (purple).

In figure 15.5. we can identify sectors in the relevance plot which might be used for classification of topics.
Especially groups A, C, and E seem to be related to typical phases in the life cycle of a company or product. For
now we cannot generalize those results. More market studies like this one have to be conducted in other markets,
like the automotive, mobile communications, pharmaceutical, or energy supply sector.

Figure 15.5.: Clusters of Wikipedia pages correspond to common properties. Wikipedia pages about
companies, products, technologies, or open source projects form clusters, which represent properties
they have in common. We use this approach to illustrate relationships between entities for which no
obvious relation can be determined. We define the following classes: (S1) not well represented, group
A, Start-Up companies and new topics; (S2) well represented but less relevant, group B, established
projects with less attraction; (S6) attracting topics with average visibility, group C, companies with
B2B focus; (S7 and S11) highly visible topics, group D, global players, and group E (S12), companies
with strong end user focus.

This part of the study illustrates how Wikipedia allows tracking of public attention and public recognition of
emerging topics based on content, contributed by a public crowd, which consists of self motivated editors in a
self-organized process - which sometimes might be influenced by very active and focused editors in a business
context - and by access-rate statistics which can be considered as a reliable data source. This approach allows to
calculate the time delay between the increase of relevance of several contexts, e.g., the local and global context.
There seems to be a critical value which can be an indicator for a transition in the projects life cycle, e.g., a break
through in public acceptance.

We have drawn a clear picture of a very young fast growing market. The relevance plot and also time-dependent
measures are in line with statements from domain experts and public recognition derived from several information
channels which unfortunately cannot be used for a quantitative comparison.

Our approach can easily be generalized and extended to analyze content relevance and public recognition in
arbitrary types of social communication and content networks. One of the most important technical requirements
is availability of content together with editorial history beside access-rate data with at least daily resolution. If
those different types of data sets would be available on all web servers than the proposed approach could also be
extended to any type of web resources. Web servers would have to provide content, collect metadata and publish
such metadata in a reliable way. Especially in the context of the growing linked data cloud it seems to be very
useful and promising because it would allow to investigate many more processes in a well connected society.
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15.3. Case Study II: The Movement of Interest in Financial Market Data
During the Global Crisis

This case study is based on data from multiple financial markets, each represented by one stock index.
In order to connect to economic and historical facts we review some important aspects, which might have been

hidden in the flow of events during 2008, when Lehman Brothers has been in trouble.
What happened in 2008? During the first half of the year, the value of Lehman Brothers’ stocks decreased

by 73% [284]. This was leading to an official announcement about the future strategy of the company. The
number of employees should now be decreased by 6% which means 1500 people should loose their job. This kind
of bad news can be see as a direct connection between business activity and social life or even society. When the
Korean government announced plans to buy the tumbling company Lehman Brothers, the value increased by 5%
on one day, and even by 16% during the period of a week, but as soon as problems had been reported, the value
decreased by another 45% [285]. This numbers illustrate the influence of news, and even if the message is wrong
or incomplete, an immediate negative effect can be recognized. The strong relation between companies in financial
markets is highlighted by the impact, the losses had on the large stock indices. As a result of the missed deal with
Korea not only the companies value decreased, also the S&P 500 index lost 3.4% on one day and the Dow Jones
lost 300 points (≈ 2.6%), some days later the Dow Jones lost 4.4% on one day, which was the highest loss of the
stock index, which covers the 30 most important American companies, since the attacks on September 11, 2001
schematically.

How such a disruption of the financial sector can be spread via several network channels is illustrated in figures
3.2, 3.4, and figure 15.1.

Why are stock indices so important? In general, stock indices represent subsets of markets. Typically, they
combine individual stocks of important companies in a region from multiple branches. Furthermore, additional
differentiation between different index types is possible. Variants of the DAX, such as MDAX, SDAX, TechDAX,
and ÖkoDAX all refer to the same region, Germany. MDAX and SDAX contain companies like the DAX but
smaller. The TechDAX and ÖkoDAX are specialized to specific branches. TechDAX contains the 30 largest
German companies from the technology sector. The ÖkoDAX includes the top ten companies in the renewable
energy sector.

One stock index is not enough to analyze the economical properties of a country, but because an index includes
multiple companies it is a convenient way of averaging. On the other hand, using Wikipedia categories has a
comparable effect. In order to get more control on the composition we developed the local neighborhood networks.
This allows a specific aggregation of multiple time series to increase the amount of available information. Finally
we conclude, that comparison of such groups (stock indices and local neighborhood graphs) is more reliable than
the analysis of individual stocks and single Wiki pages.

15.3.1. Preparation of Wikipedia Data
A set of Wikipedia pages has been selected instead of single pages about a specific topic. Such list-pages about a
stock index contain several links to special pages about all companies included in the specific index. Following the
inter-wiki links guides the crawler to list-pages about the same index in different languages using implicit semantic
meaning.

Id Page name Id Page name
1 Indice de Precios y Cotizaciones 12 Swiss Market Index
2 S&P 500 13 Athex Composite Share Price Index
3 S&P Africa 40 Index 14 MICEX
4 Nikkeiv 225 15 Hang Seng Index
5 SSE Composite Index 16 All Ordinaries
6 DAX 17 NZX 50 Index
7 FTSE 350 Index 18 KOSPI
8 BSE Sensex 19 Taiwan Capitalization Weighted Stock Index
9 CAC40 20 Straits Times Index
10 Austrian Traded Index 21 IBOVESPA
11 AEX 22 TA-100 Index

Table 15.2.: Selection of international stock indices with representation in Wikipedia. The list shows
22 international stock markets, selected for a representation and relevance study.

Here we have a slightly different situation compared to case study one in the previous section. Because list-
pages and their related nodes are covering the same topic, the embedding in an off-topic neighborhood is weaker.
The links from normal pages usually have a stronger embedding into off-topic content, which forms the nearest
neighborhood. Table 15.2 shows the page names of all list-pages for this part of the study.
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15.3.2. Language Dependency of Market Representation in Wikipedia

Figure 15.6.: Language dependence of relevance-plots. International markets should be analyzed based on
data from multilingual sources, such as Wikipedia or Google Trends. But the representation index
of a Wikipedia page strongly depends on the selected language. This kind of inconsistency has to be
taken into account in more advanced analysis procedures.

Such a purely data-driven extraction method uses implicit properties included in the structure of local networks.
This lowers the barriers especially in a multilingual global research context, which can now easily be analyzed
using data from a multilingual environment like Wikipedia. In order to achieve a high level of accuracy the data
has to be verified. As a first result the relevance-plot is shown in figure 15.6.

Before the multilingual data set can be used in an appropriate way to study dependencies and correlations
between international financial markets, one has to understand, what language specific properties regarding topic
representation exist. Figure 15.6 shows a relevance-plot for pages in German language in panel a) and in panel b)
for the corresponding English pages for selected stock market indices shown in table 15.2. The average relevance
index for pages in German language is higher than for English pages. This means that two different results can
be found, depending on the selected language. In order to study and compare the interest of users by language
such a context differentiation is useful and has to be repeated for all languages included in the study. Instead of
context sensitive segregation a global aggregation would help to collect more individual time series per topic (in
this case per company, included in an index). A context differentiation can be done based on Wikipedia categories
or one can also use the second neighborhood, which usually is defined by off topic pages. Instead of a simple
correlation analysis for each individual time series one can now use the time-resolved relevance index for each
individual market.

Figure 15.7 shows a language specific difference in the long-term properties of the time-resolved relevance measure
derived from Wikipedia access-rate data. While for the local index L.TRRI (pages in English language) only a
short shock can be recognized during the time, when the international financial crisis was recognized (see also red
area in figure 15.7) much stronger trends can be found in the global index G.TRRI. A local time-resolved index
would have to be calculated for all languages to localize the reason for the trends.

The comparison of a dependency network and a Wikipedia page network illustrates how important a qualitative
investigation of network properties is, and how it supports the interpretation of final results. In some cases a
language specific segregation is not useful, especially in case of a global financial market, in which people and
traders from all countries use all languages at the same time. Measuring the impact of a global shock in a
particular language specific context is a good example for using the new relevance measure.

15.3.3. Markets as Networks Based on Different Data Sets
How are those local market networks inter-connected and is the link structure between Wikipedia pages reflecting
the market connections, which have been found by Kenett et al. [286]? To analyze this, the two different network
types are shown in figure 15.8 for comparison. An additional quantitative analysis has to be done, using network
profiles.

Figure 15.8.b shows four groups of local page networks from Wikipedia, which are obviously intensively used
as a source for information about financial markets. Multiple Wikipedia projects in several languages are inter-
connected by so called inter-wiki links. The network shows also the first neighborhood around four central nodes
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Figure 15.7.: Time resolved relevance index for international financial markets. The L.TRRI and G.TRRI
are shown for a period of three years, starting in 2008 with smoothing (running averages) over one
month. The red background indicates the time, when the international financial crisis was recognized.
During this time, a clear impact on the relevance index for the German stock index DAX (dark green)
and also for the Japanese index (orange) was found. One can also see a more stable local relevance
index compared to a changing global relevance index, which means the impact is stronger for local
languages. This could mean that people use the pages in their local language as a response to news
from media channels, which is a reason for the changes in panel (b), while panel (a) corresponds to
the business sector, in which the English pages are more relevant. Numbers in the legend are as in
table 15.2.

for the stock market indices Nikkei 225 (Japan, red), DAX (Germany, blue), NASDAQ 100 (U.S. green), and BSE
200 (India, orange). The highest link density is found in the local network around the Japanese index Nikkei
225. The list-pages for the two Asian markets (red: Japan, orange: India) are linked directly via one intermediate
page while the pages for the German index DAX (blue) and the American index NASDAQ 100 are not connected
directly to each other.

Such a high-level inspection already shows structural aspects, which exist in both networks (clusters with different
interconnection properties), but at the same time both networks show very different details and thus they might
not be comparable to each other directly.

15.4. Case Study III: Correlations in Stock-Trading Time Series and
Wikipedia Access-Rate

High market volatility and spontaneous shocks in stock markets might be related to increasingly heavy news
coverage. Such activity can be considered as one reason for increasing interest in financial topics also in Wikipedia.
Time series correlation analysis can be applied to study the coupling between markets and social media applications.
Even though a causal dependency analysis is usually not possible we expect to find indicators for an existence
of significant correlations or event synchronization during different market phases, such as phases of high market
volatility, during shocks, or during stable market periods.

This third case study summarizes preliminary results. An obvious time dependence of cross-correlation link
strengths in bi-partite functional networks has been found. The time delay between the two time series for which
the cross-correlation is maximized also shows a significant difference if compared to randomly shuffled data. It
is important to note that link strength distributions are not stable over time because the underlying process is
non-stationary.

One can assume that during periods of massive price changes in stock markets, the correlations in measured
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Figure 15.8.: Page link network from Wikipedia pages about financial markets. Panel a) was taken from
[286] and shows a dependency network of dependency network of stocks belonging to six markets.
The different markets are represented as follows: U.S. — black, Germany — red, U.K. — green,
Japan — blue, India — yellow, and China — orange. Arrows indicate the direction of influence, from
source to target. It is possible to observe that the U.S., China, India and Japan mainly influence
themselves, while the U.K. and Germany have a mixed influence, as stocks belonging to these two
markets form one large cluster. Furthermore, stocks belonging to the U.K. have an influence on all
markets. Such interlinked subsystems can also be found in the Wikipedia page links network as shown
in panel b). It was created from Wikipedia data, collected in January 2014. The large colored nodes
represent selected list pages which have links to pages which for itself are also linked by pages from
other markets.

Wikipedia access activity also increases because people use the content network more often to lookup background
information. Since many different media channels, especially news channels might be considered to play the role
of mediators in a global communication process (see figure 3.4), a time delay of at least one up to several days
can be expected. A delay shorter than one day cannot be studied for technical reasons: the resolution of available
financial data is limited. Strong daily patterns would have to be removed according to time zones, but click count
data contain no details about the locations of the users.

We want to relate Wikipedia pages about companies included in stock indexes to the financial time series of
those indexes. If the network structure of the internal dependency network of a market is known, the Wikipedia
neighborhood networks can even be taken into account. This allows a differentiation between the elements involved
in a coupling process and those that are loosely connected in the neighborhood but not directly involved in
information flow. Even if the average correlation between the time series data sets is weak, one can show a
systematic change in internal correlations compared to inter-correlations as shown in figure 15.11.(a,c,e). The
core of the local context network attracts significantly more traffic compared to the surrounding neighborhood
networks. This leads to a stronger correlation between core pages.

We adopted the concept of the ”Index Cohesive Force” (ICF), introduced by Kenett et al. [286]. In section
9.2.3.c we introduced the ”Context Cohesive Force” (CCF) based on a comparison of the cross-correlation within
core and hull of local neighborhood networks. This allows a differentiation between a local and a global communi-
cation context defined within the local neighborhood network and seems to highlight properties of the underlying
information flow. Preliminary results are shown in figure 15.11.(b,d,f) for Wikipedia pages around three financial
markets.

What is the time shift between stock market activity and related Wikipedia access? Using a sliding window
technique we could find the strongest peak at a delay of six days for short window lengths. For longer windows the
peak becomes less pronounced but the location is stable. This shows clear differences between Wikipedia usage
and Google keyword search statistics. According to Bordino et. al. [287] there is a delay of one day between
the Google keyword time series and financial data. These results lead to the conclusion that ad-hoc search via
web-search engines and retrieval of background information from Wikipedia are different processes on time scales
in the range of one day to one week.

15.4.1. Data Analyzed and Methodology
For two pairs of data sets, each containing one subset from the social network Wikipedia and one from historical
stock market data, we reconstruct two functional bi-partite networks. The two sub data sets for this case study
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are the access-rate time series from Wikipedia and the trading data of the German stock index DAX, and the
American index Standard and Poor’s (S&P500) recorded daily over a period from 1st of January 2009 to 30th
of September 2009. The DAX data set contains time series for 30 companies and the S&P 500 data set contains
data series from 500 companies. In this initial study we considered only Wikipedia pages with titles matching
the company name. Such pages are not available in all languages because of the representation-bias, found in
many topics. The embedding of pages into their neighborhood was thus only taken into account for the Wikipedia
internal correlation analysis as reported in figure 15.11.

Several time series types are available form stock market trading activity via Yahoo! Financial Services [288].
Beside trading volume (TV) the logarithm of daily returns (LRP) has been used in this work. The absolute value
of LRP (|LRP|) of traded stocks has been used as a stub for stock volatility.

Which is the most reliable metric to be used for a correlation or dependency analysis, and what time scales are
relevant? According to Krings et al. [289] the selection of an appropriate window size is a critical factor in sliding
window techniques. A good selection should contain time windows of a length, which fits to the assumed process
and also such, for which no significant correlation is expected to show contrary properties. Seasonal trends like the
weekly patterns in Wikipedia access-rate data can cause artifacts. Such misleading results can be identified by a
comparison of results obtained from multiple time scales. Time series episodes have to be of the same resolution
and length and they have to be aligned, which means the start time must be equal. This is a very important
requirement and can be achieved either by removing values from both series or by filling in missing values to hide
gaps. Such gaps, or missing data can be caused by technical problems or in case of trading data, by the nature of
the underlying trading processes. During bank holidays and weekends no data is available. Removal of such data
points influences the natural properties of time series. The frequency of an underlying oscillation will be increased
and the pattern is also changed. This leads to artificial frequencies in the data series. Here we calculated the
average cross-correlation links strength sp and the standard deviation for the link strength distribution for non-
overlapping episodes of length l ∈ {20, 40, 60, 80, 100} days as a function time for a delay τ ± 5 days. The selected
delay is related to a standard trading week of 5 days. For comparison with results presented by Bordino et al. in
[287] we extended the range of delay values to ±20 days and the length of episodes to l ∈ {50, 100, 150, 200, 250}.

15.4.2. Preliminary Results and Discussion
So far, only a weak indicator for a significant correlation between Wikipedia pages about financial topics and stock
markets was found. Preiss et al. [290] reported a kind of an indirect connection between Wikipedia and stock
markets in a recent study using Wikipedia user activity as an influencing factor to a trading strategy. The strategy
is called ’Google Trends strategy’ and seems to be much more successful than the traditional ‘random investment
strategy’.

One reason for the low quality of our current results was a technical limitation. The amount of data was not
sufficient in the beginning. An even more important negative influence was identified as the ’hidden bias’, also
called representation-bias. This bias is caused by non-comparable representations of topics in Wikipedia such
as companies, stocks and stock indexes. Representation of Wikipedia pages varies by topic and even more by
language. A solution to this problem was developed in this work. It is illustrated in figure 15.6 in the previous
section.

The first problem can easily be addressed in future projects, because Wikipedia access-rate data is available at
an hourly resolution since December 2007. The data set is updated each month. The representation-bias can be
analyzed as shown in chapter 11. Such a representation-bias is visible in a representation plot as a wide-spread
cloud of bubbles of different size. If all bubbles are within a small area, and of a comparable size, no such bias
exists or the bias is negligible.

15.4.2.a. Comparison of link strength distributions for different raw data types

In chapter 9.2 we investigated several computational approaches for the creation of functional networks. Here we
compare the link-strength distributions for the Pearson correlation sp (Eq. 9.8) and for the normalized correlation
snorm (Eq. 9.11) with delays τ up to ±5 and later also ±20 days for a bi-partite network from stock trading time
series and Wikipedia access-rate time series to illustrate the hurdles towards a meaningful interpretation of such
results.

Figure 15.9 shows the link strength distributions for episodes of different length (n=20, blue line; n=60, black
dots) from raw data and from surrogate data (blue and black filled area respectively) for three different financial
data series (TV, LRP, |LRP|) from German stock index DAX.

We found that the distribution of link strengths from surrogate data is very stable over time while the link
strengths from raw data change as a function of time. This indicates that information regarding the dynamics
of the coupling process might be extracted from this kind of data. Even if this approach gives a first indication
about information possibly included in the data, it is no final result yet. It is known, that a plain cross-correlation
analysis is not very stable. Especially the influence of peaks - as discussed in section 10.5.1 and 15.4.2.b - has
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Figure 15.9.: Graphical comparison of link strength distributions. Link strength distributions for episodes
of different length (n=20, blue line; n=60, black dots) calculated from raw data and from surrogate
data (blue and black filled area respectively) for three different financial data types (TV, LRP,
abs(LRP)) from German stock index DAX. Values sp have been calculated with formula (Eq. 9.8).
The values snorm shown in the bottom row have been calculated via formula (Eq. 9.11)

to be taken into account. Another improvement was achieved by using the median of the cross-correlation value
for a set of 30 episodes with hourly resolution to represent the correlation during a month - as shown in [134].
A meaningful adaptive filtering, e.g., based on a time-dependent threshold as shown in section 10.6.2 can also
improve the quality of the analysis as it might produce more stable results, independent of unknown influences,
which systematically change the average link strength.

Because the distributions of link strengths sp can not be interpreted easily without additional statistical signif-
icance tests (such as Kolmogorov-Smirnov test) we use the results obtained for snorm. As figure 15.9.d and 15.9.f
suggest, we choose the data types trading volume (TV), and absolute log returns (|LRP|) for further analysis
because of the clear differences between correlations calculated from real data and from surrogate data. For TV
(see dashed blue line and blue shaded areas in 15.9.d) the difference is clearly visible for long episodes (dashed

Figure 15.10.: Influence of strong peaks on average correlation function for three financial time series
types. The p value of the Shapiro-Wilk test, applied to raw time series of three metrics for Wikipedia
pages related to the German stock market index DAX is used as a static filter threshold. Average
correlation-functions (see Eq. 9.11) are shown for five different window lengths for TV (a,d), LRP
(b,e), and |LRP| (c,f) based on all time series with p < 0.9 in top row, and for time series with
p > 0.9 in the bottom row.
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line). The data type LRP (see panel (e)) shows such a difference for short episodes only, and in panel (f) we can
see such a difference for short and long episodes. The differences are not the same for short (black line) and long
(dashed blue line) episodes. These distributions already indicate a strong influence of the episode length. We
investigate this aspect more in the following subsections.

15.4.2.b. Influence of Strong Peaks on Cross-Correlation

Next, we investigate the influence of strong peaks on correlation functions (see figure 15.10). One requirement
for the application of cross-correlation analysis is that the distribution of all the values has to be consistent with
a Gaussian distribution. The Shapiro-Wilk test together with a filter threshold pt = 0.9 is used to check this
supposition. For a high p value (pSW > pt) the criteria is fulfilled and we can use the time series, in case of smaller
p values (pSW < pt) we put the considered time series into another group.

For trading volume time series with small p values the correlation is slightly higher for delays above τ = 2.
The overall shape is not changed by the filter in all three types of data. Figure 15.10 allows the conclusion that
the influence of strong peaks in raw data series is visible and has to be taken into account. Figure 15.13 shows a
comparison of average correlation functions for both groups in the DAX data set.

One can use the filter threshold to split the time series into two parts, a set with continuous time series and an
event time series set for further analysis. All values higher than a variable threshold t are extracted and stored in
an event time series. If the p value for the restricted time series is still smaller than pt one decreases t and extracts
more values which are stored in the event time series iteratively until the filter criteria matches. The two time
series groups describe two different aspects of the underlying process and can be analyzed independently.

15.4.2.c. Correlated Information Flows in Financial Markets

In this case study we investigate two different types of connections, which are considered to be results of information
flows. The first one is the internal correlation for pairs of access-rate time series within Wikipedia and the second
one is the correlation between Wikipedia access activity and stock market data. We start with a comparison

Figure 15.11.: Average correlation strength sp (Eq. 9.8) and context cohesive force (CCF) (Eq. 9.14)
for Wikipedia page networks about three financial markets. Panels (a,c,e) show the av-
erage correlation strength for access-rate time series from German Wikipedia pages DAX (top),
NASDAQ100 (middle), and Nikkei (bottom). The black curve in each tile shows 〈sp〉 for the core
and the colored lines show 〈sp〉 for the hull of the local neighborhood networks around the chosen
pages. Dashed lines show ±σ for a Gaussian distribution of sp values. Panels (b,d,f) compare the
CCF for local communication context (black lines) and for global communication context (colored
lines).

of average link strength as a function of time (for episodes of length l = 28 days). Figures 15.11 (a,c,e) show the
time evolution of average correlation strengths within sub networks regarding Wikipedia pages around the stock
indices DAX (DE, top), NASDAQ100 (US, middle), and Nikkei (JA, bottom).
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The context cohesive force (CCF) is calculated (see equation 9.14) and presented in figure 15.11 (b,d,f) for the
local communication context (black line) and the global communication context (colored line). This comparison
allows an interpretation of correlation properties, which seem to be related to events in the real world. The
different shapes of the black and colored curves in figures 15.11 (b,d,f) illustrate differences in the local and global
properties. Local and global contexts are defined by the chosen languages. Especially in (b,d,f) local means all
pages in German language and global refers to the group of all other languages in Wikipedia. This curve allows
also a comparison of market or topic specific properties. The figure shows a first step towards a measure, which
allows a comparison of markets such as financial markets (in Wikipedia represented as page groups, categories or
individual articles), based on correlation properties. How those properties are related to structural properties and
to real world events has to be analyzed in future projects using the context cohesive force as a generic metric, which
expresses a collective property of an ensemble of nodes as a time-dependent value taking the individual properties
of all elements into account.

15.4.2.d. Influence of Time-Delay τ on Cross-Correlation

From all cross-correlation functions Fxy(τ) for episodes of different length (20, 40, 60, 80, 100) we calculated the
average correlation function 〈Fxy(τ)〉 as shown in figure 15.12 for the DAX data set (a,b,c) and the S&P500 data
set (d,e,f).

Figure 15.12.: Comparison of correlation functions for two different markets. The average correlation-
functions from three financial metrics and access activity for Wikipedia pages related to the German
stock market index DAX (top row) and the American market S&P500 (bottom row) are compared
for different window lengths from 20 to 100 days.

Data was filtered based on value distribution properties of the input series. Only if the values of the raw time
series were approximately Gaussian distributed and t rmSW > 0.9 - the correlation function contributes to the
final result, otherwise it is skipped. This filter approach allows one to identify artifacts, if they are caused by input
data with properties non suitable for cross-correlation analysis.

We extended the range of analyzed time delays to ±20 days to test the hypothesis that Wikipedia acts as a
long-term memory. We assume this because it takes some time until Wikipedia pages reflect changes in reality.
This might be because people look up background information not instantly but after a period of time. Than they
come back and read more details. A second reason might be the media life cycle. It takes some time to transfer
information and if people react on information which arrived late they contribute to such a time delay as well.
What is the time range for such a delay?

Figure 15.13 shows this effect for five different window lengths with a clear maximum at τ = 6 days for |LRP|,
not for TV. The longer the time episodes are, the weaker the maximum is for metric |LRP| (orange and green
line). For the index DAX (green line) with fewer companies this effect appears already for episodes of length 150
days. For the large index S&P500 only the intensity is decreased while the overall shape of the curve, especially
the location of the maximum, is stable. This shows that for smaller groups this method can only be used with
short episodes (l <= 100 days).
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Figure 15.13.: Average correlation functions (see Eq. 9.8) for sliding windows of variable length. We
show the average correlation function for the volatilities and Wikipedia access activity for delays
τ in the range of ±20 days for DAX (green line) and S&P500 (orange line). The dashed lines are
for trading volume and Wikipedia access activity. We find the maximum correlation at a delay of
six days. A local minimum at delay zero indicates two different components in the communication
process, one with a positive delay and a weaker one with a negative delay. Market volatility seems to
be a better measure than trading volume (black dashed line for DAX, blue dashed line for S&P500).

15.4.2.e. Discussion

This delay of six days (indicated by a maximum in the average cross-correlation function) is much longer than for
Google keywords usage. Google is obviously used as an ad-hoc method for information retrieval, while Wikipedia
is more of a long-term memory. Sometimes Wikipedia is considered to be a global brain. Our results show, if such
a global brain exists, it might be build from multiple complementary parts. Such a complex global brain contains
long-term memory, which is accessed via contextual associative access strategies such as web-pages, web-portals,
Wikipedia, blogs, etc., and short-term memory. This short-term memory supports a kind of fast random access to
content, like web-search engines and personal information management systems do.

Reasonable results can be found for the |LRP| data. We can conclude, that Wikipedia access-activity is about
six days behind the stock market activity. Surprisingly, the local minimum at τ = 0 and the small local maximum
at τ = −2 indicate also a certain amount of access activity with an opposite behavior. Those contributions precede
the stock market activity. This does not mean, that Wikipedia influences the stock market directly, but we can
see at least a connection between both systems on two different time scales with different strengths.

Furthermore, this case study shows that for the relation between information access on Wikipedia and a change
in stock market trading some characteristic time delays exist. One has to be careful with this preliminary result.
Especially using more Wikipedia categories with obvious relations to financial topics and also such with no direct
relations should be considered to strengthen the conclusion based on more systematic comparisons. Such tests also
known as AB testing. How such data sets could be selected for a future study is explained in the final subsection.

15.4.3. Further Improvements
Our initial questions: ”Has Wikipedia an influences on financial markets?” and: ”Is information flow via Wikipedia
related to market dynamics?” are interesting but not specific enough to be research questions. As a result of this
work I have to rephrase those initial questions. Furthermore, I suggest an extended data preparation procedure.
We plan to collect and extract more data about historical events, such as strategic activities of large companies,
political events like elections, the beginning and the end of wars, or cultural events like the presence of a song in
music charts, a premiere of a movie, the Olympic games, or the world championship of several sports disciplines to
define episodes. Such episodes must contain data from two phases, e.g., some time before and after the event. One
can define such events automatically based on extreme event detection. An automatic detection of extreme events
was successfully applied to the Wikipedia access-rate time series as well as to other social media applications like
YouTube and Twitter. Such an approach is more general and independent from any particular topic.

Correlation analysis can be applied to such episode pairs and results can be compared across disciplines or
domains. Using statistical tests one can now find if properties like link strength distributions, the time-resolved
relevance index, or any other property is significantly different for both time frames.
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Currently the significance test is based on randomly shuffled time series, because all correlations are destroyed by
the shuffling procedure. Randomly chosen time series from other topics, which are assumed to be independent in
the given research context, can also help to identify a systematic bias, which might exist. If a change in correlation-
strength can be detected for the manually selected data set and also for some sets of randomly selected pages, one
has found an counter example. This means a causal dependency can not be identified in this way for the data
about the chosen topic.

Instead of an expensive calculation of long time-dependent properties during long stable phases an event driven
approach is more efficient. It allows a higher number of episodes which show specific properties - an extreme event
in this case - no matter what the reason or the meaning of the event is. Such an approach was already used to
analyze the fluctuation properties of Wikipedia access-rate data (see section 13.2) for two different groups. The
time series of one group were considered to have stationary access-rate time series. Time series containing extreme
events have been grouped together in the second group.

As a conclusion of this work we recommend a normalization of the access-rate time series data. Instead of the
average correlation function for all pages one should calculate the correlation between the time-resolved relevance
index and the financial data series. The major benefit from this approach is a larger input data set consisting of
all access-rate time series for all pages about the same topic in all available languages and the direct neighborhood
- also from all available languages - as a reference. This allows a relative measurement instead of a biased absolute
measure for which no calibration exists.

A more detailed quantitative analysis and a more systematic interpretation is required. The methods developed
in this work will help to automatize the software tools for advanced studies on larger data sets. The focus of such
a study will be on the role of Wikipedia as an important element in global communication processes. Besides
the passive role as a global multilingual memory, Wikipedia has proven to be a useful stub to measure interest of
people in a variety of topics. Several studies illustrate how extreme events in Wikipedia access activity, no matter
if endogenous or exogenous, are caused by real world events.

In a future study the new method shall be applied to the same set of pages but instead of the daily access-rate,
a normalized data set, the time-resolved relevance index shall be used. Because the new methods take language
diversity into account and because they enable fine grained context selectivity, more robust results can be expected
in future projects.



16. From Time Series to Co-Evolving Functional
Networks: Dynamics of the Complex System
‘Wikipedia’

This chapter is a reproduction of the conference paper submitted to the ECCS 20121 in Brussels2. Figures 13.1 to
13.6 would have been duplicated in this chapter. They were taken out of this section and references point back to
chapter 13.

16.1. Introduction
Internet-based social networks (as novel information and communication platforms) often reflect the dynamics of
changing interests and activities in society by characteristic usage patterns. Here we study the dynamics of user
access-rate time series and edit-interval time series for all articles in the online encyclopedia “Wikipedia” with
access-rates exceeding 255 per hour at least once. While other research on social networks mainly focuses on the
development of their structure, we also study the usage of the elements (Wikipedia articles) for information spread.
In particular, we characterize the fluctuation behaviour of the both, access-rate and edit-interval time series. For
describing the reoccurrence of bursts exceeding certain thresholds we investigate the statistics of return intervals
between these bursts. We find stretched exponential distributions of return intervals with identical parameters
for all thresholds in access-rate time series, while edit time series show a simple exponential distribution of return
intervals. To characterise the fluctuation behaviour of the access-rate time series we apply – after removing the daily
and weekly periodicities – the detrended fluctuation analysis (DFA) method. We find that most access-rate time
series are characterized by long-term correlations with fluctuation exponents α ≈ 0.9. To understand the complex
processes underlying these different dynamics of access-rates and edit intervals, we characterize and compare three
organizational and dynamical networks associated with ‘Wikipedia’ in the second part of the work: (i) the network
of direct links between Wikipedia articles, (ii) the usage network as determined from cross-correlations between
access-rate time series of many pairs of articles, and (iii) the edit network as determined from co-incident edit
events. The major goal is to find correlations between components of these three networks that characterize the
dynamics of information spread in the complex system. The network reconstruction is done by two different
approaches. For access-rate time series, we use the cross-correlation coefficient at time delay zero between both
time series of a selected group of nodes, linked to a central node, in combination with statistical significance
tests. The link strengths for the corresponding edit time series are determined by the event synchronisation
between all pairs of articles. We find that – even though the dynamics of article access-rate and edit-interval
time series are characteristically different – there are indications of a co-evolution of the corresponding dynamic
functional networks. Obvious differences between both reconstructed networks are also shown. The results help
in understanding the complex process of collecting, processing, validating, and distributing information in self-
organised social networks.

16.2. Dataset
We study Wikipedia access-rate and edit-interval time series recorded during a period of 10 months in 2009,
focusing on all articles with access-rates exceeding 255 per hour at least once. Our dataset is a collection of
log records of all edit activities (in an SQL database, 1 second time resolution) and the hourly counted number
of accesses (downloads) of each page (in a binary database, time resolution occess rates is 1 hour). We begin
with characterizing the properties of each single page (article) [1]. We observe daily and weakly activity patterns
in the hourly access-rates for most Wikipedia pages in addition to apparently random fluctuations and bursting
activity, see Figure 13.1. These weekly trends are removed from the raw data of access times. To characterize the
properties of extreme events in the access-rate data we extract the width of pronounced bursts that exceed the
average access-rate be more than a factor of two. The average durations of each burst before (tbefore) and after
(tafter) the maximum are compared to each other, see Figure 13.2(a). We find two regimes of different scaling
behaviour for short events with length of less than 2 h and long events with a length of more than 10 hours. This
property is independent from the selected threshold. The bursts are characterized by power-law or exponential

1http://eccs2012.ulb.ac.be/program.php
2The original document is available here: http://www.physik.uni-halle.de/Fachgruppen/kantel/100-12-ECCS_Proc.pdf
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increases and decreases of activity, and they can be classified as ’endogenous’ (with significant precursory activity)
or ’exogenous’ (extrinsically caused) events [1, 2, 3].

16.3. Characterization of Single-Article (Node) Properties
To characterize the fluctuation behaviour of the access time series we applied – after removing the daily and
weekly periodicities – the detrended fluctuation analysis (DFA) method [4, 5]. We also compare results for different
detrending orders to see if there are relevant effects of trends or nonstationarities (such as bursts). We find that
most article access time series are characterized by longterm (power-law) correlations, see Figure 13.4(a) to (c).
The histograms in Figs. 13.4(d) and (e) show that the power-law scaling behaviour, F (s) ∼ sα, is quite universal
with fluctuation scaling exponents rather narrowly distributed around α ≈ 0.9 for articles with quite stationary
access-rates and rather nonstationary, bursty fluctuations. Note that α is related to the correlation exponent γ
characterising the power-law decay of the auto-correlation function: C(s) ∼ s−γ by γ = 2 − 2α. There is only a
weak dependence of α on the total number of accesses (i.e., the “importance” of the articles), see Fig. 13.4(f).

For describing the reoccurrence of bursts exceeding certain thresholds we investigate the statistics of the return
intervals between these bursts [6, 7], see Figure 13.5.

We find stretched exponential distributions of return intervals with identical parameters for all thresholds in
access-rate time series. Edit time series, on the other hand show a simple exponential distribution of return
intervals, see Figure 13.6. The results are also compared regarding different languages in Wikipedia. The results
for article access-rates are in full agreement with DFA results shown in Fig. 13.4. For more details we refer to
[1]. After the detailed characterisation of the properties of single pages, we want to understand the causes of the
different dynamics of the edit and access processes. Therefore we use a network representation of the interrelations
of the articles to study these different processes.

16.4. Construction of Functional Networks
As human interaction and information spread via on-line networks is becoming increasingly important for our
contemporary technological society we should not regard the Wikipedia system as a collection of independent web
pages. We therefore reconstruct and compare three organizational and dynamical network structures associated
with Wikipedia in the following second part of our work. The analysis of the static link network is just one aspect
of the whole system. By looking at a dynamic link structures, we can obtain a second aspect or a second subsystem.
The whole Wikipedia community uses the system, while it is edited and while it changes its underlying properties.
Because of this, we want to isolate the different views of the interconnected processes of growing, changing and
using the network. In particular, we study (i) the network of the direct links between Wikipedia articles of various
languages, (ii) the usage network as determined from cross-correlations between click-count time series of many
pairs of articles, and (iii) the edit network as determined from co-incident edit events, see Figure 16.1. The major
goal is to find correlations between components of these three subsystems which can be seen as networks which
characterize the dynamics of information spread in the complex system.

Figure 16.1.: Comparison of (a) the static link network, (b) the correlation network based on access activity for
the whole recording period and (c) the correlation network of edit activity for a subnet of about 120
Wikipedia pages linked to the page with the name “Heidelberg”. The figures were generated using
the map.equation tool [8].

The process of reconstruction is done by two different approaches. For access-rate time series, we use the cross-
correlation coefficient at time delay zero [9] between both time series of a selected group of nodes, linked to a central
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node, in combination with statistical significance tests. The link strengths for the corresponding edit time series
are determined by the event synchronisation between all pairs of articles [10, 11]. Obvious differences between
both reconstructed networks are apparent in the exemplary functional networks, see Figure 16.1. In addition,
we can observe dynamic changes in the reconstructed networks, which reflect changes of interest focus in society.
These presentations (as shown in Figure 16.2) help in understanding the complex process of collecting, processing,
validating, and distributing information in self-organised social networks.

Figure 16.2.: For one selected central node (Wikipedia page for the city of Heidelberg) the time series for all linked
nodes are extracted and access-rate cross-correlation link strengths are calculated for three different
time frames. One can see clearly, that the correlation between single nodes in the context of a central
node changes in time. The figures were generated using the map.equation tool [8].

16.5. Outlook
A deeper analysis of the complex processes underlying the Wikipedia system will be possible as soon as we have a
generic method for generating such networks based on measurable data sets. The properties of the data recordings
also have an influence on the used algorithms, e.g. the number of edit events is much smaller than the access
events. Such differences lead to several variations of the definition of the link or correlation strength. Dependent
on the properties of each single subsystem different algorithms have to be used and adapted. We have to select or
define useful measures, for example the clustering coefficient, the degree distributions or the average path length
of the calculated networks. Based on these properties we may see, what external influences could lead to a phase
transition in the underlying system. A study of dependencies between properties of correlation networks, calculated
from measured time series, will allow new approaches in the research field of socio-technical-complex-systems. A
study of the relations or interactions between connected subsystems also leads to the emerging field of “network
of networks” [12, 13].
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17. Evacuation in the Social Force Model is not
Stationary

This chapter is a reproduction of an article which was written in the context of the SOCIONOCAL project and
published by P. Gawroński, M. Kämpf, J. W. Kantelhardt, and K. Ku lakowski in the Journal Acta Physica Polonica
(see [13] in my publication list). This research project is partially supported by the European Union within the
FP7 project SOCIONICAL, No. 231288.

17.1. Abstract
An evacuation process is simulated within the Social Force Model. Thousand pedestrians are leaving a room by
one exit. We investigate the stationarity of the distribution of time lags between instants when two successive
pedestrians cross the exit. The exponential tail of the distribution is shown to gradually vanish. Taking fluctuations
apart, the time lags decrease in time till there are only about 50 pedestrians in the room, then they start to increase.
This suggests that at the last stage the flow is laminar. In the first stage, clogging events slow the evacuation down.
As they are more likely for larger crowds, the flow is not stationary. The data are investigated with detrended
fluctuation analysis and return interval statistics, and no pattern transition is found between the stages of the
process.

17.2. Introduction
A human crowd is a specific system, which is of interest for various specialists for different reasons. A physicist is
willing to treat a crowd as a gas or a fluid of interacting particles [1], a psychologist can concentrate on the process of
self-categorization in crowds [2], and a sociologist asks for emergence of norms in a crowd [3]. In an interdisciplinary
approach, these perspectives overlap. In the Social Force Model (SFM), designed by Dirk Helbing and coworkers
[4, 5] in the 90’s, physical interactions are combined with action of the social norm of keeping distance to unknown
persons [6]. Although the differential equations used there can be considered as computationally complex, the SFM
seems to describe properly the collective effects in crowd, which appear in particular in emergency situations, as
an evacuation. In simpler techniques, such as cellular automata or lattice gas models, a prescribed area is reserved
for each pedestrian, and the influence of other pedestrians is reduced to short range interactions. Even if some
specific effects such as clogging and arching are reproduced (as, for example, in [7, 8]), dynamics of a pedestrian
in these techniques is fully determined by her/his local environment. On the contrary, in most of crowd disasters
the crowd size was essential [9]. For reviews on the SFM and other techniques and a list of literature we refer to
[9, 10, 11, 12, 13].

Here we are interested in forces exerted by masses of pedestrians, when physical interactions accumulate and
the crowd size does matter. Namely, we intend to investigate how the number of pedestrians in a room influences
the flow through an exit. Therefore we designed a numerical experiment as follows. A number of pedestrians is
waiting, crowded, at the exit. At t = 0, the exit is opened and the crowd is pushing towards it. Let us denote the
number of pedestrians who remain in the room at time t as n(t). In this setup, an experiment with N pedestrians
provides data on experiments for all n < N , because there is no stage when people gather at the exit. Provided
that the flow at the exit depends on the number of pedestrians in the room, we should observe this dependence by
just measuring the curve n(t). Alternatively, we can measure the time gaps between successive crossings of exit.
One can write

n(t) = N −
N∑
i=1

Θ(t− ti) (17.1)

where ti is the time instant when the number of pedestrians in the room changes from i+ 1 to i. We are going to
concentrate on the series of the time lags ∆i = ti+1− ti. Is it stationary? Are there long-term correlations and/or
regimes with characteristically different behavior?

Up to our knowledge, this question was not posed directly in the literature, but the shape of the function n(t)
was obtained several times by different authors. In the next section we gather the results obtained by other authors
which are directly close to our specific interest. For reasons explained above, we do not refer to simulations done
with the cellular automata and lattice gas model. In the third section the SFM is briefly described. In Section
IV we describe the technique of the data analysis. Finally, we show our numerical results (Section V) and discuss
them (section VI).
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17.3. What is Known
In [4], the model equation of motions of pedestrians were formulated. Among other results, an effect of pressure of
crowd was demonstrated; out of two groups attempting to cross the door in opposite directions, the larger group
was prevailing until the larger group became smaller. In this paper, a noise term is included to the equation of
motion, hence the term ’Langevin equations’. In [5], the same SFM equations were used without the noise term.
There, the desired velocity was associated with the level of panic. Also, the evacuation time dependence on the
desired velocity was found to display a minimum. Also, when the desired velocity was increased, a change of the
process from a laminar to a clogging mode of the crowd behavior was observed. As the authors remarked, the
effect was less pronounced for wider exits. Note that, as noted in [14], the experimental data collected in planes do
not show abrupt changes of the effectivity of evacuation when the exit width is changed from 0.6 m to 1.8 m. As
shown in [12] with more experimental data, the relation between the bottleneck width and the flow of pedestrians
does not show any threshold.

In [15], three curves are shown, obtained by simulations with using the SFM, on the number of pedestrian who
left the room against time. The curves were obtained for 200 pedestrians and three values of the desired velocity:
0.8, 2.0 and 6.0 m/s. First curve (0.8) shows that at the last stage of evacuation the flow decreases. This effect
exists also, but is weaker, for the second curve (2.0), but not for the third one (6.0). Instead, the latter curve was
found to be particularly noisy. In Fig. 3 of [15], the distribution of clogging delays is shown for up to 160 people
and the three above given values of the desired velocity. Each curve shows a clear maximum between 0.2 and 0.4 s.
In this and subsequent paper [16], the cluster size distribution is also investigated, where a cluster means a group
of people in physical contact between them. For the laminar and the turbulent flow, this distribution is found to
be qualitatively different.

In [17], the formalism of optimization, developed by authors for other purposes, has been applied to the evacu-
ation problem. Both clogging and arching have been observed in the simulation. The evacuation time dependence
on the number of people was found to decrease in a non-linear way, but no minimum of this curve was found.
In [18], the influence is investigated of the desired velocity on the evacuation time, the latter being a measure
of panic. The mode of motion when the evacuation time increases with the desired velocity has been classified
as turbulent. The effect of wider exit was investigated directly: the desired velocity where the evacuation time
displays a minimum was shifted towards larger value with the exit width. In [19] and references cited therein, an
experiment performed in a wardroom with a group of 70 soldiers is described. It was found among other results
that the clogging is more likely if the number of persons is larger than 45.

For completeness we remark also our two recent papers [20, 21], where the SFM was used to investigate the
chances that persons in the crowd can decide about themselves. The stationarity of the process of evacuation was
not investigated there.

17.4. The Model and Simulation
The simulation is based on the model of crowd dynamics, described by Helbing et al. [5]. In this model, the
equation of motion of a person i of mass m is written as

m
dvi
dt

= m
v(ri)− vi

τ
+
∑
j(6=i)

fij +
∑
W

fiW (17.2)

where the first term on the right hand side is the tentative acceleration of a person i who intends to have the
velocity v(ri), (its length commonly termed as the desired velocity) dependent on the coordinates ri. As a rule,
the vector v points to the exit center (large distance from the person to the exit) or to the closest point of the exit
(small distance). Further, τ is the characteristic time of this acceleration, vi is the actual velocity of i-th person,
fij is the force exerted on i-th person by j-th person, and fiW is the force exerted on i-th person by a wall W . The
force fij contains three components; ’social’ interaction which describes the tendency of i and j to keep distance
between each other, and two physical interactions between their bodies: radial force and slide friction. The social
part of interaction is also adapted from [5]. It is given by

fpsychij = Ai exp((2R−
∥∥ri − rj

∥∥)/B) (17.3)

where Ai and B are constants, R is the mean ’radius’ of the vertical projection of the human body, and ri is the
position of i-th agent. The parameters of the simulation are adapted from [5]: the amplitude of the social force
Ai = 2000N , the constant B which is responsible for the spatial dependence of the social force is 0.08m, the radii
of agents R = 0.3m, their masses m = 75kg, the characteristic time of acceleration is τ = 0.5s and the absolute
value of the desired velocity is |v| = 3m/s. As remarked in [5], these values allow to reproduce experimental
interpersonal distances and flows through bottlenecks. Also, the same values are assumed for all persons, to
minimize the number of parameters. The instant values of the velocities vi allow to update the positions ri as
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well. The equations of motion are solved with the Runge-Kutta method of 4-th order.
The simulation was performed as follows. N = 103 pedestrians were gathered at a the closed exit of width of

1 m, which was opened at t = 0. The time lags ∆i = ti+1 − ti were measured between crossing of the exit by
subsequent pedestrians. The simulation was repeated 100 times.

17.5. Data Analysis

In our analysis procedure, we split the data of each run into ten non-overlapping parts corresponding to 100 persons
leaving the room. Each part is analyzed independently, but averages over all 100 simulation runs are calculated
to improve statistics.

Quantitatively, correlations between time lags ∆i separated by s people are defined by the (auto-) correlation
function,

C(s) ≡ 1
L− s

L−s−1∑
i=0

(∆i − ∆̄)(∆i+s − ∆̄), (17.4)

where L is the length of the considered data part and ∆̄ is the average time lag in this part. If the time lags are
uncorrelated, C(s) is zero for s positive. If correlations exist up to a certain number of people s×, the correlation
function will be positive up to s× and vanish above s×. For the relevant case of long-range correlations, C(s)
decays as a power law,

C(s) ∼ s−γ , 0 < γ < 1. (17.5)

A direct calculation of C(s) is hindered by the non-stationarities and trends in the data, since ∆̄ is not constant.
We thus apply return interval statistics and detrended fluctuation analysis to study short-term and long-term
correlations in the data, respectively.

Usually, return interval statistics (RIS) study the time intervals between ’extreme events’ that exceed a given
threshold [22, 23, 24, 25, 26, 27]. In a sequence of uncorrelated values (’white noise’), these return intervals are
also uncorrelated and distributed according to a Poisson distribution,

Pq(r) = (1/Rq) exp(−r/Rq), (17.6)

where Rq is the mean return interval 〈r〉 for the given threshold q. For long-correlated data, on the other hand, a
stretched exponential distribution

Pq(r) = aγ
Rq

exp[−bγ(r/Rq)γ ] (17.7)

has been observed [22, 23, 24, 25], where the exponent γ is the correlation exponent from Eq. (17.5), and the
parameters aγ and bγ are independent of q [24, 25]. If, on the other hand, the data is nearly deterministic (and
not random), all return intervals will fluctuate weakly around the typical value Rq, giving rise to, e. g., a Gaussian
distribution,

Pq(r) = 1
σ
√

2π
exp[−(r −Rq)2/(2σ)], (17.8)

for r > 0 with the small standard deviation σ � Rq.
Here we consider each event of a person leaving the room as an extreme event, so that the return intervals r are

identical with the time lags ∆i, and Rq is identical with ∆̄. There is thus no threshold q for extreme events, but
we get much more statistics. Our RIS focus on short-term correlations (between successive persons).

Detrended fluctuation analysis (DFA) [28] has become a widely-used technique for the detection of long-range
correlations in noisy, nonstationary time series [29, 30, 31]. The DFA procedure consists of four steps. First
we determine the ’profiles’ Y (j) ≡

∑j
i=0(∆i − ∆̄), j = 1, . . . , L. Secondly, we divide Y (j) into Ls ≡ int(L/s)

non-overlapping segments of equal length s. Thirdly, we calculate the local trend for each segment by a least-
square fit of the data. Linear, quadratic, cubic, or higher order polynomials can be used in the fitting procedure
(conventionally called DFA1, DFA2, DFA3, . . .) [32]. Then we determine the variance F 2

s (ν) of the differences
between profile and fit in each segment ν. Fourthly, we average F 2

s (ν) over all segments and take the square root to
obtain the fluctuation function F (s). Since we are interested in how F (s) depends on the time scale s, we have to
repeat steps 2 to 4 for several s. Apparently, F (s) increases with increasing s. If data ∆i are long-range power-law
correlated according to Eq. (17.5), F (s) increases, for large values of s, as a power-law,

F (s) ∼ sα, α = 1− γ/2. (17.9)

To determine the asymptotic scaling behavior of this fluctuation function we plot F (s) as a function of s on double
logarithmic scales and calculate the slope α by a linear fit in the regime 10 < s < 100. This way, short-term
correlations affecting less than 10 persons subsequently exiting the room are ignored in the analysis.
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17.6. Results
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Figure 17.1.: Mean values and medians of the time lags ∆n against the number n of pedestrians remaining in the
room. Data from 100 simulations with N = 1000 people are included. The strong fluctuations at the
beginning of the simulations (n close to 1000) are transient effects due to the opening of the exit.
One can distinguish two regimes (approximately for n > 50 and n < 50) when comparing averages
and medians.

In Fig. 17.1, results are shown for the average values and medians of ∆n against the number n of pedestrians
remaining in the room. As we see, two parts of the process can be distinguished. In the first regime from n = 990
to ≈ 50, averages and medians differ significantly and the fluctuations of ∆n are rather strong. However, the
fluctuations seem to decrease gradually, and so do the measured values. In the second regime from n ≈ 50 to 0,
where fluctuations are small, averages and medians are nearly identical, and the measured values increase slightly.
This change of behavior can be interpreted as a cross-over from a stage with temporal cloggings to a laminar
stage. In the latter case, the crowd behind pedestrians at the exit is large enough to push them out but not large
enough to cause clogging. The appearance of the second stage of evacuation agrees with the character of two out
of three discharge curves, presented in Fig. 2 of [15], for small and moderate desired velocity. We refer to Helbing
et al. [33] (Section 2) regarding the applicability of the terms ’phase transition’ or ’pattern transition’ to finite
non-equilibrium systems such as the one considered here.

In Fig. 17.2(a), we show the distributions of return intervals r = ∆n, i. e. P (r) gathered in shorter parts
of the data, where the departure from stationary flow can be approximately neglected. However, comparing the
statistics, we see the differences. Initially, for large numbers n of people in the room, there is a large exponential
tail of the distribution, formed by the clogging events and corresponding to the Poisson distribution Eq. (17.6)
with a modified prefactor. In addition, there is a distinguished maximum near the time lag r = ∆n ≈ 0.2 s, which
is approximately described by a Gaussian distribution Eq. (17.8), also with a modified prefactor. The center of
this peak agrees approximately with the results shown in Fig. 3 of [15]. We see that there are apparently two
distinct components in the time lag distributions: typical short time lags around 0.2 s (probably due to persons
successively exiting without delays) and exponentially distributed longer time lags (probably due to interruptions
in the flow of exiting people because of clogging or arching effects).

For smaller numbers n of people in the room the exponential tail decreases, to nearly vanish during the last
stage, i. e. for n = 50 to 0. Simultaneously, the nearly Gaussian peak for short time lags is hardly changing. While
the behavior of the short time lags is well characterized by the nearly constant median of ∆n (see Fig. 17.1), the
changing averages of ∆n, i. e. ∆̄, characterize the exponential behavior for long time lags. This is confirmed by
the plot of scaled distributions shown in Fig. 17.2(b).

The application of DFA to the data from each of the ten parts yields fluctuation exponents α very close to
0.5, which proves the absence of relevant long-term correlations during all stages of the evacuation procedure.
Specifically, we obtain α = 0.55 and 0.54 for the first two parts (between 1000 and 800 people in the room) and
values between 0.50 and 0.53 for all other parts. Since the systematic error of such fluctuation exponents is around
0.05 for time series of just 100 values [29], all of these numerical results are fully consistent with the null hypothesis
of only short-term correlations in the data.

Finally, we are interested in the scaling behavior of the so-called discharge curve, i. e. the number of people
remaining in the room against time. However, as we observe in Fig. 1, for the last approximately 50 persons the
character of the curve changes. Then, for each numerical experiment j = 1, ..., 100 we determine the time tj50 when
m = 50 persons are left in the room in j − th experiment, and we investigate the dependence of n(tj50 − t) − 50
on t for t < tj50. Again, n(t) is the number of pedestrians in the room. This dependence is averaged over all 100
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Figure 17.2.: (a) Distributions P (r) and (b) scaled distributions R · P (r/R) of the time lags r = ∆i with mean
R = ∆̄ for n = 900 to 800 (black squares), n = 700 to 600 (red circles), n = 500 to 400 (blue triangles
up), n = 300 to 200 (green triangles down), and n = 100 to 0 (violet diamonds) persons remaining in
the evacuated room. The unscaled distributions in (a) show that the nearly Gaussian peak for short
time lags is hardly changing, while the exponential tail is decaying with decreasing n. The inset in
(a) shows the fitted slopes R∗ of the exponentials decays (black squares together with the Pearson
correlation coefficients of the fits (blue open circles). The scaled distributions in (b) show that R = ∆̄
characterizes the exponential peak fairly well.

experiments. The result is shown in Fig. 17.3 in the log-log scale. Fitting the result to a straight line we get
an exponent β, which indicates if and how the evacuation speed depends on the crowd size in the first stage of
evacuation. A result β = 1 means lack of this dependence; if β = 1, the evacuation is stationary at least in its first
stage. However, our result is that clogging events make the evacuation slower, and these events are more likely if
the number of pedestrians in the room is larger. The latter effect agrees with the experimental result in [19].

Effectively, our exponent β is smaller than one; we get β = 0.832± 0.001 for the fitting range 50s< t < 500s and
parameter m = 50 as cutoff point of minimal number of persons in the room. Fig. 3 also shows that the numerical
value of β is depending on m, reaching a bit smaller values for smaller m and larger values for larger m. We admit
that perhaps the scaling regime is not fully reached yet because the crowd may be too small. Still, the conclusion
that β is close to 0.85 seems to be well grounded. This form of the scaling relation allows to extrapolate the results
for larger crowds.

17.7. Discussion
The results indicate that the probability distribution of the time lags ∆i changes in time. In other words, the
evacuation process simulated here is not stationary. One of the consequences is that the total evacuation time
depends on the number n of pedestrians in the room, and therefore it is not a good measure of the efficiency of
the process. If the size of the crowd is large, effects of clogging appear which are absent for small numbers of
pedestrians. Although the case of larger desired velocity is not investigated here, we can reasonably expect that
our findings will be particularly important if large desired velocity happens to be combined with large crowd.
Effects of victims, who become obstacles, can only enhance the nonstationary character of the process.

A straightforward interpretation of our result is that the SFM successfully describes the effect of cumulation
of the physical forces between agents at the exit. Keeping the hydrodynamic analogy, the pressure at the exit
increases with the crowd size. If this pressure exceeds some critical value, pedestrians at the exit are not able to
move, even if they are close to the exit. This is the origin of the observed large values of the time lags ∆i, and the
dependence of the size of the exponential tail of the lag distribution on the size of the crowd.

On the other hand, the data analysis with the return interval statistics and detrended fluctuation analysis shows
that there is no transition between the first stage, when the mean time lag ∆̄ decreases, and the second stage,
when the mean time lag increases. Also, correlations between pedestrians leaving the room in subsequent times
are broken by the clogging events. As a result, the observed tail of the probability distribution of ∆ is Poissonian.
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[17] J. Izquierdo, I. Montalvo, R. Pérez and V. S. Fuertes, Forecasting pedestrian evacuation time by using swarm
intelligence, Physica A 388 (2009) 1213.
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18. Phases of Scaling and Cross-Correlation
Behavior in Traffic

This chapter is a reproduction of an article which was written by Jan W. Kantelhardt, Matthew Fullerton, Mirko
Kämpf, Cristina Beltran-Ruiz, and Fritz Busch and published in the journal Physica A (see [9] in my publication
list). The work was supported by the European Union project SOCIONICAL (FP7 ICT, grant no. 231288).

Abstract
While many microscopic models of traffic flow describe transitions between different traffic phases, such transitions
are difficult to quantify in measured traffic data. Here we study long-term traffic recordings consisting of ≈ 2900
days of flow, density, and velocity time series with minute resolution from a Spanish motorway. We calculate
fluctuations, cross-correlations, and long-term persistence properties of these quantities in the flow-density diagram.
This leads to a data-driven definition of (local) traffic states based on the dynamical properties of the data, which
differ from those given in standard guidelines. We find that detrending techniques must be used for persistence
analysis because of non-stationary daily and weekly traffic flow patterns. We compare our results for the measured
data with analysis results for a microscopic traffic model, finding good agreement in most quantities. However, the
simulations cannot easily reproduce the congested traffic states observed in the data. We show how fluctuations
and cross-correlations in traffic data may be used for prediction, i.e., as indications of increasing or decreasing
velocities.

18.1. Introduction
Transportation systems must usually be regarded as complex systems, since many agents are interacting with the
infrastructure environment and with each other in many, often non-linear ways [1, 2, 3, 4]. In complex systems,
non-stationary, intermittent, and non-linear oscillations and fluctuations occur that can often be described by
self-organization and scaling relations (e.g., 1/f noise related with critical behavior) [5, 6]. Because of the non-
stationary nature of traffic data, sophisticated linear and non-linear time series analysis techniques are needed for
identification and quantification of scaling relations [7]. While many simulation model approaches for traffic flow
have been developed by traffic engineers and also physicists, comparisons of model output with recorded long-
term data are rather sparse, see, e.g., [2] for a recent comprehensive review. For the design and control of traffic
infrastructure, traffic engineers have developed particular rules including definitions of traffic states and capacities
of roads [8, 9, 10]. Physicists have also tried to characterize the stability of traffic states and to identify phase
transitions between them by a dynamical analysis of their models [2, 4].

As most drivers are aware, the state of movement of traffic changes over time. In general it is expected that
during periods of high demand (the so-called morning and evening peaks) the flow of traffic may experience a
breakdown. Over almost 80 years, many researchers have attempted to develop and optimize models such that
traffic states can be identified from the behavior of the models [2, 3, 4, 11]. However, such models, while important
for a diverse range of needs (theoretical understanding, shock-wave theory, capacity estimation, and simulation
calibration to name a few), do not yield a list of robust stylized facts that can be used to classify time series data
into traffic states. Here, we proceed in the opposite direction and derive a data-driven (statistical) classification of
traffic states based on stylized facts regarding the dynamical properties of the data, see e.g. [12] for a somewhat
similar approach. Our results can be applied for a characterization of the transitions between traffic states and
for traffic prediction. We note that the terms ‘traffic state’ or ‘traffic phase’ cannot be associated with standard
thermodynamic phases [11], since traffic is an intrinsically non-equilibrium process [2]. According to Kerner [3],
a traffic pattern is a distribution of traffic flow variables in space and time and can consist of different traffic
phases. Traffic phases (e.g., ‘free flow’, ‘synchronized flow’ and ‘wide moving jams’) may again consist of different
local ‘traffic states’, e.g. in stop-and-go traffic. Here, we completely avoid the term ‘traffic phase’ because of the
non-equilibrium processes, and we use the term ‘traffic state’ to refer to traffic flows with similar local fluctuation
and persistence behavior.

Simple approaches to state classification use a mapping (i.e. a set of thresholds) according to at least one traffic
variable. In particular, tables of road density are used for the level-of-service definitions in Germany [9] and the USA
[10]. Traffic speed and road density can be used together; examples include the Radio-Data-System Traffic-Message-
Channel (RDS-TMC) traffic alert service [13] and the so-called MARZ process (German acronym: ‘Merkblatt für
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die Ausstattung von Verkehrs-Rechner-Zentralen’) [8], which is the basis of motorway overhead sign alerts in much
of Germany. State classification depends on good source data and appropriate data analysis. The work of [14] is
particularly interesting in that in addition to macroscopic (i. e. averaged) values, microscopic properties were used
to define some states. To delineate transitions, the magnitude of moving averages of velocity and flow were used.
Cross-correlation between variables can also be used to define states [12]. Regarding state classification within
the flow-versus-density diagram, clustering (K-means algorithm), was suggested [15]. In short, most approaches
to state classification are based on rules that may or may not take past history into account. In this paper, we
use empirical time-series relations to directly identify traffic states from dynamical properties irrespective of the
current or average values of traffic parameters. We apply established statistical time-series analysis techniques,
namely cross-correlation analysis and scaling analysis (using detrended fluctuation analysis, DFA [16, 17, 18]), to
traffic flow in a part-time congested motorway corridor. This allows firstly a reliable examination of whether scaling
relations, e.g., long-term persistent correlations, are present in traffic data. In addition, clustering of the method
results allows us to observe an empirical set of traffic states based on stylized facts with potential applications for
short-term prognosis. Finally, it allows us to test traffic simulation techniques commonly used by traffic engineers
with respect to whether they can replicate the real-world stylized facts. The analysis results could also facilitate the
development of an automated algorithm that can distinguish different states of traffic by analyzing data measured
along a road or within a car.

The paper is structured as follows. First, the real-world data and the simulation approach are described (Sections
2 and 3). Then we present the results of variance analysis and cross-correlation analysis (Section 4), leading to
an empirical traffic state classification scheme (Section 5). This is followed by the results of scaling (persistence)
analysis (Section 6) and first results regarding a prognosis of traffic changes and phase transitions (Section 7).
Section 8 discusses the results, in particular the properties of the states found and the types of transitions between
them and concludes the paper by summarizing our separation between states and how it differs from other current
approaches.

18.2. Long-Term Traffic Data and Flow-Density Diagram
Inductive detectors at 23 detection points along the Spanish M30 motorway (Madrid inner orbital motorway) were
used for the measurement of traffic flow time series (number of vehicles per minute) and average velocity time
series (in km/h). The data were digitally processed, aggregated over all lanes of the motorway at each detection
point, and transmitted to the traffic control center at a time resolution of one minute. For this study, data is
collected over four periods of four weeks and two periods of one week, covering three years (April 2008 till May
2011). This yields (4× 4 + 2)× 7 = 126 full days of data recordings from each of the 23 detectors, i.e., 2,898 days
(173,880 minutes) of data altogether.

We study time series of traffic flow Qi (veh/min, multiplied by 60 to change the unit to the veh/h), velocity vi
(in km/h), and density ρi (in veh/km) at the time resolution of one minute. The density is obtained via dividing
flow by velocity, ρi = Qi/vi. The problem of determining the empirical density via this formula is that it mixes a
temporal average (the flow) with a spatial one (the density) [4] and gives too little weight to low velocities. Thus,
a linear relationship between density ρi and occupancy pi, defined as the portion of time when a vehicles is above
the detector, holds only for low densities [12]. Since only 11 percent of our data include occupancy values, we
estimate density by ρi = Qi/vi in the following, but also use presentations that avoid densities.

Figures 1(a,b) show a flow-versus-density plot and a velocity-versus-flow plot of all measured traffic data. These
plots are sometimes denoted as ‘fundamental diagrams’ [2]. The color of each dot is chosen according to the
MARZ process [8], the current practical German definition of traffic states, see below. To include data from all
detectors, flow and density values have been normalized to two-lane roads after determination of the MARZ states.
I.e., flows and densities on a five-lane (four-lane, three-lane) road are normalized by a factor of 2/5 (2/4, 2/3).
This corresponds to the assumption that the capacity of a road scales linearly with the number of lanes. Such an
assumption is common in Spain and in the US [10]), although slight deviations from this rule are used in Germany
[9]. However, these deviations are smaller than those related with road slope and type of traffic, so they can be
disregarded here. The inset of Fig. 1(b) shows that average speeds are very similar along the M30 motorway
during all recording periods, although the numbers of lanes vary between two and five and recording periods are
during different seasons of the year. Similar results hold for flow and density. Specifically, Pearson cross-correlation
coefficients between the number of lanes and average velocities, average flows, and average densities (normalized
to a two-lane road) are +0.27, −0.24, and −0.30, respectively. Although these coefficients are not zero and data
from different road widths are not fully equivalent, we can combine the data from all 23 detectors and from all six
recording periods (18 weeks) to improve statistics.

The traffic state classification according to MARZ [8] used for Figs. 18.1(a,b) indicates free-flow traffic (state 1,
black, 67.5 percent of all data points) in a quite narrow regime with velocities above 80 km/h and densities below
24-30 veh/km (depending on the number of lanes, figures re-calibrated to two lanes). At high speed (> 80 km/h),
a larger density leads to the classification as dense traffic (state 2, red, 16.0 percent). Traffic states 3 and 4, viscous
traffic (‘zähfließender Verkehr’, green, 9.1 percent) and traffic jam (blue, 7.4 percent), respectively, frequently occur
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Figure 18.1.: Fundamental diagrams: (Color online) (a) Flow-density and (b) velocity-flow diagrams of all M30
data (≈ 2900 days). Each dot represents one minute of data; all data is converted to values for roads
with two lanes. The dots are colored by the index of conventional traffic states [8]: free traffic (black),
dense traffic (red), viscous traffic (’zähfließender Verkehr’, green), and traffic jam (blue). The inset
in (b) shows the number of lanes and the total average velocity for each of the 23 detectors in each of
the six periods of data recording. The color of the dots corresponds to the positions of the detectors
along the motorway. (c-j) Probabilities of occurrence (black – frequent occurrence, light gray – sparse
occurrence, logarithmic gray scale is used) in both types of fundamental diagrams for (c,e,g,i) the
full M30 data (see Section 2) and (d,f,h,j) our simulations (see Section 3). For (c-f), the original
time resolution of 1 minute is kept, while the data have been averaged in non-overlapping segments
of 15 minutes for (g-j). In (g,h) average density in each 15-minute segment is calculated by dividing
average flow by average velocity, while averaging is performed over 1-minute densities in (i,j). The
straight red lines correspond to velocities of (c,e,g,i) 85 km/h and (d,f,h,j) 95 km/h; they are shown
for comparison.

in our recorded data with densities up to 200 veh/km in a traffic jam. In general, these two regimes are separated
by a velocity threshold of 30 km/h and a density threshold of 36-60 veh/km according to MARZ. However, due to
the varying number of lanes in our dataset and due to the history-dependent traffic state classification (see Section
8), there is a large overlap of the regimes associated with states 3 and 4 in the diagram. It is expected that the
precise thresholds in the guidelines should be adjusted according to local conditions [8].

The frequencies of occurrence for each pair of flow and density values (or velocity and flow) in our data set
are better visible in Fig. 18.1(c,e), where these frequencies are shown in a logarithmic gray scale coding for small
boxes in the diagrams. One can see that data points corresponding to velocities around 85 km/h (red line) are
most frequent, but also traffic jams with density around 80 veh/km and flow around 3000 veh/h often occur on
the considered motorway. Data points with density above 150 veh/km are very sparse. Figure 18.1(e) shows that
speeding (velocities above 120 km/h) is not uncommon at very low flow values. Figures 18.1(g,i) show flow-density
diagrams for non-overlapping 15-minute averages. Here, no more data points with density above 150 veh/km occur,
independent the way of density calculation. This indicates that traffic data with very high density are too sparse
and not sufficiently stable, so that no reliable state classification (or even study of persistence properties) is possible
for them. For comparison, Figs. 18.1(d,f,h,j) shows the corresponding frequencies of occurrence we achieved in
our microscopic traffic flow simulations (see Section 3). They are centered around velocities of 95 km/h without
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occurrences of traffic jams.

18.3. Microscopic Traffic Flow Model
In a related, though sometimes isolated area of research, microscopic traffic models represent traffic through many
individual vehicles with individualized driver models all interacting in a common road network. The practical
argument for their use is changes in e. g. road infrastructure at small levels that result in small changes in vehicle
movements that will hopefully yield improvements at a larger level. But at a theoretical level much work has also
been done to find microscopic models that either analytically (e.g. [19]) or otherwise (e.g. [20]) implicitly fit to a
macroscopic model. In the implicit category are models that are highly complex and comparisons to macroscopic
theory tend to be qualitative. Although it is standard practice to compare the numeric results with macroscopic
data (calibration), this is usually performed for short periods of time (in the range of hours) and often for one
traffic state relevant to the question at hand. Comparisons with real long-term data are rather sparse. Traditional
methods of comparison (e.g. root-mean-square error) also do not examine the long-term properties of the data. To
our knowledge, there are no guidelines or publications advocating calibration through indicators from long-term
time-series analysis. This may have something to do with the time-intensive need for microscopic calibration in
the first place: a different set of parameters is deemed necessary for different situations, hence considering wider
timescales might be seen as counter-intuitive.

For our work, data for several points on a straight two-lane road are simulated for different traffic flows using
the commercial software VISSIM 5.30 (PTV AG, Karlsruhe, Germany), which is commonly employed by traffic
engineers. Separate simulations were run with input flows Q̄ = 100 veh/h, Q̄ = 200 veh/km, . . . until VISSIM
reported that not all vehicles could be input to the road. This occurred at Q̄ = 4300 veh/h. Each simulation lasted
1060 min., i. e. 1000 min. plus 1 hour ‘warming up’ time at the beginning (ignored in data analysis). The dataset
is made up of 19 detectors, one every 250 m; the data is collected at one-minute resolution. The probabilities of
occurrence for these data are shown in Figs. 1(c,e,h,j). As there are no bottlenecks or specially pre-programmed
driver actions or road conditions that would induce a ‘temporary’ bottleneck, no points from the congested area
of the diagram are present.

The model used in the VISSIM simulator (German acronym: ‘Verkehr In Städten – SIMulationsmodell’) is
described in detail in [21]. Vehicle movements are governed by a car following model designed for motorway traffic
and originally introduced in 1998 [21], a lane-change model, and by limiting vehicle accelerations and decelerations.
The psycho-physical car-following model considers both physical and psychological limits in the driver’s perception
and action (e. g. perception of distance to the next vehicle or current speed). VISSIM driver-vehicle units are
assigned desired speeds from a distribution, and seek to maintain these speeds (free driving) or maintain a safety
distance to a vehicle ahead within perception thresholds, whereby the need to accelerate or decelerate is sensed.
Drivers make lane changes to reach their desired speed. Various speed distributions centered on different values
are provided. In this work we use the model in an unparameterized default state with a generic, fictional road
network and a standard speed distribution between 85 and 120 km/h. Lane changing is governed by the right-side
rule, i. e. vehicles do not have free lane selection but only change lane in order to near their desired speed. We
note that promoting or optimizing the model is not a goal of our work. We rather want to compare the measured
data with such a standard simulation that is typically used by traffic engineers.

18.4. Fluctuations and Cross-Correlations of Flow, Density, Velocity, and
Occupancy

First we study the fluctuations of the main traffic parameters (flow, density, velocity) within short segments of the
data to identify distinctions in traffic variations between different areas of the flow-density diagram (fundamental
diagram). Figure 18.2 shows the average standard deviations of Q, ρ, and v, e. g.,

〈σQ〉 =
〈√√√√ 1

15

15∑
i=1

(
Q2
i − Q̄2

) 〉
, (18.1)

where 〈. . .〉 denotes averaging over all 15-minute data segments with average flow Q̄ = 1
15
∑15
i=1Qi and average

density ρ̄ = 1
15
∑15
i=1 ρi in the corresponding bin; analogous for σρ and σv. One can see that short-term flow

variations (Fig. 18.2(a)) are small for very weak traffic (blue) and most pronounced in the lower central area (red,
below the dashed line, for Q < 3500 veh/h). Short-term density variations (Fig. 18.2(b)) are very small for high
velocities and low densities (above the continuous line) and large for large densities (i.e., in extreme traffic jams).
Short-term velocity variations (Fig. 18.2(c)) are small at the borders of the diagram (very high or low velocities)
and large in the center (between the dashed line and the continuous line, for Q < 3500 veh/h). Plots for 4-minute,
8-minute, and 30-minute segments (not shown) look very similar, although the corresponding average SD values
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Figure 18.2.: (Color online) Fluctuations (i.e., average standard deviations, SD) of (a) flow Q, (b) density ρ, and
(c) velocity v for M30 data, color-coded plots in fundamental diagrams, i.e. versus density ρ̄ and flow
Q̄. Non-overlapping 15-minute segments have been considered to calculate ρ̄ and Q̄ (to identify the
appropriate bin, see text) and to calculate the SD values σQ, σρ, and σv. The SD values for each bin
have been averaged and linearly color coded from 0 to (a) 1700 veh/h, (b) 60 veh/km, and (c) 60 km/h.
The continuous line at Q = (75km/h)ρ − 200 veh/h and the dashed line at Q = (45km/h)ρ − 200
veh/h separate approximate regions of different behavior, see Section 5.

Figure 18.3.: (Color online) Cross-correlations (CC) of (a) flow and density, (b) flow and velocity, (c) density and
velocity, and (d) density and occupancy for M30 data, color-coded plots in fundamental diagrams,
i.e. versus density ρ̄ and flow Q̄. Again, non-overlapping 15-minute segments have been considered.
The color code is different in each part and given in the corresponding legends. Data from 18 weeks
have been used in (a-c), while only two weeks were available for occupancy (d). The continuous line
at Q = (75km/h)ρ− 200 veh/h and the dashed line at Q = (45km/h)ρ− 200 veh/h separate regions
of qualitatively different behavior, see Section 5.

are somewhat different. In addition, increasing the statistics by taking into account overlapping data segments
does not change the plots, except for a few more results at very high density and low flow (velocities below ≈ 20
km/h). We cannot exclude an additional regime and/or state with increased fluctuations for these very sparse
data.

Next we want to quantify the relations between the considered traffic parameters in order to obtain a data-driven



Chapter 18. Phases of Scaling and Cross-Correlation Behavior in Traffic 177

definition of traffic phases. For each 15-minute data segment the cross-correlation function for flow Q and density
ρ is defined as

〈CQ,ρ〉 =
〈

1
15σQσρ

15∑
i=1

(Qi − Q̄)(ρi − ρ̄)
〉

; (18.2)

analogous for CQ,v, Cρ,v, and Cρ,p with occupancy p. Figure 18.3 shows the type (positive or negative) and
strength of these cross-correlations in the fundamental diagram. In interpreting these diagrams we have to keep
in mind that flow, density and velocity are related by Q = ρv. Due to the very small fluctuations of the velocity
at high and low velocities (above the continuous line and for low flows; see Fig. 18.2(c)), CQ,ρ is very close to 1.0,
i.e. strongly positively correlated, in these regions (red in Fig. 18.3(a)). Only in the intermediate regime and for
Q > 2000 veh/h to the right of the continuous line we see a significant decrease of flow-density cross-correlations,
which, however, always remain positive. The picture is drastically different for CQ,v and Cρ,v (Figs. 18.3(b,c)),
which are both negative at high velocities (above the continuous line). This indicates that increases in velocity are
usually associated with decreases in density and flow. Apparently, people drive faster, when there is more space
around them on the motorway.

For Cρ,v the negative cross-correlations remain unchanged in the intermediate regime (between the continuous
line and the dashed line) (Fig. 18.3(c)), while CQ,v changes to a positive sign there, however still remaining small
(Fig. 18.3(b)). We thus see that flow and velocity become nearly uncorrelated in the intermediate regime in
agreement with previous work [12], i.e., drivers’ speeds are uninfluenced by traffic flow or traffic state. Large
positive cross-correlations of density and flow with velocity are observed in the regime below the dashed lines. For
Cρ,v, this behavior seems quite paradox, since larger velocities occur when densities are also large (if Q < 3000
veh/h). Note, however, that this happens at fairly low velocities (v < 50 km/h), while densities are still in the
regime of normal traffic flow.

Finally, Fig. 18.3(d) shows density-occupancy cross-correlations in a much smaller subset of the data (see Section
2). Although large and intermediate positive values are observed in the regimes with high velocities (above the
dashed line), the coefficients become negative for lower velocities. This observation is surprising, since occupancy
is often considered as a proxy for density. Clearly, such an assumption does not hold in the regime below the
dashed line, where we can assume stop-and-go traffic (see Section 2, Appendix A of [12], and [4] for discussion).
However, even in the free-flow regime at low flow values, density-occupancy cross correlation is fairly low (just
around 0.6).

18.5. Empirical Traffic State Classification Scheme
In general, traffic state classification can be attempted either by looking at the current (or running average) values
of major quantities like flow, velocity, density and/or occupancy, or by looking at the dynamic properties of the
corresponding time series data. The first alternative (denoted by static classification in this paper) is chosen in
the MARZ process, where thresholds for velocity and density are used to define four traffic states (see Section 2).
In addition, the previous state might be taken into account in some cases. In other words, one or more functions
of the major quantities define a line or lines that separate traffic states as regimes in the fundamental diagram.
Such function(s) can also be seen as macroscopic traffic models.

The second alternative (denoted by dynamic classification in this paper) is used much less often, since (i) it
requires more evolved data analysis techniques to define traffic states and (ii) more or less extended time segments
of data are needed to quantify dynamic properties, so that time resolution of the state classification is reduced.
The study of fluctuations and cross-correlations in the previous Section 4 of this paper, however, can be regarded
as a systematic approach towards such a dynamic state classification.

In literature, it is universally agreed that there is a free-flow regime which exhibits an approximately linear
relation between density and flow [2]. The simplest and earliest model for the fundamental diagram is one parabolic
regime (or phase) [22] – the relation has a linear relation followed by an inversion at a maximum flow (road capacity)
and a descent into jammed traffic. Many models operate under two or three regimes. Three-phase traffic theory,
developed by Kerner [23], proposes a second linear regime of ‘wide moving jams’. Since free flow and wide moving
jams can be identified by looking at the values of flow and density, they represent a static classification. All other
points around the regime of wide moving jams are termed ‘synchronized flow’ [3], and are for Kerner not part of a
fundamental diagram approach because no unique relationship exists between the variables. Synchronized flow is
thus a typical example of a dynamic state classification. Helbing has led criticism of Kerner’s theory (see, e.g. [24])
arguing that all points in the latter two phases can be explained with one regime (i. e. the second phase). The
scattering is, according to Helbing, due to variations in desired time-gaps between drivers, which, when applying
simulation, can be resolved by utilizing varying parameters: the same form of function is at work but many times
over according to different driver and vehicle types.

Our work is not based on any theory or pre-set number of ‘phases’ or traffic states. Instead, we suggest a dynamic
traffic state classification based on our empirical observations of fluctuations and cross-correlations of the traffic
variables reported in the previous section. Furthermore, our state definitions are based only on the properties of
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Figure 18.4.: (Color online) (a,b,c) Cross-correlations as in Fig. 18.3 with drastically simplified gray scale coding.
In (a), CQ,ρ > 0.95 is marked in black (gray for lower values). In (b) and (c), positive (negative)
values of CQ,v and Cρ,v are marked in black (gray), respectively. The purple continuous lines at
Q = (75km/h)ρ − 200 veh/h and the purple dashed lines at Q = (45km/h)ρ − 200 veh/h separate
regions of qualitatively different behavior.

state CQ,v CQ,ρ Cρ,v segment fraction in A in B in C
1 ≤ 0 > 0.95 ≤ 0 4 min. 54.0% 57.0% 25.1% 2.9%
2 > 0 ≤ 0 4 min. 10.5% 8.8% 32.4% 32.6%
3 > 0 > 0 4 min. 29.2% 28.6% 18.8% 59.3%

other ≤ 0 ≤ 0.95 4 min. 6.3% 5.6% 23.7% 5.2%
1 ≤ 0 > 0.95 ≤ 0 15 min. 59.5% 63.8% 9.7% 0.1%
2 > 0 ≤ 0 15 min. 13.0% 10.8% 42.0% 38.9%
3 > 0 > 0 15 min. 21.8% 20.8% 14.8% 59.9%

other ≤ 0 ≤ 0.95 15 min. 5.7% 4.6% 33.5% 1.1%
1 ≤ 0 > 0.95 ≤ 0 60 min. 52.8% 57.3% 3.2% 0.0%
2 > 0 ≤ 0 60 min. 12.0% 8.4% 55.0% 46.2%
3 > 0 > 0 60 min. 30.1% 30.3% 15.5% 52.7%

other ≤ 0 ≤ 0.95 60 min. 5.1% 4.0% 26.3% 1.1%
all 100% 92.7% 4.1% 3.2%

Table 18.1.: Definition of dynamic traffic states by cross-correlations (top part based on 4-minute data segments,
center part for 15, and bottom part for 60-min. data segments) with frequency of these states in all
data and in data falling into each of the three regions A, B, C of the fundamental diagram (static
classification, see text).

the current data segment and do not regard particular sequences of traffic states. Figures 18.4(a-c), simplified
versions of Figs. 18.3(a-c) clearly show that the observed characteristic sign changes of cross-correlations between
the major quantities of traffic flow give rise to a natural (dynamic) definition of three traffic states (Table 18.1).

Figures 18.4(a-c) and Table 18.1 also show that these states 1, 2, 3 (the dynamic classification) can be approxi-
mately identified with three regions A, B, C (a static classification) in the flow-density diagram. While the states
1, 2, 3 are defined by the properties of the cross-correlations (Table 18.1), the regions are defined by separating
lines at Q = (75km/h)ρ − 200 veh/h (continuous lines) and Q = (45km/h)ρ − 200 veh/h (dashed lines). We
denote the regions by A (above/left of continuous line), B (intermediate region), and C (below/right of dashed
line) in the following. We note that different separating lines for the regions will be required for other roads; in
particular the slopes of the separating lines (i.e., the velocities 75 km/h and 45 km/h) must be chosen according
to characteristic traffic velocities and speed limits. Here, the separating lines have been determined by two main
criteria: (i) optimizing the results in Table 18.1, i. e., obtaining the best possible association of the states 1, 2,
3 with the regions A, B, C, i. e., the largest possible sum of the diagonal (fat) percentages, and (ii) making sure
that the frequency of data points in regions B and C is sufficiently large, so that persistence analysis is possible for
both of them (see Section 6). Our preliminary calculations for other data sets indicate that it may be appropriate
to select 〈v− 10km/h〉 for the slope of the separation line between regions A and B (continuous lines in Fig. 18.4)
and to select 〈v + 5km/h〉/2 for the slope of the separation line between regions B and C (dashed lines in Fig.
18.4). These rules yield 75 km/h and 45 km/h, respectively, when we insert the average velocity 〈v〉 = 85 km/h
that we found in the M30 data (inset of Fig. 1(b)).
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Figure 18.5.: (Color online) Fundamental diagrams of (a,c,e) flow versus density and (b,d,f) velocity versus flow
with each dot representing (a,b) 4 minutes, (c,d) 15 minutes, and (e,f) 60 minutes of data (to be
compared with Figs. 1(a,f)). The dots are colored according to the values of cross-correlations, see
Table 1 — state 1: CQ,v ≤ 0 (black) CQ,ρ > 0.95, state 2: CQ,v > 0 and Cρ,v ≤ 0 (green), state 3:
CQ,v > 0 and Cρ,v > 0 (blue), and remaining data points (red).

Table 18.1 and Fig. 18.5 show that our dynamic state definition is remarkably stable and works quite well also
for rather short time segments (4 minutes) and rather long time segments (60 minutes). Note, however, that the
identification of states and regions becomes somewhat worse for these extremes (Table 18.1), since 4 data values
are very few for calculating reliable cross correlations in Eq. (18.2), and 60 data values often involve non-stationary
behavior (and thus problems with the averages in Eq. (18.2)). We thus think that 15 data values are a good
compromise. Note also that the high-flow, high-density part of region C is more similar to region B (state 2) than
to the rest of region C (Figs. 18.4(c) and 18.5). In region B, a fairly large fraction of data points is classified
as ‘other’ by our state definition (Table 18.1), but state 2 occupies the largest fraction of region B. Overall, a
dynamic classification of each individual 15-minute data segment according to its respective cross-correlations
(Figs. 18.4(c,d)) yields a fairly good separation of the data points in both fundamental diagrams.

However, there are still significant dependencies of fluctuations and cross-correlations on the flow Q within each
region, although dependencies on density or velocity are nearly eliminated by the splitting of the diagram into
the three regions. Figures 18.6 and 18.7 show the dependencies of average fluctuations (〈σQ〉, 〈σρ〉, 〈σv〉) and
average cross-correlations (〈CQ,ρ〉, 〈CQ,v〉, 〈Cρ,v〉) on flow Q̄ for each of the three regions (static classification). In
addition, the corresponding results for our microscopic traffic model simulations (Section 3) are included (open
symbols, for region A only). According to Fig. 18.6 the fluctuations of all quantities are lowest in region A. The
model simulations describe the variations of flow and density very well, but variations of velocity are significantly
underestimated (Fig. 18.6(c)). Probably, a slight constraining bottleneck or a broader set of driver parameters
would be needed to increase velocity fluctuations in the simulated data. Fluctuations of flow and density are
largest for region C (Fig. 18.6(a,b)) and go through maxima for flows between 1000 and 2500 veh/h for regions B
and C. Contrarily, velocity fluctuations are largest in region B (Fig. 18.6(c)).

According to Fig. 18.7, cross-correlations of flow, density, and velocity drop linearly with increasing flow in
region A (filled black symbols). The model simulations also show such a systematic decrease, but the dependence
deviates from the linear form (Figs. 18.7(b,c), open black symbols). As already noted in the discussion of Fig. 18.3,
CQ,ρ (Fig. 18.7(a)) is very similar in regions B and C, Cρ,v (Fig. 18.7(c)) is similar in regions A and B, and CQ,v
(Fig. 18.7(b)) in region B is intermediate between the behaviors in region A and C. Figure 18.7(d) confirms that
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Figure 18.6.: (Color online) Average standard deviations (SD, fluctuations) of (a) flow, (b) density, and (c) velocity
for M30 data in regions A (filled black squares), B (filled red circles), C (filled blue triangles), and
simulation in region A (open black squares).

Figure 18.7.: (Color online) Average cross-correlations (CC) of (a) density-flow, (b) flow-velocity, (c) density-
velocity, and (d) density-occupancy for M30 data in regions A (filled black squares), B (filled red
circles), C (filled blue triangles), and simulation in region A (open black squares, not in (d)) versus
flow.

Cρ,p is surprisingly small, particularly at low flow values.

18.6. Scaling Behavior of Flow, Density, and Velocity
Next we want to study the scaling behavior of the traffic variables in the three states (dynamic classification) and
the three regions of the fundamental diagram (static classification). We apply Detrended Fluctuation Analysis
(DFA) with first, second, third, forth, and fifth order polynomial fitting. The DFA method first introduced by Peng
et al. [16] for studying DNA sequences has been intensely applied to study correlations in noisy, non-stationary
time series. Bunde et al. improved it describing higher-order detrending [17]. It has been validated on surrogate
(control) time series with correlations and trends [18, 25, 26]. A Detrended Cross-Correlation Analysis (DCCA)
for studying long-term cross-correlations based on DFA has also been developed [27].

The method quantifies fluctuations on different time scales s (in minutes, corresponding to the available res-
olution). For each s the integrated (i.e., cumulated) time series of length N is split into non-overlapping pieces
(segments) of length s. Within each segment an n-th order polynomial fit is subtracted, and the remaining
mean-square fluctuations are averaged. Repeating the procedure for many time scales s yields the square of the
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Figure 18.8.: (Color online) DFA fluctuation functions for (a,b) densities and (c,d) velocities from (a,c) M30 data
and (b,d) simulations in region A of the traffic diagram. Data segments corresponding to the flow
range 1800-2400 veh/h (for two lanes, averaged in intervals of 15 minutes) are taken into account.
Different symbols correspond to five different DFAn detrending orders n (legend in (b)). Note that
trends in the data affect results for M30 data and simulated density for large s. The straight dashed
lines have slope α = 0.6 and are shown for comparison; the dotted line in (a) has slope α = 1.0 as
seen in DFA1 for large s due to daily variations of traffic load.

fluctuation function F 2
DFAn(s), which often scales according to a power-law,

F 2
DFAn(s) ∼ s2α. (18.3)

The exponent α can easily be extracted by linear fits of log(FDFAn(s)) versus log(s). Uncorrelated fluctuations
lead to α = 1/2, while α > 1/2 indicates positive long-term correlations (scaling persistence), and α < 1/2
indicates anti-correlations. 1/f noise, which is typical of critical phenomena [5, 6], leads to α = 1. Trends or
non-stationarities in the signal, which may be due to time-dependent means of the considered quantity (e.g., daily
variations of the traffic load), usually lead to a typical crossover in the fluctuation functions [18, 25]. In this case,
the crossover time scale s× depends on the detrending order n, and the slope above the crossover is the minimum
of n+ 1 and p+ 1.5, where p is the order of the (polynomial) trend [18].

Figure 18.8 shows DFA fluctuation functions for density and velocity time series, comparing the results for
different detrending orders and for measured data and simulations. One can see the trend-induced crossovers in
the scaling behavior for measured density (Fig. 18.8(a)), measured velocity (Fig. 18.8(c)) and possibly also for
simulated density (Fig. 18.8(b)), but not for simulated velocity (Fig. 18.8(d)). The ‘trends’ in the data are actually
the variations of traffic load during the daily cycles. These non-stationarities are so strong that non-detrending
methods like DFA0 or conventional fluctuation analysis (FA) merely yield a constant (trend-induced) slope of
α = 1 (not shown). In DFA1-DFA5, below the trend-induced crossover, a consistent slope of α ≈ 0.6 (dashed lines)
can be observed for all detrending orders in Figs. 18.8(a,c). Note that the deviating (larger) slopes on small time
scales, which also depend on the detrending order, are a well-known artifact of the detrending methodology [18]
and can be overcome by more recent (but less established) detrending analysis techniques, see, e.g., [28, 29, 30].

In DFA3 of the measured data (Figs. 18.8(a,c)), scaling with α ≈ 0.6 (dashed lines) can be observed on time scales
s up to ≈ 150 min. The simulated data, on the other hand, yields smaller slopes α ≈ 0.5 for all detrending orders
(Figs. 18.8(b,d)). Our results show that (i) a detrending procedure is necessary to identify scaling properties of
the measured data on time scales above ≈ 20 min., and (ii) there are weak intrinsic long-term correlations (scaling
persistence) with α slightly (but significantly) above 1/2 in the measured data, but not in the simulated data. We
obtain similar results for the DFA of traffic flow Q. These observations are not evidently consistent with earlier
findings of a slowly decaying auto-correlation function of density and flow and a quickly decaying auto-correlation
function of velocity in the free-flow regime [12]. In agreement with the interpretation given in that report, we
think that the slow decay of density and flow auto-correlation seen there was induced by the daily variation of
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Figure 18.9.: (Color online) Color-coded DFA3 exponents α for M30 data in regions A (a-c), B (d-f), C (g-i), and
simulations in region A (j-l), regarding flow (a,d,g,j), density (b,e,h,k), and velocity (c,f,i,l) versus
average flow (vertical axis, 15-min. averages in overlapping ranges of ±300 veh/h for each box) and
time scale s (horizontal axis, logarithmic scale from s = 10 min. to s = 1000 min.). The color code
for α is shown in (e).

traffic load. We suggest that a detrending scaling analysis technique beyond standard auto-correlation function
is required to identify the weak long-term correlation scaling behavior of measured traffic data. Note that the
detrending analysis can differentiate between intrinsic long-term auto-correlations and non-stationarity effects due
to, e.g., variation of traffic load.

In order to compare results for different traffic observables and for regions A, B, and C, Fig. 18.9 shows the fitted
effective DFA3 scaling exponents for all three regions (see Section 5 for definition) for measured and simulated
flow, density and velocity data. We have fitted effective scaling exponents α in plots like those shown in Fig. 18.8,
considering scales between s/

√
2 and s

√
2 for each s = 10 × 1.2m with m = 0, 1, . . . , 26. The trend-induced

crossovers we saw in Figs. 18.8(a,c) thus appear as transitions from green color (α values between 0.5 and 0.75)
to red color (α values close to 1.0) at scale log10 s ≈ 2.2 (corresponding to s ≈ 150 min.) in Figs. 18.9(a,b). Note
that the appearance of this trend-induced crossover is nearly independent of average flow Q̄ for flow and density
fluctuations scaling (Figs. 18.9(a,b)), while trends are somewhat less significant for velocity fluctuations scaling
at low flows (Fig. 18.9(c)). At very large flows (Q > 3500 veh/h), the trend-induced crossover is not seen in
Figs. 18.9(a-c), since the available data does not include sufficiently long uninterrupted sequences with such large
flows, and therefore no fitting results are available for large s at Q > 3500 veh/h. This limitation becomes even
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Figure 18.10.: (Color online) Plots of DFA3 scaling exponents α versus flow Q̄ for (a) density time series and
(b) velocity time series for region A (black squares), B (red circles), and C (blue triangles) and
for simulations in region A (green diamonds). Open symbols mark the corresponding results for
shuffled data, where α = 1/2 (dashed line) is expected. The full scaling range from s = 10 min. to
160 min. has been used to fit the slopes in plots of logFDFA3(s) versus log s. Significant long-term
correlations are seen for the measured data, but not for the simulated data. The strength of the
correlations (persistence) is significantly increased in region B and depends on flow for velocity.

more relevant for regions B and C, where uninterrupted sequences with approximately identical Q̄ and ρ̄ are hardly
longer than 100 min. (log10 s = 2.0, see Figs. 18.9(d-i)). Trend-induced scaling crossovers are thus irrelevant for
regions B and C.

Nevertheless, we find characteristically different patterns of fluctuation scaling behavior in regions B and C
compared with region A. In region B, pronounced short-term correlation emerge as can be seen by the yellow and
red colors appearing on the left at log10 s = 1.0 (corresponding to s = 10 min.). In addition, strong long-term
correlations appear for velocity time series (extended red areas in Fig. 18.9(f)), but not for flow (Fig. 18.9(d));
density behavior (Fig. 18.9(e)) is intermediate and somewhat ambiguous. In region C, the strong long-term velocity
correlations disappear again (Fig. 18.9(i)), so that the velocity scaling behavior becomes similar to region A except
for remaining pronounced short-term correlations. The short-term correlations also remain for flow and density
in region C (Figs. 18.9(g,h)). However, the slight positive long-term correlations (positive persistence) of flow in
region A (with α ≈ 0.6, see Figs. 18.8(a) and 18.9(a)) is turned into a rather anti-correlated behavior (negative
correlations, α < 1/2) in region C (blue color in Fig. 18.9(g)). The observed qualitative differences in the long-term
scaling properties for the three considered regions A, B, and C of the flow-density diagram retrospectively support
this splitting. Note that a much finer splitting will not allow studying long-term scaling properties, since long
uninterrupted data sequences are needed for this.

The results for the simulated data in region A (Figs. 18.9(j-l)) are similar to those for the measured data
(compare with Figs. 18.9(a-c)), except for a slightly lower value of α in general and the absence of a trend-induced
crossover to larger α values at large s. Contrarily to the measured data, we observe a crossover to even smaller
(anti-correlated) α values at large time scales beyond s ≈ 150 min. here. The reason for this opposite crossover
may be that the simulations are performed at constant flow, so that variations in flow (and in density) must be
compensated by opposite variations later during the simulation run.

Our final step in the scaling analysis is a quantitative comparison and significance test. Figure 18.10 summarizes
the scaling analysis results for the original data (measured data and simulated data, filled symbols) and for shuffled
data (open symbols) to quantify and confirm the degree and extent of long-term correlations (persistence scaling).
Following the conclusions drawn from Fig. 18.9, the full range of time scales between s = 10 and 160 min. has
been used in fitting the effective scaling exponent α. In the measured data, there are clear long-term correlations
(persistences) with α significantly above 1/2. The strength of the correlations (persistence) is significantly increased
in region B (red symbols, compared with regions A and C, black and blue symbols). It is quite independent of flow
for density (Fig. 18.10(a)), but increasing with flow for velocity (Fig. 18.10(b)). The simulated data in region A
(green symbols) does not show significant persistence, since the variations of the effective fitted scaling exponent
α are similar as those for the shuffled data (open symbols) for both density and velocity scaling.

The quantitative results for the persistence properties in each of the regions (static classification) are given in
Table 18.2 together with the corresponding results for the dynamic classification into the three states. A significance
test shows that long-term scaling correlations are significant for measured flow in region A, for measured density
in regions A and B, and for measured velocity in all three regions, but not for any of the simulated quantities.
In addition, the scaling behavior of velocity is highly significantly different in region B from regions A or C, but
differences between regions A and C are never significant.
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data M30 region A M30 region B M30 region C simulation
original flow Q 0.61± 0.02 0.61± 0.03 0.58± 0.07 0.54± 0.01
shuffled flow Q 0.52± 0.01 0.56± 0.03 0.54± 0.02 0.52± 0.01
original density ρ 0.63± 0.03 0.75± 0.07 0.55± 0.08 0.52± 0.01
shuffled density ρ 0.52± 0.01 0.51± 0.03 0.51± 0.05 0.54± 0.01
original velocity v 0.66± 0.07 0.92± 0.06 0.67± 0.03 0.53± 0.02
shuffled velocity v 0.53± 0.01 0.50± 0.05 0.49± 0.03 0.52± 0.01
data M30 state 1 M30 state 2 M30 state 3 simulation
original flow Q 0.59± 0.03 0.62± 0.09 0.55± 0.09 0.54± 0.02
shuffled flow Q 0.54± 0.03 0.52± 0.07 0.55± 0.09 0.52± 0.01
original density ρ 0.60± 0.03 0.68± 0.09 0.55± 0.10 0.54± 0.02
shuffled density ρ 0.53± 0.02 0.54± 0.04 0.54± 0.07 0.52± 0.01
original velocity v 0.63± 0.05 0.83± 0.21 0.66± 0.09 0.53± 0.02
shuffled velocity v 0.52± 0.01 0.56± 0.06 0.54± 0.07 0.53± 0.02

Table 18.2.: Effective scaling exponents α for original flow, density and velocity data (M30 data and simulated
data) and corresponding randomly shuffled data regarding the different regions (A, B, C, top part),
and regarding the different states (1, 2, 3, bottom part). Results have been averaged over all available
flows; error bars are single standard deviations. The results for shuffled data are all consistent with
the expected α ≈ 1/2. Bold face script marks results for measured data that exhibit highly significant
long-term correlations (p < 10−6 in t test comparison with shuffled data). Differences of measured
and simulated data in region A and in state 1 are significant for all three observables. Differences of
measured data in regions A and C and between any states are never significant. Exponents of measured
velocity data in regions A and C are highly significantly different from region B; these differences are
marginally significant for density.

Regarding the states, significant long-term scaling correlations are found only in state 1 (the free-flow state, see
Section 5). The reason is that, although we have used 15-minute segments for the dynamic classification of the
states, the corresponding cross correlation results are still too unreliable to yield sufficiently long uninterrupted
time series for DFA in states 2 and 3. This observation was actually our main motivation for defining the (static)
regions in addition to the (dynamic) states. The actual values of the fluctuation scaling exponents in states 2 and
3 show similar changes as in regions B and C. This is not surprising because of the close relation between states
and regions, see Table 1. However, these changes are statistically significant only for the regions (Table 2).

18.7. Prognosis of Traffic Changes and Phase Transitions
Machine learning methods that examine longer time-scales are popular for practical applications, because the hope
is to be able to either complete missing data (i.e. establish a reliable traffic flow indicator, but not necessarily
a state) and/or forecast the future based on some properties of the past [31]. A thorough review can be found
in [32] and a shorter one in [33]. These approaches have become more tractable due to good road measurement
infrastructure, data archival capacity, and computer processing power. However, this research concentrates almost
exclusively on methods of prediction: both parametric and non-parametric methods can be applied [34] meaning
that either predictive equations are derived from data or that the data itself is tested for similarity against past
observations [34].

Figure 18.11 explores the predictive value of density fluctuation and flow-density cross correlations. One can see
that drastically increased density fluctuations and drastically reduced flow-density cross correlations can predict
changes in average velocity in region B, and also – to a much weaker extent – in region A. However, these significant
deviations of these quantities from their average values can apparently not predict the direction of the upcoming
velocity changes. Combining several such indicators of upcoming changes will probably yield empirical predictors
for changing traffic parameters (velocity, density or flow) or early indicators for changing traffic states. More
work with the empirical data (and possibly also more detailed and calibrated traffic simulations) will be needed to
develop such predictors in the future.

18.8. Discussion and Conclusions
The dynamic approach of our traffic state classification is different from most current model- and data-driven
approaches, since we have begun by exploring the cross-correlation properties of the data and not initially looked
for a static classification by any thresholds or limiting lines involving the absolute values of flow, density or velocity.
This led to our definition of three traffic states (1, 2, 3) by cross-correlations, which turned out to be very stable
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Figure 18.11.: (Color online) (a) Fluctuations of density and (b) cross-correlations of density and flow for M30
data in regions A (black), B (red), and C (blue). Different symbols correspond to data from 15-
minute segments followed by increasing average velocity (increase by at least 4 km/h in the next
15 minutes; open symbols: squares, triangles down, triangles right), by similarly decreasing average
velocity (open symbols: triangles up, triangles left, stars), or by approximately constant velocity
(filled symbols: circles, diamonds, hexagonals). One can see that (a) drastically increased den-
sity fluctuations and (b) drastically reduced flow-density cross correlations are usually followed by
changes in average velocity in region B, and – to a much weaker extent – in region A.

even for rather different time segment durations between 4 and 60 minutes (Table 18.1, Fig. 18.5). This dynamic
classification is nevertheless related to a static classification into three regions A, B, C, since we find each of the
three states most frequently in each of these three angular segments (Figs. 4 and 5).

Our dynamic state classification and our static region classification can both be compared with traffic state
classifications in literature. As we noted already in Section 5, our region A fully corresponds to the free-low state in
other approaches [2, 3, 4]. It combines states 1 (free traffic) and 2 (dense traffic) of the MARZ process classification
[8]. We also find that most of the data segments belonging to the free-flow region A are characterized by negative
cross correlations between flow and velocity and between density and velocity, while the cross-correlations between
flow and density are very large (above 0.95, Table 18.1). Furthermore, fluctuation strength and cross correlations
of the main traffic variables in region A indicate monotonous and smooth dependences on the flow Q without
any transitions. In particular, σQ and σρ increase with average Q (Figs. 18.6(a,b)), σv is approximately constant
(Fig. 18.6(c)), CQ,ρ is very large (> 0.9) and only slightly decreasing (Fig. 18.7(a)), in agreement with [12], and CQ,v
as well as Cρ,v are mostly negative and decreasing (becoming more negative) with increasing Q (Figs. 18.7(b,c)).
The scaling behavior of the fluctuations is characterized by weak long-range correlations that slightly increase with
Q (Fig. 18.10). Long-term persistences are significant for all three quantities in region A (static classification)
and also in state 1 (dynamic classification, see Table 18.2). All of these empirical findings are reproduced in the
microscopic traffic model simulations, except of the missing long-term scaling correlations in simulated data. Even
non-stationarities, like significant decreases or increases in velocity, hardly affect fluctuations and cross correlations
in region A (Fig. 18.11).

Many previous studies assume that a traffic phase transition occurs when traffic flow approaches its maximum
value for the motorway [2, 4]. In our data analysis, we do not find clear signs of such a transition even up to
very large flows of Q ≈ 5000 veh/h (for two lanes, see Section 2). This is not really surprising since a traffic
breakdown usually occurs quite fast, typically within a few minutes, see e. g. Figs. 15 and 19 in [35]. Since we
consider 15-min. averages here, a sudden breakdown would lead to an intermediate point (with exact position
depending on the fractions of free-flow and jammed parts – this data point is most probably classified as state
type ’other’, see Table 18.1 and red points in Fig. 18.5) and then points in the high-density regions B and C. In
the large-flow flow range, our results for fluctuations and cross-correlations in regions A and B are fairly similar
(Figs. 18.6, 18.7(c,d)). Only CQ,ρ and CQ,v are a bit closer to zero in region B than in region A (Figs. 18.7(a,b)),
which may indicate an approaching breakdown of stable traffic flow self-regulation. However, in region B we see a
significant increase in the effective long-term correlations scaling exponent for velocity (Figs. 18.9(c,f), 18.10(b)),
and – to a weaker extent – also for density (Fig. 18.10(a)). This change corresponds to an increasing persistence of
velocity (and density) fluctuations with increasing density at top flow values. The increase in persistence may be
related with critical slowing down around a phase transition. In this sense, our region B may be associated with
the critical phase around a phase transition. If, on the other hand, region B was regarded as a phase of its own,
the similarities of fluctuations and cross-correlations at top flow values in regions A and B might suggest that the
transition from region A to region B (towards more persistent fluctuations) corresponds to a second order phase
transition at this point.



186 Chapter 18. Phases of Scaling and Cross-Correlation Behavior in Traffic

We find that most data points in region B belong to state 2 which is defined by positive cross correlations
of flow and velocity and negative cross-correlations of density and velocity, irrespective of the considered time
segment duration (Table 18.1). When comparing our (static) region B and (dynamic) state 2 with classifications in
previous literature and practice, we see a close similarity with MARZ state 3 (viscous flow, ‘zähfließender Verkehr’,
see Section 2). Clearly, this regime is different from free flow and describes congested traffic at relatively large flow
and intermediate density. Nevertheless neither our region B nor our state 2 can be equated with ‘wide moving
jams’, the second phase of Kerner’s three-phase traffic theory [23, 3]. The reason is that ‘wide moving jams’
represent a linear regime with a clear dependence among average traffic variables down to very low flows, which
we cannot confirm in our empirical data. At least parts of our region B and state 2 must thus be considered as
belonging to Kerner’s third phase, ‘synchronized flow’. Hence, our empirical approach does not yield indications of
systematic differences between Kerner’s second and third phase; the same can be said regarding our region C and
state 3. Although this conclusion can be seen as a support for Helbing’s criticism of three-phase theory [24, 4], the
reason for it could also lie in our restricted time windows (15 min.) and/or our disregard of spatial correlations,
which disallows distinguishing the spatio-temporal patterns associated with synchronized flow.

The transition from region A to region B (or, as happens more frequently, from B to A) at flows below the
maximal flow Q ≈ 5000 veh/h is significantly different. Here, fluctuations σQ, σρ, and σv increase drastically
(Fig. 18.6), CQ,ρ drops drastically (Fig. 18.7(a)), and CQ,v changes its sign (Fig. 18.4(b), 18.7(b)). Only Cρ,v
is unaffected by the transition from region A to region B (Fig. 18.4(c)). Such abrupt changes in characteristic
quantities suggest a first-order phase transition, in agreement with the conclusions in previous work [2, 4]. Note
that the effective long-term correlation scaling properties in regions A and B hardly depend on flow in the range
where these two regions are in contact (Figs. 18.9(b,c,e,f), 18.10), so that they may be regarded as different
dynamical phases. Region B (and also state 2, see Table 18.2) are also characterized by the observation that
increased fluctuations and/or decreased cross-correlations can predict significant decreases or increases in velocity
(Fig. 18.11). This effect does not occur in regions A or C.

For region C, we find that most data points belong to state 3 which is defined by positive cross correlations of
flow and velocity and density and velocity (Table 18.1). Region C is again characterized by only weak long-term
correlations, i.e., a weak long-term persistence of density and velocity (Figs. 18.9(h,i), 18.10), similar to region A
and different from region B. Note, however, that there are strong short-term correlations in region C unlike region
A (Figs. 18.9(a,c,g,i)). Therefore, and because of large absolute fluctuations (Fig. 18.6(a,b)), region C must be
considered as another characteristic dynamical phase. It is quite similar to region B at large flows (Q ≈ 3000
veh/h), but Cρ,v has a different (positive) sign compared with region B at lower flows (Figs. 18.4(c), 18.7(c)).
Again, our findings may suggest that the transition between regions B and C is second order at large flows and
first order at lower flow values. Based on our empirical results, it seems that only data points at velocities below
45 km/h (dashed line) and flows below 2500 − 3000 veh/h should be regarded as typical traffic jam regime (blue
points in Fig. 18.4(d)) in contrast to the MARZ classification, where a much larger area of the fundamental traffic
diagram is considered as traffic jam regime (Figs. 18.1(a,f)).

In summary, our data analysis yielded stylized facts that support the classification of traffic data into three
states with different dynamical properties (different cross correlations between the major variables). These state
can be identified with free flow, viscous traffic, and traffic jam. They are closely related with three regions in the
fundamental diagram defined by separation lines at Q = 〈v−10km/h〉ρ−200 veh/h and Q = 〈v+5km/h〉ρ/2−200
veh/h, respectively, for two-lane roads. State classification in the free-flow, linear area (our region A and state 1)
is relatively straightforward and in agreement with other approaches. We also found further two regions (B and C)
and states (2 and 3) that are distinct from free traffic. The two differ mainly by the sign of density-velocity cross
correlations and by the presence of pronounced long-range correlations (scaling of density and velocity fluctuations)
in region B, while there are only short-term correlations in region C.

In further work, our approach should be tested on data from different countries and data from roads with
different topology, e.g., comparing results for traffic flow in straight roads with those for merging points and
studying single-lane data instead of data accumulated over several lanes. Even more information could be gained
from single-vehicle data, which allowed the calculation of additional quantities to provide a clearer overall picture.
In addition, a more evolved microscopic traffic model with realistic road topology, bottlenecks and calibrated flow
conditions should be employed to study what is required to reproduce realistic long-term correlated fluctuations
of traffic flow, density and velocity.
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Meiner Familie möchte ich an dieser Stelle besonders danken, für tatkräftige Unterstützung während beider,
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Frankleben, den 18. Dezember 2016

193





Lebenslauf

Persönliche Daten
Name: Mirko Kämpf
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