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Abstract

This work studies the extrinsic contributions to the spin Hall effect. The descrip-
tion of electronic structure is based on density functional theory by means of a
relativistic Korringa-Kohn-Rostoker Green function method. The electronic and
spin transport calculations for skew scattering applied to ultrathin bismuth-doped
noble metal films are conducted in the framework of a linearized Boltzmann equa-
tion. The computations predict colossal spin Hall effects with spin Hall angles up to
about 80% for one-monolayer films. It is shown that the required resonant scatter-
ing can be tuned by strain engineering, which deposits the film on an appropriate
substrate. The description of bulk systems utilizes a generalized phase shift model,
which demonstrates a subtle interplay between spin-orbit and potential scattering
in different angular-momentum channels. First steps towards a semiclassical ab ini-
tio description of the side-jump mechanism are made by two approaches. A Berry
curvature-based ansatz leads to impurity-independent results, whereas a general-
ized phase shift model identifies contributions with and without dependence on the
scattering-in term (vertex corrections).

Diese Arbeit untersucht die extrinsischen Beiträge zum Spin-Hall-Effekt. Die Be-
schreibung der elektronischen Struktur basiert auf Dichtefunktionaltheorie mittels
einer relativistischen Greenschen-Funktionsmethode nach Korringa, Kohn und Ros-
toker. Die Berechnungen zum elektronischen und Spintransport bezogen auf skew
scattering, welche für ultradünne, mit Bismut dotierte Edelmetallfilme Anwendung
fanden, wurden im Rahmen einer linearisierten Boltzmanngleichung durchgeführt.
Die Berechnungen sagen riesige Spin-Hall-Effekte mit Spin-Hall-Winkeln bis zu 80%
für Monolagenfilme voraus. Es wird gezeigt, dass die erforderliche Resonanzstreu-
ung durch Verzerrung über Filmwachstum auf geeignetem Substrat eingestellt wer-
den kann. Die Beschreibung von Volumensystemen verwendet ein verallgemeinertes
Streuphasenmodell, welches ein subtiles Zusammenspiel zwischen Spin-Bahn- und
Potentialstreuung in verschiedenen Drehimpulskanälen demonstriert. Erste Schritte
in Richtung einer semiklassischen Beschreibung des side jump-Beitrages basierend
auf ersten Prinzipien werden durch zwei Ansätze gemacht. Ein auf der Berry Cur-
vature basierender Ansatz führt auf fremdatomunabhängige Resultate während ein
weiteres verallgemeinertes Streuphasenmodell Beiträge identifiziert, welche abhängig
beziehungsweise unabhängig vom sogenannten scattering-in Term (Vertexkorrek-
turen) sind.





“That’s the entrance fee."
— Balázs László Győrffy
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Nomenclature

EF . . . . . . . . . . . . Fermi energy
AHE . . . . . . . . . . anomalous Hall effect
ASA . . . . . . . . . . atomic sphere approximation
DFT . . . . . . . . . . density functional theory
fcc . . . . . . . . . . . . face-centered cubic
GGA . . . . . . . . . . generalized gradient approximation
iLDOS . . . . . . . . impurity local density of states
KKR . . . . . . . . . . Korringa-Kohn-Rostoker
LDA . . . . . . . . . . local density approximation
LDOS . . . . . . . . . local density of states
ML . . . . . . . . . . . monolayers
MT . . . . . . . . . . . muffin tin
MTA . . . . . . . . . . muffin-tin approximation
RTA . . . . . . . . . . relaxation time approximation
SHA . . . . . . . . . . spin Hall angle
SHC . . . . . . . . . . spin Hall conductivity
SHE . . . . . . . . . . spin Hall effect
SJ . . . . . . . . . . . . side jump
SOC . . . . . . . . . . spin-orbit coupling





Chapter 1

Introduction

“Begin at the beginning and go on till you come to the end: then stop.”
— Lewis Carroll, Alice’s Adventures in Wonderland

Spin electronics, called spintronics in short, was and still is a flourishing field of
research [1]. Its main feature is the usage of the electron’s spin degree of freedom.
Precisely, spin currents and spin-polarized currents are employed to store, trans-
port or manipulate data [2] but also other applications as the cooling of samples
by spin-polarized currents [3] are possible. While the last-mentioned application of
spintronics is still at the beginning of its possibilities, further effects already found
implementation in everyday life. One of the most famous phenomena with impor-
tant application is the giant magnetoresistance (GMR) effect, which was discovered
independently at Orsay by Albert Fert [4] and at Jülich by Peter Grünberg [5] in
1988. Due to this phenomenon, it became possible to increase the storage capacity
of hard disk drives tremendously [6] for which, in consequence, the Nobel price for
physics was awarded to both in 2007 [7, 8].
Naturally, spin-polarized transport arises in materials with an uneven spin popula-
tion at the Fermi energy [9]. Since the consequence of the asymmetric occupation is
a magnetic moment, magnetic materials were investigated in order to inject the spin-
polarized currents into semiconductors or nonmagnetic samples for a more efficient
use. However, problems arising due to conductivity mismatch [10,11] prevent effec-
tive applications of this procedure. Additionally, strong spin-flip processes at the
interface between both materials decrease the efficiency since the spin-polarization
of the current gets lost [12].
An alternative route circumventing the problem of spin injection is to create spin-
polarized or pure spin currents directly in the desired non-magnetic material al-
ready used in microelectronics. A phenomenon accomplishing this is the so-called
spin Hall effect (SHE), whose fundamental background was built already in 1965
by Mott and Massey [13] as well as Landau and Lifshitz [14]. They showed that
spin-orbit coupling (SOC) can cause a left-right asymmetry for scattering of elec-
trons with opposite spins. However, only more than three decades later, precisely in
1999, Hirsch proposed a suitable experiment [15]. In the subsequent years, ongoing
progress made the effect observable in semiconductors [16] and used it to propose
new spintronic devices recently [17].
Nevertheless, the history of the eponymous Hall effect goes back into 1879, when it
was observed by Edwin Hall [18]. In his experiment, a conductor was exposed to an
electric current in a stationary magnetic field perpendicular to the current. He could
observe an electric voltage perpendicular to the directions of both electrical current
and magnetic field since the evocative Lorentz force deflects the electrons to one
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Figure 1.1.: Various Hall effects. The ordinary Hall effect is caused by the Lorentz force
which pushes the conduction electrons to one edge of the sample. Anomalous (or
extraordinary) and spin Hall effect occur in absence of a magnetic field. Due to the
either finite or vanishing magnetization, the experimental results differ, whereas the
origin of both effects is the same.

edge of the sample as illustrated in figure 1.1(a). About two years later, Hall pub-
lished results for ferromagnetic samples where the effect was about ten times larger
than for nonmagnetic materials [19]. Considering the Hall resistivity in dependence
of the applied magnetic field H

ρHall(H) = µ0RsM(H) + µ0R0H , (1.1)

the special character of the discovered anomalous Hall effect (AHE) can be revealed
as a steep slope for small values of H in contrast to a much gentler slope for large
magnetic inductions as can be seen in figure 1.2. In fact, the first part is propor-
tional to the sample’s magnetization M which saturates at a specific value for H,
whereas the direct effect of the magnetic field itself is much lower [20, 21]. Equa-
tion (1.1) contains the vacuum permeability µ0 as well as the constants Rs and R0

which characterize the strength of the anomalous and the ordinary Hall resistivities,
respectively [22].
It took until the 1950s when Karplus and Luttinger [23] as well as Smit [24, 25]

presented first explanations for the anomalous Hall effect which is sketched in figure
1.1(b). Basically, different mechanisms lead to an asymmetric spin-dependent de-
flection of electrons. Due to the unequal number of electrons in the sample with spin
state up or down, the entire number of electrons at opposite edges differ which leads
to the emergence of the Hall voltage. Since the occurrence of spin-dependent deflec-
tion processes is not in the least linked to the magnetic character of the material,
the underlying mechanisms arise in nonmagnetic samples as well. The experimental
result is obviously different in comparison to magnets because the equal number of
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Figure 1.2: Hall resistivity depending on
the applied magnetic field. The do-
mains with the different slopes can
be ascribed to the anomalous Hall
effect (proportional to the magne-
tization M) and the ordinary Hall
effect linear in H.

spin-up and spin-down electrons enforces a vanishing Hall voltage. Nevertheless, the
deflection processes lead to spin accumulation and the appearance of spin currents.
The emergence of such spin currents caused by charge currents in non-magnetic
materials is called spin Hall effect [26] and is depicted in figure 1.1(c).
Prior to a closer consideration of the underlying physics that leads to the spin-
dependent electron deflection, a basic definition of spin currents in comparison to
charge currents is required. In order to get an easy picture, a non-relativistic treat-
ment can be used which leads to the two-current model [27] with two independent
spin channels contributing to the total current. Within this picture, the total charge
current density is given by the sum

jc = j↑ + j↓ (1.2)

of both spin channel contributions, whereas the difference

js = j↑ − j↓ (1.3)

leads to the spin current density. Ohm’s law

j = σE , (1.4)

which connects the electric current density to the applied electric field via the con-
ductivity tensor, can be formulated for each spin channel separately

j↑(↓) = σ↑(↓) E . (1.5)

The spin-dependent conductivity tensors for systems with cubic symmetry and a
spin-quantization axis along z direction possess special symmetries and have the
forms [28]

σ↑ =



σ↑xx −σ↑yx 0
σ↑yx −σ↑xx 0
0 0 σ↑zz


 and σ↓ =



−σ↑xx σ↑yx 0
−σ↑yx σ↑xx 0

0 0 σ↑zz


 (1.6)

when the presence of time reversal symmetry is assumed. I want to emphasize
that the spin-down conductivity tensor was expressed in terms of spin-up quantities
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deliberately in order to highlight the existing relationship. Combining the above
equations one can easily find that the charge conductivity tensor

σc = σ↑ + σ↓ =




2σ↑xx 0 0
0 2σ↑xx 0
0 0 2σ↑zz


 =



σxx 0 0
0 σxx 0
0 0 σzz


 (1.7)

does not show off-diagonal, i.e. Hall, components, whereas the spin conductivity
tensor

σs = σ↑ − σ↓ =




0 −2σ↑yx 0
2σ↑yx 0 0

0 0 0


 =




0 −σsyx 0
σsyx 0 0
0 0 0


 (1.8)

merely consists of those. As was already mentioned, the spin Hall effect describes the
appearance of a transverse spin current by reason of an applied charge current. Ac-
cordingly, the quantification of the strength of the phenomenon is commonly carried
out by the ratio of the so-called spin Hall conductivity (SHC) and the longitudinal
charge conductivity

α =
σsyx
σxx

, (1.9)

which is called the spin Hall angle (SHA).
With the understanding that the spin Hall effect manifests itself via an off-diagonal
component in the (spin) conductivity tensor, it is worth to consider the underlying
physics. It is commonly accepted to distinguish the following different mechanisms,
which can be identified by various approaches [22, 26, 29]. Firstly, it is possible to
separate the intrinsic contribution appearing in ideal crystals. Additionally, two
extrinsic effects emerge in the presence of defects or impurities in the system. They
are known as the skew-scattering and side-jump mechanisms. As shown in figure
1.3, generally, all these effects are superimposed in the sample which provides the
total spin Hall conductivity as the sum of the corresponding contributions

σsyx = σs intr
yx + σs sj

yx + σs skew
yx . (1.10)

The knowledge of the single contributions to the SHE eases the interpretation of
experimental results. For instance, several investigations on gold samples report
results varying by up to two orders of magnitude [30–32] including the giant SHE in
Au with α ≈ 11% obtained by Seki et al. [30]. The large differences can only be un-
derstood in terms of extrinsic contributions with various strengths since the intrinsic
part should be the same in all cases. The influence of extrinsic effects can be very
large, especially in the dilute impurity limit where the skew-scattering contribution
dominates [33]. Therefore, the investigation of the skew-scattering mechanism is an
important step in order to reveal systems with a large SHE. A theoretical investiga-
tion by Gradhand et al. [34] predicted the alloy Cu(Bi), i.e. bismuth impurities in
copper, to provide a large SHA of the order of 10%. The occurrence of a giant SHE
in this material combination was recently confirmed experimentally [35]. Besides
the approach of varying the skew-scattering contribution due to different impurities
in bulk hosts [34, 36], experiments of Gu et al. [37] targeted thin gold films with
platinum impurities and revealed that the reduced sample dimension can have sig-
nificant impact on the obtained results. These findings motivated the theoretical
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Figure 1.3.: Classical trajectories of spin-up and spin-down electrons illustrating intrinsic
and extrinsic contributions to the spin Hall effect. While the intrinsic mechanism af-
fects the electrons in the ideal sample, the skew-scattering and side-jump effects occur
due to scattering events at defects and impurities. Skew scattering results in an angle
between the trajectories before and after scattering whereas side jump emerges as a
displacement. It is noteworthy that intrinsic, skew-scattering and side-jump contribu-
tions do not necessarily have the same sign for the respective spin state.

study on ultrathin films that showed a strongly enhanced effect for one-monolayer
films as well as a large influence of the impurity position within the system [H1].
Accordingly, a big part of this thesis is dedicated to the combination of the afore-
mentioned results. In particular, the skew-scattering contribution and its potential
to optimize the spin Hall effect in noble-metal thin-film systems with bismuth im-
purities shall be investigated. For this task, an established ab initio method is used.
While the electronic structure is obtained on the basis of density functional theory
(DFT) by means of a relativistic Korringa-Kohn-Rostoker (KKR) Green function
method, the transport calculations are carried out within a semiclassical approach
using the linearized Boltzmann equation.
The used ab initio method is computationally quite demanding. In order to cir-
cumvent some of the required efforts, a phase shift model describing skew scattering
in bulk samples will be investigated. This approach is based on a generalization of
the resonant scattering model proposed by Fert and Levy [38] in order to include all
potentially contributing orbital-momentum channels. Within the thesis, the validity
of this model will be discussed by comparison to material-specific first-principle cal-
culations. Additionally, the reformulation will allow for conclusions that go beyond
the original model of Fert and Levy.
In addition to the investigation of skew scattering, the side-jump contribution to the
SHE will be examined by two simplified approaches. The first one follows a sugges-
tion of Sinitsyn et al. [39] focusing on the host properties expressed in terms of the
Berry curvature obtained from first principles here. In contrast to this approach,
the second ansatz stresses the system’s impurity properties. Precisely, the resonant
scattering model from Fert and Levy [38] is extended similarly to the mentioned
case of skew scattering and will be applied to certain material combinations.





Chapter 2

Theoretical Background

“When your code is properly written, it knows more than you.”
— Leonid Sandratskii

2.1. Electronic Structure

2.1.1. Density Functional Theory

In order to describe a solid from a quantummechanical point of view, the Schrödinger
equation

Ĥ ψ(r) = E ψ(r) with
ˆ

d3r ψ∗(r)ψ(r) = 1 (2.1)

serves as a suitable starting point. It connects the Hamilton operator Ĥ via the
wave function ψ(r) with the energy eigenvalue E. In a solid consisting of nuclei (n)
and electrons (e), the Hamiltonian consists of a sum over several contributions

Ĥ = T̂n + T̂e + V̂nn + V̂en + V̂ee . (2.2)

The single terms represent the kinetic energy (T̂ ) of nuclei and electrons as well
as the interaction potential (V̂ ) between nuclei, electrons and nuclei, and electrons,
respectively.
A first and fundamental approximation to simplify equation (2.2) is the adiabatic
or Born-Oppenheimer approximation [40, 41]. It relies on the large discrepancy of
electron and proton mass which differ by three orders of magnitude. Hence, it is
a proper assumption to consider the motion of electrons and nuclei independently.
Accordingly, the Hamiltonian describing the electron motion in the field of static
nuclei reads

Ĥe = − ~2

2me

Ne∑

i=1

∂2

∂r2
i

+
Ne∑

i=1

V (ri) +
1

2

Ne∑

i=1

Ne∑

j=1
j 6=i

e2

|ri − rj|
, (2.3)

where the external potential V (ri) describes the Coulomb interaction between elec-
trons and nuclei. The other variables have their usual meaning of Planck’s constant
(~), electron mass (me), number of electrons (Ne) and electron space coordinate
(ri). Despite this simplification, the problem (2.3) remains unsolvable because the
electron wave function ψ(r1, . . . , rNe) depends on approximately 1023 coordinates
which do not decouple.
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In order to solve the introduced problem it is worth to consider density functional
theory as a suitable tool. The basis of this concept is the theorem of Hohenberg and
Kohn which says that the ground state energy of a many-body system is a unique
functional of the electron density, E[n(r)], for a given external potential V (r) [42].
A possible decomposition valuable for the further analysis reads

E[n(r)] = T [n(r)] +

ˆ

d3r V (r)n(r) +
1

2

ˆˆ

d3r d3r′
e2

|r− r′| n(r)n(r′) +Exc[n(r)] .

(2.4)
The main problem of equation (2.4) is the unknown functional dependence of the
kinetic energy T [n(r)] and the exchange-correlation energy Exc[n(r)] on the electron
density. This issue can be overcome by a variational procedure proposed by Kohn
and Sham [43] which leads to the so-called Kohn-Sham equations

(
− ~2

2m
∇2 + Veff(r)

)
ψi(r) = Ei ψi(r) , (2.5a)

Veff(r) = Veff[n(r)] = V (r) +

ˆ

d3r′
e2n(r′)

|r− r′| +
δExc(n(r))

δn(r)
. (2.5b)

This system of equations describes the motion of non-interacting electrons under the
influence of an effective external potential in a Schrödinger-like structure. Neverthe-
less, if the exact exchange-correlation potential is known, it yields the same electron
density as the system consisting of interacting particles. Since an exact term for
the exchange-correlation energy is unidentified yet, it is an important task to find
an appropriate ansatz for the exchange-correlation energy. A usual approach, which
was tested successfully for metallic systems, is the so-called local density approxi-
mation (LDA). As a basic assumption, it supposes a locally slowly changing electron
density which leads to

ELDA
xc [n(r)] =

ˆ

d3r εxc(n(r))n(r) . (2.6)

In this equation εxc(n(r)) represents the exchange and correlation energy per electron
in a homogeneous electron gas with density n. The electron density n(r) can be
parametrized by a set of one-electron wave functions

n(r) =
Ne∑

i=1

|ψi(r)|2 . (2.7)

In order to get the fundamentally important electron density from equation (2.7), it
is required to pass through a self-consistent Kohn-Sham loop which should be initi-
ated with a problem-adapted starting density ñ(r). By this, the effective potential
Veff(r) = Veff[ñ(r)] is calculated via equation (2.5b) and used to solve the Kohn-Sham
equation (2.5a). The resulting single-particle wave functions can be utilized to get
the new electron density n(r) via equation (2.7). For n(r) 6= ñ(r), n(r) serves as
the new starting density for another cycle. In case of a consistency n(r) = ñ(r), the
correct effective potential which leads to the sought electron density is found and
this part of the problem is solved.
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For the investigation of the spin Hall effect, it is essential to introduce spin-orbit
coupling in the used formalism. Hence, a relativistic approach [44, 45] needs to
be used. The corresponding Kohn-Sham-Dirac equation for the non-magnetic case
considered here is

[
cα · p + βmec

2 + Veff(r)14

]
ψ(E, r) = Wψ(E, r) , (2.8)

where Veff(r) has the same meaning as in equation (2.5b). Here, αi and β indicate
the four-dimensional Dirac matrices

α = (αx, αy, αz) with αi =

(
02 σi
σi 02

)
, (2.9)

σx =

(
0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)
, (2.10)

β =

(
12 02

02 −12

)
14 =

(
12 02

02 12

)
12 =

(
1 0
0 1

)
02 =

(
0 0
0 0

)
(2.11)

consisting of Pauli and unit matrices. The relativistic energy-momentum relation is
given by [45]

W 2 = c2p2 +m2
ec

4 , E ≡ W −mec
2 , (2.12)

where p und c represent the electron momentum and the speed of light, respectively.
The eigenfunctions ψ of the Kohn-Sham-Dirac Hamiltonian in equation (2.8) obey
a bispinor decomposition [44]

ψ(E, r) =
∑

κµ

(
gκ(E, r)χκµ(r̂)

i fκ(E, r)χ−κµ(r̂)

)
(2.13)

within relativistic κµ representation [44, 45] related to the quantum numbers l and
j by

κ =

{
l , j = l − 1

2

−l − 1, , j = l + 1
2

and µ ∈ {−j,−j + 1, . . . , j − 1, j} . (2.14)

The χκµ are the so-called spin-angular functions. Their relation to the spherical
harmonics is given by the Clebsch-Gordan coefficients C and the non-relativistic
spinors [45]

Φ 1
2

=

(
1

0

)
, Φ− 1

2
=

(
0

1

)
(2.15)

as
χκµ(r̂) =

∑

s=± 1
2

C(l, j,
1

2
|µ− s, s) Y µ−s

l (r̂) Φs . (2.16)
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2.1.2. Green Function

In this work, the method to solve the Kohn-Sham-Dirac equation (2.8) with the ef-
fective potential Veff from (2.5b) is the so-called Korringa-Kohn-Rostoker formalism,
which is explained in more detail in subsection 2.1.3. Since it is a Green function
technique, I will shortly discuss the necessary basics which rely on reference [46] in
large part.
The Green function approach is ideally suited to deal with ordinary linear homoge-
neous differential equations of the type presented in equation (2.1) and used in the
following as

Ĥ(r)ψi(r) = Ei ψi(r) . (2.17)

The Green function itself in operator representation is the solution of the equation
[
z − Ĥ

]
Ĝ(z) = 1 (2.18)

with the complex energy parameter z = E + iη. Since the imaginary part η is de-
fined to be positive, only the upper part of the complex energy plane is considered.
Taking into account the completeness of the eigenfunction system ψi(r), it is possi-
ble to write the so-called spectral representation of the Green function by combining
equations (2.17) and (2.18)

Ĝ(E) = lim
η→0+

∑

i

|ψi〉〈ψi|
E + iη − Ei

. (2.19)

Equation (2.19) delivers the Green function depending on real energies E which is
the appropriate quantity for practical applications. In order to get the fundamentally
important electron density, which was already mentioned in equation (2.7), the Dirac
identity

lim
y→0+

1

x± iy
= P

(
1

x

)
∓ iπδ(x) (2.20)

containing the Cauchy principal value P can be employed. Applying equation (2.20)
to the real space analogue of the spectral representation of the Green function (2.19)
allows for an identification with the local density of states (LDOS)

n(r, E) =
∑

i

|ψi(r)|2δ(E − Ei) ≡ −
1

π
ImG(r, r;E) . (2.21)

On the one hand, equation (2.21) gives the possibility to obtain the charge density
as the fundamental quantity in DFT

n(r) =

EF
ˆ

−∞

dE n(r, E) = − 1

π

EF
ˆ

−∞

dE ImG(r, r;E) (2.22)

via an energy integration over all occupied electronic states. The upper boundary is
defined by the Fermi energy (EF ) which separates occupied from unoccupied states.
On the other hand, an integration over the system volume Vs results in the density
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of states
n(E) =

ˆ

Vs

d3r n(r, E) = − 1

π
Im Tr Ĝ(E), (2.23)

if the normalization of the eigenfunctions is taken into account and Tr Ĝ(E) =∑
i 〈ψi|Ĝ(E)|ψi〉 represents the trace of the Green function.

As shown in equations (2.21) - (2.23), the knowledge of the Green function’s diagonal
element G(r, r;E) leads to the knowledge of the electronic properties of a system
via the LDOS. The remaining task is to find an appropriate way to determine the
Green function. Although the evaluation of equation (2.19) is feasible, it is possibly
not the most elegant way for practical applications.
A convenient approach is to start from two Hamilton operators Ĥ and ˆ̊

H which
differ by a potential difference ∆V = Ĥ − ˆ̊

H only. The definitions of respective
Green functions are carried out analogously to equation (2.18)

[
z − ˆ̊

H
]

ˆ̊
G(z) = 1 and

[
z − Ĥ

]
Ĝ(z) = 1 . (2.24)

Combining these equations with the definition of ∆V leads to the so-called Dyson
equation [44]

Ĝ(z) =
ˆ̊
G(z) +

ˆ̊
G(z) ∆V Ĝ(z) (2.25)

which allows to calculate the (unknown) Green function Ĝ(z) for the system of
interest from the (known) Green function ˆ̊

G(z) of a reference system based on the
knowledge of the potential perturbation ∆V . Defining the transition operator T̂
with

T̂ (z)
ˆ̊
G(z) = ∆V Ĝ(z) (2.26)

is a helpful step to enable an effective determination of Ĝ(z) since it yields

T̂ (z) = ∆V
(

1− ˆ̊
G(z) ∆V

)−1

. (2.27)

Evaluating equation (2.27) allows for the calculation of the T operator if the Green
function of the reference system and the corresponding potential difference are
known. Using the transition operator delivers the Dyson equation in its alterna-
tive form

Ĝ(z) =
ˆ̊
G(z) +

ˆ̊
G(z) T̂ (z)

ˆ̊
G(z) (2.28)

to get the sought Green function directly from the reference Green function. In ad-
dition, the wave functions of the considered system can be calculated if the reference
wave functions are known. The analogue formulation to equations (2.25) and (2.28)
for the wave function |ψ〉 is called Lippmann-Schwinger equation and reads

|ψ〉 = ˚|ψ〉+
ˆ̊
G(E) T̂ (E) ˚|ψ〉

= ˚|ψ〉+
ˆ̊
G(E) ∆V |ψ〉 . (2.29)
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2.1.3. KKR Method

The electronic structure calculations performed during this work are based on the
multiple-scattering Green function method developed by J. Korringa [47], W. Kohn
and N. Rostoker [48]. Accordingly, this technique is commonly known as KKR
method [44].
Beyond the possibility to use the KKR approach for band structure calculations
of ideal three-dimensional metals, some further development allowed for additional
applications. Important steps were taken by Zeller and Dederichs [49–51] in order
to consider impurities in crystals. The evolution to the screened KKR formalism
allowed for an effective treatment of systems with larger unit cells. This is most
convenient to study layered systems and free-standing films [52, 53]. The used im-
plementation is well described in the corresponding PhD theses of P. Zahn [53] and
M. Czerner [54].
One of the important characteristics of the KKR formalism is that the scattering
properties of single atoms can be considered independently from the contributions
due to their structural arrangement. In short, it is possible to examine the single-
scattering contribution and the multiple-scattering contribution separately.
In order to use this feature, a first approach, called muffin-tin approximation (MTA),
treats single atoms in separate unit cells. The spherically symmetric potential of
an isolated atom serves as a suitable approximation for the atomic potentials in a
solid. According to this, one considers a sphere n at the lattice site Rn = r̃− r with
a spherically symmetric potential

Vn(r) =

{
Vatom(r), r < RMT

0, r > RMT
(2.30)

that fits completely within the unit cell. In this description, Rn is a lattice vector, r
is a local vector in the muffin-tin (MT) sphere and r̃ is the global vector coordinate.
The corresponding radius of the sphere, RMT, is the so-called muffin-tin radius. The
name is connected to the look of a muffin tin if several of such spheres come together
as shown in figure 2.1(a). The superposition of these single-particle potentials gives
the crystal potential

V (r) =
∑

n

Vn(r) . (2.31)

A first problem of this approach arises if one tries to calculate for example the den-
sity of states according to equation (2.23). The integration within the MT spheres
is easy due to the chosen symmetry of the potential in equation (2.30). For the
interstitial region, this advantage is lost. To overcome this problem, the atomic
sphere approximation (ASA) can be used. The central point is that the radius of
the sphere which limits the region of non-zero potential is enlarged until its volume
is equal to the unit cell volume. Consequently, integrations as in equation (2.23)
run over spherically symmetric regions only, which simplifies the procedure. The
disadvantage is that overlapping areas are counted twice while interstitial domains
are neglected. A schematic picture of this situation is shown in figure 2.1(b). There-
fore, this approximation provides good results if the integrated contributions of both
parts, the neglected and the double counted, are similar. For metallic systems, this
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o

Rn

r

r̃

(a) Muffin-tin approximation (b) Atomic-sphere approximation

Figure 2.1.: Schematic illustration of the potential landscape for muffin-tin and atomic-
sphere approximation.

is usually the case.
Subsequently, the contribution due to the single-site scattering shall be discussed
and is followed by a related consideration of the multiple-scattering contribution.
For reasons of simplicity, the formulation will be presented in the non-relativistic
picture. Nevertheless, an introduction into the relativistic formalism will be pre-
sented as well. For the presentation of the used KKR formalism to determine the
electronic structure of the investigated systems, atomic units are used which means
~ = 2m = e2

2
= 1 and c = 274.074. Consequently, lengths are given in units

of the Bohr radius a0 = 0.0529177 nm while energies are given in Rydbergs with
1Ry = 13.6058 eV.

Free-Particle Solution

The evaluation of the Dyson equation (2.28) or the Lippmann-Schwinger equation
(2.29) requires knowledge of the Green function and wave function of a reference
system. Since they can be written analytically for the free-particle case, this should
serve as the origin for further considerations. The interest is dedicated to the
Schrödinger equation for free particles

(
− ∂2

∂r2
− E̊k

)
ψ̊k(r) = 0 . (2.32)

The resulting plane wave ψ̊k having the continuous energy spectrum E̊k = k2 can
be expanded in terms of a localized complete set of basis functions. Using a basis
set with spherical symmetry, which is needed especially evaluating the single-site
scattering problem later on, the wave function can be rewritten as

ψ̊k(r) =
1√
V
eik·r =

4π√
V

∑

L

il jl(kr)YL(r̂)Y ∗L (k̂) (2.33)

and is normalized to the system volume V . Furthermore, it is expanded using the
combined index L = {l,m} which includes the angular momentum l as well as the
magnetic quantum number m. The wave function’s angular dependence is described
by the complex spherical harmonics YL which depend on the unit vectors along r
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or k direction, respectively. The radial part comes from the corresponding radial
Schrödinger equation for free particles

(
−1

r

∂2

∂r2
r +

l(l + 1)

r2
− E

)
ψ̊l(r, E) = 0 (2.34)

and contributes to the wave function as the spherical Bessel function jl(kr). The
spherical Neumann functions nl(kr) also solve equation (2.34) but, in contrast to
jl(kr), diverge at the origin and therefore cannot contribute to the obtained series
expansion. Nevertheless, they, as well as the spherical Hankel functions h±l (kr) =
nl(kr) ∓ ijl(kr), are important for the completeness of the differential equation’s
solution.
An interesting and later on helpful characteristic between jl(kr) and nl(kr) is that
they fulfil the Wronski relation

W [jl(kr), nl(kr)] =

∣∣∣∣
jl(kr) nl(kr)

d
d(kr)

jl(kr)
d

d(kr)
nl(kr)

∣∣∣∣ =
1

k2r2
, (2.35)

which can be obtained easily in the large argument limit. Being non-zero, equation
(2.35) shows that both solutions are linearly independent.
Having the wave function in hand it is now possible to obtain the Green function
using equations (2.19) and (2.33). A detailed derivation can be found in appendix
A1.3 of reference [55]. The final result for the free-electron Green function in space
representation reads

g̊(r, r′;E) =
∑

L

YL(r̂) g̊l(r, r
′;E)Y ∗L (r̂′) , (2.36)

g̊l(r, r
′;E) =

√
E jl(kr<)h+

l (kr>) , (2.37)

where the angular-resolved radial Green function g̊l(r, r′;E) includes r< = min{r, r′}
and r> = max{r, r′} .

Single-Site Scattering

The formulation of the single-site scattering problem
(
− ∂2

∂r2
+ V (r)− E

)
ψnL(r) = 0 (2.38)

differs from the free-particle case (2.32) by a spherically symmetric potential V (r)
which retains the angular momentum conservation. Consequently, the scattering
states decouple in an angular part represented by the (complex) spherical harmonics
and a radial contribution pursuant to

ψL = Rl(r, E)YL(r̂). (2.39)

The angular-resolved wave function in (2.33) and the Green function (2.37) for the
free particle case can serve as a reference system in order to obtain Rl(r, E) from a
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Rl(r)

RMT

δl(E)/k

Figure 2.2.: Schematic sketch to visualize the scattering phase shift δl(E) between the
radial wave function for spherically symmetric potential (solid red) and free particle
solution (dashed blue) outside the muffin-tin radius RMT.

corresponding radial Lippmann-Schwinger equation according to (2.29). The combi-
nation of these equations, using an angular momentum expansion for the transition
matrix, leads to the regular solution

Rl(r, E) = jl(kr) + k tl(E)h+
l (kr) . (2.40)

The scattering phase shifts, which play an important role in parts of the thesis, are
introduced in detail in what follows.
Outside the muffin-tin sphere, far away from the scattering potential (kr � 1), the
regular free-particle solution jl(kr) and the regular single-site scattering solution
Rl(r, E) feel the same vanishing potential and should behave equally. The only
difference is a phase shift δl(E) accompanied by the scattered wave during the in-
teraction with V (r). Considering the asymptotic behavior of the spherical Bessel
functions, the situation can be formulated as [55, 56]

Rl(r, E) −−−−−−→
lim kr→∞

jl(kr + δl(E)) = Cl
sin(kr − lπ

2
+ δl(E))

kr
. (2.41)

A related schematic representation can be seen in figure 2.2. Due to the large
prominence of the phase shifts in the presented work, it is worth to formulate the
scattering solutions depending on δl(E). In order to do so, one inserts the Hankel
function h+

l (kr) in equation (2.40) and considers the large argument cases jl(kr) ∝
sin(kr − lπ

2
)/(kr) and nl(kr) ∝ − cos(kr − lπ

2
)/(kr) which lead to

Rl(r, E) = (1− i k tl(E))
sin(kr − lπ

2
)

kr
− k tl(E)

cos(kr − lπ
2
)

kr
. (2.42)

Additionally, one can stress the identity sin(x + y) = sinx cosy + cosx siny in order
to separate δl(E) in equation (2.41) leading to

Rl(r, E) = Cl

(
cos δl(E)

sin(kr − lπ
2
)

kr
+ sin δl(E)

cos(kr − lπ
2
)

kr

)
. (2.43)
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A direct comparison of equations (2.42) and (2.43) delivers Cl = eiδl(E) and finally
gives

Rl(r, E) = eiδl(E) (cosδl(E) jl(kr)− sinδl(E)nl(kr)) (2.44)

as the regular solution of the single-site scattering problem depending on the free-
particle solutions perturbed by the scattering phase shifts δl(E). The consideration
of V (r) → 0 and consequently δl(E) → 0 in (2.44) changes Rl(r, E) to jl(kr) and
shows the plausibility of the obtained result.
The previous comparison also enables us to find an expression for the single-site
scattering T matrix

tl(E) = −1

k
sinδl(E)eiδl(E) . (2.45)

In order to find the irregular single-site wave function, which is important for the
completeness of the solution, one can use

Nl(r, E) = C̃l (sin δl(E)jl(kr) + cos δl(E)nl(kr)) (2.46)

as a starting point. It is the analog of equation (2.43) with interchanged coefficients
to ensure the correct behaviour in the zero-potential limit. The appropriate choice
for C̃l results from the Wronskian W [Rl(kr), Nl(kr)] which should give the same
result as for the free-particle solutions in equation (2.35). It leads to C̃l = e−iδl(E)

and therefore

Nl(r, E) = e−iδl(E) (sin δl(E)jl(kr) + cos δl(E)nl(kr)) (2.47)

is the irregular solution of the single-site scattering problem formulated in depen-
dence on the free-particle solutions perturbed by the scattering phase shifts δl(E).
The single-site scattering Green function, which is defined by

(
E +

∂2

∂r2
− V (r)

)
g(r, r′;E) = δ(r− r′) , (2.48)

can be obtained by solving the radial Dyson equation according to (2.28) with the
free-particle Green function as reference. The solution outside the muffin-tin radius
(r, r′ > RMT) is straightforward. The remaining part can be constructed by requiring
continuity at r = RMT. Finally, the single-site scattering Green function can be
written as [55]

g(r, r′;E) =
∑

L

YL(r̂) gl(r, r
′;E)Y ∗L (r̂′)

gl(r, r
′;E) = k H+

l (r>, E)Rl(r<, E)

H+
l (r, E) =

{
Nl(r, E)− ie−2iδl(E)Rl(r, E), r < RMT

h+
l (kr) = nl(kr)− ijl(kr), r > RMT .

(2.49)

The zero-potential limit with vanishing scattering phase shifts shows that the result
(2.49) is consistent with the previous consideration since Rl(r, E), Nl(r, E), and
H+
l (r, E) become jl(kr), nl(kr), and h+

l (kr), respectively and therefore g(r, r′;E)
turns into g̊(r, r′;E).
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Multiple Scattering

The consideration of the KKR approach continues with the representation of the
multiple-scattering contribution. It characterizes a propagating wave that expe-
riences several single-site scattering events described in the previous section. A
suitable approach is based on a crystal potential as in equation (2.31). The used
cell-centered coordinates are introduced in figure 2.3(a).
Similar to equation (2.48) the multiple-scattering Green function is defined by

(
E +

∂2

∂r2
− Vn(r)

)
G(Rn + r,Rn′ + r′;E) = δnn′ δ(r− r′) . (2.50)

The case n = n′ delivers an inhomogeneous differential equation describing the
single-site scattering Green function as in (2.48), whereas the other case n 6= n′

provides the homogeneous differential equation characterizing the multiple scattering
between different cell potentials. The total Green function of the full problem can be
written as the general solution of the homogeneous equation and a special solution
of the inhomogeneous part

G(Rn+r,Rn′+r′;E) = δnn′ g
n(Rn+r,Rn′+r′;E)+

∑

L,L′

Rn
L(r, E)Gnn′

LL′(E)R
×n′
L′ (r′, E) .

(2.51)
This function is expanded into the solutions of the single-site scatterer given by
equation (2.39) as

Rn
L(r, E) = Rn

l (r, E)YL(r̂) (2.52)

and includes the unknown expansion coefficients Gnn′
LL′(E) which are called struc-

tural constants or structural Green function since they describe the influence of the
geometric structure. The complex conjugation × acts solely on the spherical part

R
×n
L (r, E) = Rn

L(r, E)Y ∗L (r̂) . (2.53)

Clarity is achieved by the short form

G(Rn + r,Rn′ + r′;E) = Gnn′(r, r′;E) . (2.54)

Inserting the Green function (2.51) into the Dyson equation (2.25) firstly provides
terms ∼δnn′ forming the on-site Green function

ĝn(E) = ˆ̃gn(E) + ˆ̃gn(E) ∆V n ĝn(E) (2.55)

where ∆V represents the potential difference between the physical and the reference
system. Secondly, it delivers the so-called algebraic Dyson equation

Ĝnn′
LL′(E) = ˆ̃Gnn′

LL′(E) +
∑

n′′, L′′

ˆ̃Gnn′′
LL′′(E) ∆tn

′′
l′′ (E) Ĝn′′n′

L′′L′(E) (2.56)

for the structural Green function which includes the difference between the single-
site T-matrices of the real and the reference system, ∆tnl (E) = tnl (E)− t̃nl (E). The
tilde marks quantities of a reference system which has to be specified yet.
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(a) Cell-centered ASA coordinates with
lattice vectors Rn and Rn′

.

o Rn
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rξ′

r′Rn′
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r′′′

(b) Cell-centered ASA coordinates for a lattice with
atomic basis with lattice vectors Rni and basis
vectors rξi

Figure 2.3.: Cell-centered coordinates with (a) mono-atomic basis or (b) multi-atomic basis.

For ordinary metals and simple bulk systems the mono-atomic basis is sufficient
but a general description requires the transition to a multi-atomic basis depicted in
figure 2.3(b). Especially for free-standing films (so-called slabs) considered in this
thesis, this approach is essential. The underlying Bravais lattice is generated by the
lattice vectors Rn, while the atoms in the unit cell are reached by the vectors rξ.
Consequently, the position of the atom ξ in the unit cell n is represented by

Rn
ξ = Rn + rξ , (2.57)

whereas the connection vector between two arbitrary atoms is

Rnn′
ξξ′ = Rn′

ξ′ −Rn
ξ = Rnn′ + rξξ′ . (2.58)

The necessary transformation of equation (2.56) for this situation can be achieved
by adding the atomic index ξ

Ĝ
nn′
ξξ′

LL′(E) = ˆ̃G
nn′
ξξ′

LL′(E) +
∑

n′′, ξ′′, L′′

ˆ̃G
nn′′
ξξ′′

LL′′(E) ∆tξ
′′

l′′ (E) Ĝ
n′′n′
ξ′′ξ′

L′′L′(E) , (2.59)

where n represents the cell index now. This cell index is missing in the single-site
scattering matrices due to the translational invariance of the ideal crystal potential.
The system periodicity allows for an efficient calculation of the structural Green
function by a Fourier transformation

Gξξ′

LL′(k, E) =
∑

n′

e+ikR0n′
Ĝ

0n′
ξξ′

LL′(E) (2.60)

with the corresponding back transformation

Ĝ
nn′
ξξ′

LL′(E) =
1

VBZ

ˆ

BZ
ddk e−ikRnn′

Gξξ′

LL′(k, E) . (2.61)
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As a reference, an arbitrary cell (here: n = 0) can be chosen since Ĝ
nn′
ξξ′

LL′(E) solely
depends on the difference vector Rnn′ . The sum in (2.60) runs over all cells of the
Bravais lattice while the integration in (2.61) is carried out in the (first) Brillouin
zone only. The corresponding volume VBZ is connected to the volume of the ele-
mentary cell in real space by VEC = (2π)d V −1

BZ . The appearing d stands for the
system dimension for which the Fourier transformation can be applied. In bulk sys-
tems d = 3 while the free-standing films are periodic in plane only which implicates
d = 2. Accordingly, it is possible to formulate the Fourier transformed algebraic
Dyson equation

Ĝξξ′

LL′(k, E) = ˆ̃Gξξ′

LL′(k, E) +
∑

ξ′′, L′′

ˆ̃Gξξ′′

LL′′(k, E) ∆tξ
′′

l′′ (E) Ĝξ′′ξ′

L′′L′(k, E) . (2.62)

It is numerically demanding to solve equation (2.62) by direct inversion but rather
advantageous [53] to use the representation

Ĝξξ′

LL′(k, E) = −δLL′ δξξ′
[
∆t−1(E)

]ξ
l
−
[
∆t−1(E)

]ξ
l

[
M−1(k, E)

]ξξ′
LL′

[
∆t−1(E)

]ξ′
l′ ,

(2.63)

which includes the so-called KKR matrix

M ξξ′

LL′(k, E) = ˆ̃Gξξ′

LL′(k, E)− δξξ′δLL′
[
∆t−1(E)

]ξ
l
. (2.64)

Equation (2.64) is the final key to solve the presented problem. The knowledge of the
Green function of an appropriate reference system, which will be specified later, and
the corresponding transition matrix provides the KKR matrix, which in turn yields
the Fourier-transformed structural Green function via equation (2.63). Evaluating
the Brillouin zone integration in (2.61) delivers the structural Green function in
real space. This allows for the construction of the Green function of the ideal
crystal via equation (2.51), where the on-site Green function and the regular single
site scattering solution are known by the equations (2.49) and (2.40), respectively.
Finally, the actually sought charge density can be calculated by equation (2.22).

Perturbed System

The research of the extrinsic spin Hall effect requires the consideration of lattice
imperfections. In particular, the present thesis examines clean host systems doped
with impurities. The Bloch states of the ideal crystal

ψ̊νk(Rn
ξ + r) =

1√
V

∑

L

eikRn c̊ξL(k, ν) R̊ξ
l (r, E)YL(r̂)

=
1√
V

∑

L

c̊
n
ξ
L(k, ν) R̊ξ

l (r, E)YL(r̂) , (2.65)

which are expanded in the single-site scattering solutions and normalized with re-
spect to the crystal volume V , serve as a suitable starting point for the investigation
of the perturbed system.
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Similar to the unperturbed wave function (2.65) it is possible to construct the per-
turbed one as

ψνk(Rn
ξ + r, ξ0) =

1√
V

∑

L

c
n
ξ
L(k, ν, ξ0)R

n
ξ
l (r, ξ0, E)YL(r̂) . (2.66)

The introduced impurity breaks the system’s translational invariance. Consequently,
the potential perturbation depends on the cell index n as well as on the atomic index
ξ now. Using once more the cell index n = 0, one investigates a finite defect cluster
around the atom at R0

ξ0
. In metallic systems the screening of the perturbed poten-

tial is short ranged which usually allows for the restriction to the next 4 nearest
neighbor shells. For the considered systems crystallizing in face-centered cubic (fcc)
structure the investigated impurity cluster consists of 55 atoms.
The Lippmann-Schwinger equation connecting perturbed and unperturbed wave
functions can be transformed [57] into a formulation for the expansion coefficients

c
n
ξ
L(k, ν, ξ0) = c̊

n
ξ
L(k, ν) +

∑

n′, ξ′, L′

G̊
nn′
ξξ′

LL′(E) ∆t
n′
ξ′

l′ (ξ0, E) c
n′
ξ′

L′(k, ν, ξ0) , (2.67)

which is formally solved by

c
n
ξ
L(k, ν, ξ0) =

∑

n′, ξ′, L′

D
nn′
ξξ′

LL′(ξ0, E) c̊
n′
ξ′

L′(k, ν) (2.68)

using

D
nn′
ξξ′

LL′(ξ0, E) =

[(
1− G̊(E) ∆t(ξ0, E)

)−1
]nn′
ξξ′

LL′
. (2.69)

With the help of the algebraic Dyson equation (2.59), the employed matrix D can be
expressed in terms of the known structural Green function and transition matrix

D
nn′
ξξ′

LL′(ξ0, E) = δnn′δξξ′δLL′ +G
nn′
ξξ′

LL′(ξ0, E) ∆t
n′
ξ′

L′(ξ0, E) . (2.70)

Reference System

As often mentioned before, the free-electron case could serve as a reference system for
the identification of the Green function for the ideal crystal since the corresponding
solutions are known analytically. An emerging problem is the infinite sum in the
Fourier transformation (2.60) which cannot be simply evaluated this way. In order to
make the sum finite and ensure a good convergence, a special reference potential Ṽ
is introduced [53,58,59]. It consists of repulsive muffin-tin potentials centered at the
atomic lattice sites. The corresponding structural Green function can be calculated
evaluating the Dyson equation (2.25) in real space with the free-particle solution as
reference. The advantage of the obtained Green function is its fast exponential decay
with the distance Rnn′ . Due to this screening, the numerical evaluation of equation
(2.60) can be restricted to a finite cluster around a reference atom. Finally, the
screened structural constants are Fourier transformed and used to evaluate a Dyson
equation in reciprocal space in order to get the structural Green function of the
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investigated host system.
It is important to take into account that the reference system can introduce non-
physical states in the energy interval of interest. To avoid such states, the reference
potential should have a strength of at least about 4 Ry [53].

Relativistic Formalism

The emergence of the spin Hall effect is based on the presence of spin-orbit coupling.
Since this is a relativistic effect, the electronic structure needs to be determined
accordingly. Again, the appropriate classification of a relativistic state is carried out
in κµ-representation from equation (2.14). While the non-relativistic notation used
the combined index L = {l,m}, we now use Q = {κ, µ} with Q̄ = {−κ, µ}. The
entire investigation in this thesis is restricted to non-magnetic materials. Hence, the
following formulations will cover this case only. Consequently, the Green function
can be written as

G
nn′
ξξ′ (r, r′;E) = δnn′δξξ′ g

ξ(r, r′;E) +
∑

Q,Q′

Rξ
Q(r, E)G

nn′
ξξ′

QQ′(E)
(
Rξ′

Q′(r
′, E)

)×
(2.71)

with the regular solution in dependence of the index Q following equation (2.13)

Rξ
Q(r, E) =

(
gξQ(r)χQ(r̂)

i f ξQ(r)χQ̄(r̂)

)
, (2.72)

which takes the form of a bispinor and contains the spin-angular functions from
equation (2.16). The special complex conjugation firstly mentioned in equation
(2.53) only acts on the non-spherical part as

(
Rξ
Q(r, E)

)×
=
(
gξQ(r)χ†Q(r̂), −i f ξQ(r)χ†

Q̄
(r̂)
)
. (2.73)

The related algebraic Dyson equation

Ĝ
nn′
ξξ′

QQ′(E) = ˆ̃G
nn′
ξξ′

QQ′(E) +
∑

n′′, ξ′′, Q′′

ˆ̃G
nn′′
ξξ′′

QQ′′(E) ∆tξ
′′

Q′′(E) Ĝ
n′′n′
ξ′′ξ′

Q′′Q′(E) (2.74)

includes the matrix elements of the single-site T matrix, which can be written as

∆tξQ(E) =

ˆ

d3r
(
R̃ξ
Q(r, E)

)†
∆V ξ(r)Rξ

Q(r, E)

=

RnASA
ˆ

0

r2dr
[(
g̃ξQ

)∗
gξQ +

(
f̃ ξQ

)∗
f ξQ

]
∆V ξ(r) (2.75)

in the investigated non-magnetic case. Consequently, the fundamentally important
KKR matrix takes the form

M ξξ′

QQ′(k, E) = ˆ̃Gξξ′

QQ′(k, E)− δξξ′
[
∆t−1(E)

]ξ
Q
. (2.76)
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Evaluating the Phase Shifts

The calculation of the phase shifts, introduced in the section Single-Site Scattering,
is connected with the logarithmic derivative of the regular solution Rl(r, E)

Ll(r, E) :=
dRl(r,E)

dr

Rl(r, E)
:=

R′l(r, E)

Rl(r, E)
. (2.77)

The evaluation of equation (2.77) at the muffin-tin radius ensures continuity and
differentiability of the regular solution being composed of a numerically given part
inside the muffin-tin sphere and an analytically known contribution for r > RMT.
Considering equation (2.44) provides

Ll(RMT, E) =
j′l(kr)− tan δl(E)n′l(kr)

jl(kr)− tan δl(E)nl(kr)

∣∣∣∣
r=RMT

(2.78)

which finally leads to an equation for the phase shifts δl(E)

tan δl(E) =
Lnum
l (R−MT, E) jl(kr)− j′l(kr)

Lnum
l (R−MT, E)nl(kr)− n′l(kr)

∣∣∣∣
r=RMT

(2.79)

for which the numerical solution inside the muffin-tin sphere is used.
The calculation of relativistic phase shifts is based on equation (2.13) which delivers
the relativistic matching condition [45] for the non-magnetic case

∑

κµ

(
gκ(r, E)χκµ(r̂)

i fκ(r, E)χ−κµ(r̂)

)
=
∑

κµ

(
[cos δκ(E) jl(kr)− sin δκ(E)nl(kr)] χκµ(r̂)

ikc~Sκ
W+mec2

[cos δκ(E) jl(kr)− sin δκ(E)nl(kr)] χ−κµ(r̂)

)

(2.80)
that needs to be fulfilled at the muffin-tin radius. According to equation (2.14) the
connection between κ and l is given by

l =

{
κ , κ > 0

−κ− 1 , κ < 0
(2.81)

while l is introduced according to

l =

{
κ− 1 , κ > 0

−κ , κ < 0
. (2.82)

Here, Sκ represents the sign of κ

Sκ = sgn(κ) =
κ

|κ| = l − l . (2.83)

Consequently, the relativistic analogue to equation (2.79) reads [45]

tan δκ(E) =
Qκ(r, E) jl(kr)− ~kcSκ

W+mec2
jl(kr)

Qκ(r, E)nl(kr)− ~kcSκ
W+mec2

nl(kr)

∣∣∣∣∣
r=RMT

(2.84)
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with the abbreviation
Qκ(r, E) =

fκ(r, E)

gκ(r, E)
. (2.85)

Fermi Surface and Fermi Velocity

In transport theory, the Fermi energy EF plays an important role dividing the
occupied from the unoccupied states. Essentially, the electrons with this energy
determine the transport phenomena since they can be excited by very small energy
supply. The Fermi surface is formed by all points in k space where the corresponding
state has an energy eigenvalue Ek = EF . The determination of these points is
executed by a tetrahedron method, which is described explicitly in [53]. Depending
on the dimension of the studied system, the irreducible part of the Brillouin zone
is either filled by tetrahedra (3D) or triangles (2D). A method of nested intervals
is used in order to calculate the intersections with the edges of the tetrahedra or
triangles, respectively. If the applied fragmentation is dense enough, the connection
of all these points provides the whole Fermi surface. In case of a two-dimensional
slab, the Fermi surface takes the form of several Fermi lines, where the number of
lines is connected to the related film thickness [60].
An important quantity for the investigation of the considered transport phenomena
is the Fermi velocity

vF =
∂Ek

∂k

∣∣∣∣
E=EF

, (2.86)

which is evaluated over the discussed Fermi surface. Systems with smoothly curved
Fermi surfaces as the considered metals Cu, Ag, and Au can be described suffi-
ciently by a numerical k derivative. For this purpose, two additional isoenergetic
surfaces with E+ = EF + δE and E− = EF − δE have to be determined, where the
energy difference δE should be sufficiently small. The conducted calculations used
δE = 10−7 Ry. For the linear interpolation, the intersections k±i of the Fermi surface
with the tetrahedra or triangles are used to determine the velocity by the system of
linear equations

(k+
i − k−i )vF = 2 δE with i = 1, 2(, 3) . (2.87)

For systems, where the Fermi surface offers regions with large curvature, this ap-
proach may not be sufficient due to numerical instabilities. Performing the derivation
with respect to k analytically by means of the screened KKR matrix can help to
improve this issue [36].

Spin Polarization

The discussion of the spin Hall effect requires knowledge about the spin states of
the eigenfunctions. The corresponding relativistic vector spin operator [45]

βΣ =

(
σ 0
0 −σ

)
, (2.88)
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which includes the Pauli matrices σ =
(
σx, σy, σz

)
from equation (2.10), does not

commute with the Dirac Hamiltonian of (2.8). Hence and in contrast to the non-
relativistic case, the spin is not conserved in a relativistic treatment. This means
that an eigenstate does not carry spin-up or spin-down character only. Consequently,
the expectation value of the above defined spin operator

s(k) =
〈
ψ̊k

∣∣∣βΣ
∣∣∣ψ̊k

〉
(2.89)

delivers important information about the spin mixing and is called spin polarization.
Especially an evaluation on the Fermi surface is needed for a proper description of
the considered transport phenomena. A crucial point in this discussion is the fact
that the wave functions are twofold degenerate at every k point since time and space
inversion symmetry emerge in the non-magnetic systems considered here. According
to reference [61], the corresponding orthonormal wave functions are labeled with |ψ1

k〉
and |ψ2

k〉 and have opposite spin
〈
ψ1
k

∣∣βΣ
∣∣ψ1

k

〉
= −

〈
ψ2
k

∣∣βΣ
∣∣ψ2

k

〉
. (2.90)

Nevertheless, at every k point, the spin expectation value can point in any direction
since any linear combination of the two states is an eigenstate as well. Therefore, it
is useful to apply a gauge, which also gives a proper basement for the definition of
spin-flip scattering. Generally, this gauge is a unitary transformation of the from

∣∣ψ3
k

〉
= c1

∣∣ψ1
k

〉
+ c2

∣∣ψ2
k

〉

∣∣ψ4
k

〉
= −c∗2

∣∣ψ1
k

〉
+ c∗1

∣∣ψ2
k

〉
(2.91)

with
|c1|2 + |c2|2 = 1 . (2.92)

A very intuitive gauge is to choose a global quantization axis, for example, along z
direction [61] with the conditions

〈
ψ3
k

∣∣β σx
∣∣ψ3

k

〉
=
〈
ψ4
k

∣∣β σx
∣∣ψ4

k

〉
= 0

〈
ψ3
k

∣∣β σy
∣∣ψ3

k

〉
=
〈
ψ4
k

∣∣β σy
∣∣ψ4

k

〉
= 0

〈
ψ3
k

∣∣β σz
∣∣ψ3

k

〉
= −

〈
ψ4
k

∣∣β σz
∣∣ψ4

k

〉
≥ 0 . (2.93)

Consequently, the wave functions carry a spin expectation value parallel or antipar-
allel to the z direction and are labeled with ψ+

k and ψ−k , respectively, depending
on the sign of s(k) defined by (2.89). In the non-relativistic limit, the |+〉 and |−〉
states coincide with the spin-up |↑〉 and spin-down |↓〉 states. The exact form of the
parameters c1 and c2 that fulfill the conditions (2.93) is not important for a general
understanding of the concept but can be found in the appendix of reference [61].
Problems of this gauge occur for so-called spin hot spots [62] with a vanishing spin
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polarization. An alternative gauge [63] solving this problem requires the conditions
〈
ψ3
k

∣∣β σz
∣∣ψ4

k

〉
= 0

〈
ψ3
k

∣∣β σz
∣∣ψ3

k

〉
= −

〈
ψ4
k

∣∣β σz
∣∣ψ4

k

〉
≥ 0 . (2.94)

The essence of this gauge is that finite x and y components
〈
ψ+
k

∣∣β σx
∣∣ψ+

k

〉
=

−
〈
ψ−k
∣∣β σx

∣∣ψ−k
〉
and

〈
ψ+
k

∣∣β σy
∣∣ψ+

k

〉
= −

〈
ψ−k
∣∣β σy

∣∣ψ−k
〉
can appear but

〈
ψ+
k

∣∣β σz
∣∣ψ+

k

〉

takes its maximal value with respect to all possible gauges [63].
The results obtained in this work rely on the second gauge presented. For the inves-
tigated systems, the influence of the chosen gauge is rather small (see appendix A)
but for certain systems with avoided crossing near the Fermi surface the choice could
have more influence [63].



36 2. Theoretical Background

2.2. Semiclassical Electronic Transport

2.2.1. Boltzmann Equation

The description of transport phenomena is closely related to the definition of the
corresponding currents flowing in the system. Within the semiclassical approach,
the electric current density is given by

j = − e
V

∑

k

vk fk . (2.95)

The electrons contribute to it with their charge −e (note: e > 0) and the group
velocity

vk =
1

~
∂Ek

∂k
. (2.96)

The quantity fk is the so-called distribution function which represents the density of
electrons in state k with space coordinate r at time t as f(r,k, t). It is advantageous
to investigate this function since it circumvents the analysis of equations of motion
in 6N dimensional phase space for each of the N electrons. The chosen semiclassical
ansatz to describe the changes of the distribution function is the Boltzmann equation
[41,64,65]

ṙ
∂f

∂r
+ k̇

∂f

∂k
+
∂f

∂t
=

(
∂f

∂t

)

scatt
. (2.97)

In particular, it takes into account changes of the distribution function in conse-
quence of diffusion, external fields and an explicit time dependence which in sum
are compensated by the change due to occurring scattering processes leading to a
system in a steady state. The quantity ṙ is the group velocity from equation (2.96)
while the force term reads

k̇ = − e
~

E (2.98)

in the investigated case of an applied static electric field E and absence of any
magnetic fields. In the used approach, the distribution function is divided in its
equilibrium and a non-equilibrium part

f(r,k) = f̊(r,k) + g(r,k) =
1

e
Ek−µ
kBT + 1

+ g(r,k) (2.99)

where the former one is given by the Fermi-Dirac distribution function. Introducing
equations (2.96), (2.98), and (2.99) into (2.97) leads to the linearized form

− evk · E
∂f̊k
∂Ek

=

(
∂fk
∂t

)

scatt
(2.100)

if one considers a homogeneous system and neglects higher order terms in the electric
field. Further derivations require an ansatz for the scattering term. An appropriate
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approach is given by a connection to the scattering probability [66] via
(
∂fk
∂t

)

scatt
=
∑

k′

(Pk′k gk′ − Pkk′ gk) (2.101)

disregarding the electron-electron interaction [22]. This expression reveals being
intuitive considering the following. The first term on the right-hand side of equation
(2.101) describes the scattering from an initial state k′ into a final state k which
appears with a probability of Pk′k ≡ Pk′→k. The second term represents the opposite
process with scattering events from an initial state k into a final state k′ appearing
with a probability Pkk′ . This is not equal to Pk′k since the conventional microscopic
reversibility is not valid in the presence of SOC. In consequence of this approach,
the first term on the right-hand side of equation (2.101) is called scattering-in term,
whereas the other one is the so-called scattering-out term. The emerging difference
of the distribution function from its equilibrium value represented by gk can be
estimated by the following ansatz. In linear response, the application of an external
electric field E changes the electron energy by

∆E = −eE ·Λk (2.102)

on its mean free path Λk between two scattering events. Perturbing the Fermi-Dirac
distribution function f̊(r,k) by this energy difference and expanding the resulting
function in a Taylor expansion up to the term linear in E leads to

gk = eΛk · E
(
∂f̊k
∂Ek

)
. (2.103)

The combination of equations (2.100), (2.101), and (2.103) results in the following
form of the linearized Boltzmann equation

Λν
k = τ νk

(
vνk +

∑

k′ν′

P ν′ν
k′k Λν′

k′

)
, (2.104)

which is actually solved iteratively [65] and utilized for the ab initio results presented
in sections 3.1 and 3.2. Previously, the band index was omitted for simplicity and
is incorporated by ν now. The integral equation for the vector mean free path can
be written in this form since the momentum relaxation time τ νk is connected to the
scattering probability via

(τ νk)−1 =
∑

k′ν′

P νν′
kk′ . (2.105)

In the dilute limit of impurity concentration, which non-interacting scattering cen-
ters, Fermi’s golden rule [65]

P νν′
kk′ =

2π

~
c0N |T νν

′
kk′ |2 δ(Eν

k − Eν′
k′) (2.106)

delivers the remaining suitable representation for the microscopic transition proba-
bility. Thus, equations (2.104) - (2.106) provide the connection between the mean
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free path as classical quantity and the quantum mechanical transition operator from
equation (2.26) in matrix representation. Thus, the used approach is called semi-
classical. In equation (2.106), c0 represents the impurity concentration, while c0N
can be understood as the system’s total number of defects. The energy-dependent
Dirac delta function covers the incorporated issue of elastic scattering. The follow-
ing section deals with two different ways to express the T matrix, either depending
on quantum mechanical wave functions or in terms of scattering phase shifts.

2.2.2. Transition Matrix

The results for transport properties presented in this thesis are based on two con-
cepts depending on the way the scattering information is stored in the transition
matrix.
On the one hand, the expression for the T matrix via perturbed and unperturbed
wave functions, which are based on the quantum mechanical ab initio approach,
are used. Its advantageous completeness of scattering information is countered by
the computationally very demanding handling. Results using this approach are pre-
sented in section 3.1 and references [H1, H5].
On the other hand, it is possible to express the transition matrix in terms of scatter-
ing phase shifts obtained from ab initio calculations for an impurity atom embedded
in the host. The handling of this phase shift approach turns out to be quite simple
but is not suitable for an arbitrary kind of host system, as extensively discussed
in reference [H4]. Corresponding results are presented in sections 3.2 and 3.3 and
references [H2, H3, H4].

Transition Matrix for Ab Initio Calculations

The transition matrix, the representation of the transition operator of equation
(2.26) in terms of wave functions, is given by [55]

T νν
′

kk′ =
∑

n, ξ

ˆ

d3r ψ̊†k′,ν′(R
n
ξ + r) ∆V n

ξ (r, ξ0)ψk,ν(R
n
ξ + r, ξ0) (2.107)

and used for the ab initio calculations. Using the perturbed and unperturbed wave
functions expanded in radial solutions, as shown in equations (2.65) and (2.66), leads
to

T νν
′

kk′ =
1

V

∑

n, ξ,Q

(
c̊
n
ξ
Q(k′, ν ′)

)∗
∆
n
ξ
Q(ξ0, E) c

n
ξ
Q(k, ν, ξ0) . (2.108)

In equation (2.108), ∆
n
ξ
Q abbreviates the integral over the scattering potential and

the perturbed as well as the unperturbed radial solutions

∆
n
ξ
Q(ξ0, E) =

Snξ
ˆ

0

r2dr
(
R̊ξ
Q(r, E)

)∗
∆V n

ξ (r, ξ0)R
n
ξ
Q(r, ξo, E) (2.109)
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which is evaluated up to the sphere radius S of the potential perturbation at Rn
ξ .

The consideration of the relation between the perturbed and unperturbed wave
function in equation (2.68) allows for a T matrix representation solely depending on
unperturbed expansion coefficients

T νν
′

kk′ =
1

V

∑

n, ξ,Q

∑

n′, ξ′, Q′

(
c̊
n
ξ
Q(k′, ν ′)

)∗
∆
n
ξ
Q(ξ0, E)D

nn′
ξξ′

QQ′(ξ0, E) c̊
n′
ξ′

Q′(k, ν) , (2.110)

which is quite suitable for practical calculations, where D
nn′
ξξ′

QQ′(ξ0, E) is defined by
equation (2.70).

Transition Matrix for Non-Relativistic Phase Shift Model

A convenient starting point for a formulation of the transition matrix in terms
of non-relativistic phase shifts is the scattering amplitude fkk′ appearing in the
wave function’s representation as a superposition of an incoming plane wave and an
outgoing spherical wave

ψ(r) = eik·r + fkk′
eikr

r
. (2.111)

According to equation (28) of reference [67], the scattering amplitude for the spin-
conserved scattering process k→ k′ can be written as

fkk′ =
2π

ikF

∑

lm

[
e2iηml − 1

] (
Y m
l (k̂)

)∗
Y m
l (k̂′) =

4π

kF

∑

lm

sin ηml e
iηml

(
Y m
l (k̂)

)∗
Y m
l (k̂′) ,

(2.112)
with ηml ≈ ηl − m

2
λl
∆l

sin2 ηl (considering spin-up states with spin value σ = +1).
Here, the phase shift’s m dependence is taken into account by a series expansion in
λl
∆l

[68] where ∆l is half of the resonance width and λl represents the SOC constant
for the corresponding l > 0 impurity level.
The connection between the scattering amplitude and the transition matrix is given
by [56]

Tkk′ = −2π~2

meV
fkk′ . (2.113)

Consequently and in accordance with reference [38], the transition matrix for spin-
conserving scattering of spin-up states can be written as [H3]

T++
kk′ =

4π2~2

mekFV

∑

lm

[
m
λl
∆l

ei2ηl sin2 ηl − 2eiηl sin ηl

](
Y m
l (k̂)

)∗
Y m
l (k̂′) . (2.114)

Transition Matrix for Relativistic Phase Shift Model

In order to express the transition matrix in terms of relativistic scattering phase
shifts corresponding to j = l ± 1

2
, again the scattering amplitude serves as a suitable



40 2. Theoretical Background

Table 2.1.: The Clebsch-Gordan coefficients C(l 12j;m−ms,ms) according to reference [45].

j ms = −1
2

ms = 1
2

l − 1
2

√
l+m+ 1

2

2l+1
−
√

l−m+ 1
2

2l+1

l + 1
2

√
l−m+ 1

2

2l+1
−
√

l+m+ 1
2

2l+1

starting point. An appropriate expression for spin-conserving scattering can be
obtained in the style of equation (11.72) of reference [45] as

f++
kk′ =

4π

kF

∑

j

j∑

mj=−j

[
C

(
l
1

2
j;mj −

1

2
,
1

2

)]2

eiδj sin δj

(
Y
mj− 1

2
l (k̂)

)∗
Y
mj− 1

2
l (k̂′) .

(2.115)
The expansion into spherical harmonics is realized by Clebsch-Gordan coefficients
C(l 1

2
j;m−ms,ms) according to table 2.1. The application of equation (2.113) finally

leads to [H2]

T++
kk′ = − 8π2~2

mekFV

∑

lm

(
Y m
l (k̂)

)∗
Y m
l (k̂′)×

[(
l +m+ 1

2l + 1

)
e

iδ
l+1

2 sin δl+ 1
2

+

(
l −m
2l + 1

)
e

iδ
l− 1

2 sin δl− 1
2

]
. (2.116)

Accordingly, it is possible to start from

f+−
kk′ =

4π

kF

∑

j

j∑

mj=−j

(
Y
mj− 1

2
l (k̂)

)∗
Y
mj+

1
2

l (k̂′)×

C

(
l
1

2
j;mj −

1

2
,
1

2

)
eiδj sin δj C

(
l
1

2
j;mj +

1

2
,
1

2

)
. (2.117)

for the spin-flip case which finally leads to

T+−
kk′ = − 8π2~2

mekFV

∑

lm

(
Y m
l (k̂)

)∗
Y m+1
l (k̂′)

√
(l −m)(l +m+ 1)

2l + 1
×

[
e

iδ
l+1

2 sin δl+ 1
2
− eiδ

l− 1
2 sin δl− 1

2

]
. (2.118)
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2.3. Contributions to the Spin Hall Effect

This section is devoted to a closer look at the single contributions to the spin Hall
effect. While the introduction provided just a brief overview of the contributing
mechanisms, this shall be intensified now. Especially the way how these mechanisms
can be connected to the above introduced quantities will be of interest. For the SHE,
the underlying mechanisms are the same as for the anomalous Hall effect, for which
they are discussed much more intensively in literature [22,29,69].
A discussion according to a fundamental separation of corresponding contributions
can start with the electric current density from equation (2.95). Beyond the group
velocity (2.96), which I will denote as vgk in the following, the electron velocity also
contains anomalous components ṽak, where the tilde represents the fact that several of
such anomalous terms exist. According to equation (2.99), the distribution function
consists of an equilibrium and a non-equilibrium part. Consequently, it is possible
to write

jsy = − e
V

∑

k

sk,z

(
vgk,y + ṽak,y

)(
f̊k + gk

)

= − e
V

∑

k

sk,z

[
vgk,y f̊k + ṽak,y f̊k + vgk,y gk + ṽak,y gk

]
(2.119)

for the transverse component of the spin current density in a system with applied
electric field along x direction and spin quantization axis in z direction. The first
term on the right hand side of equation (2.119) vanishes due to the symmetries
vgk = −vg−k for the group velocity and f̊k = f̊−k for the Fermi-Dirac distribution
function. The second term will be related to the intrinsic contribution, while the
last two terms emerge in perturbed systems, which becomes evident due to the
appearance of the non-equilibrium distribution function gk. The third term will be
identified with the so-called skew-scattering contribution, whereas the fourth term
will be related to the side-jump mechanism [29].

2.3.1. Intrinsic Contribution

The intrinsic contribution, clearly formulated for the AHE by Karplus and Luttinger
[23], shows up via an anomalous velocity transverse to the electric field [29]

va,νk =
e

~
E×Ων

k . (2.120)

Here, Ων
k is the so-called Berry curvature [70] which arises out of the periodic part

uk(r) of the Bloch wave ψνk = uνk(r)eik·r and can be obtained as

Ων
k = i

ˆ

VEC

d3r ∇k

(
uνk(r)

)∗ ×∇ku
ν
k(r) = i〈∇ku

ν
k| × |∇ku

ν
k〉 . (2.121)

For the evaluation of equation (2.121), the completeness relation
∑

ν′
∣∣uν′k
〉〈
uν
′

k

∣∣ = 1
between all bands of the system needs to be taken into account. Additionally, the
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identity
〈
∇ku

ν
k

∣∣∣uν′k
〉

=
〈uνk|∇kH(k)

∣∣uν′k
〉

Eν
k − Eν′

k

, (2.122)

according to Schrödinger’s equation (2.1), is needed. Combining the above equations
finally leads to a representation of the Berry curvature

Ων
k = i

∑

ν′ 6=ν

〈uνk|∇kH(k)
∣∣uν′k
〉
×
〈
uν
′

k

∣∣∇kH(k)|uνk〉(
Eν

k − Eν′
k

)2 (2.123)

which supports its physical interpretation. In particular, it incorporates the influ-
ences of all bands of the system by so-called virtual interband transitions when the
theoretical treatment is based on an effective one-band model. Especially for k
points where another band comes close to the considered one, the absolute value
of the Berry curvature becomes large. In presence of degenerate bands, the Berry
curvature cannot be treated in its Abelian form considered above but needs to be ex-
pressed in a non-Abelian way [71,72]. For a twofold degenerate band, the curvature
is not a vector anymore but becomes a vector-valued matrix Ωij(k) instead. Since
this thesis is rather focused on the spin-dependent transport than the mathematical
and computational treatment of the Berry curvature, interested readers are referred
to the paper of Gradhand et al. [72], which treats these points in detail.
In order to find the intrinsic contribution to the current density, one has to combine
equation (2.120) with the corresponding term of equation (2.119), which leads to

jintr = − e2

~V
∑

k, ν

(E×Ων
k) f̊ νk . (2.124)

Further derivations use that the sum over k can be written in an integral form
according to

∑
k → V

(2π)3

´

d3k, where the volume element can be reformulated as

d3k= dS dk⊥ and dk⊥ = 1
~

dEνk
|vk| holds. Using Ohm’s law (1.4) and assuming a spin

polarization in z direction according to [72, 73] one can obtain the Hall component
of the conductivity tensor due to the intrinsic mechanism by integrations over the
Berry curvature as

σzyx =
e2

~(2π)3

EF
ˆ

dE Ωz(E) (2.125)

with
Ωz(E) =

∑

ν

"

IS(E)

d2k

~|vνF (k)| sz(k) Ων
z(k) . (2.126)

Thus, a numerical calculation of the intrinsic spin Hall conductivity requires two
steps. Firstly, for several densely distributed energies on a quite large energy in-
terval, the k-dependent Berry curvature needs to be evaluated and integrated over
the respective iso-surface IS(E) which possibly consists of several bands ν. The
subsequent integration process for this energy-resolved Berry curvature ranges from
the band energy bottom up to the Fermi level and finally provides the intrinsic spin
Hall conductivity (SHC).
The actual problem occurring during this procedure is the Brillouin-zone integra-
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tion of the Berry curvature [72, 74, 75]. Precisely, the computational demanding
issue is related to the fact that Ω(k) is a very spiky function. The most problematic
regions are those around avoided crossings which often arise due to spin-orbit cou-
pling. Especially for light elements with a weak SOC, the Berry curvature around
avoided crossings behaves similarly to a δ function, whereas it is smeared for heavy
elements. Hence, it is easier to calculate the intrinsic contribution to the SHE for
crystals composed of heavy elements like gold or platinum than for lighter ones such
as copper.

2.3.2. Extrinsic Contributions

In contrast to the previously investigated intrinsic contribution to the SHE, which
is solely determined by the electronic band structure of the ideal host material and
is independent of any scattering processes, the so-called extrinsic mechanisms arise
from such scattering events caused by imperfections of the otherwise translationally
invariant crystal. In the present work, substitutional impurities play the role of
these defects.
In order to derive a general expression for the spin Hall conductivity arising from
extrinsic mechanisms, one can start from the current density

j = − e
V

∑

k

vk gk (2.127)

which can be written as

j = −e
2

V

∑

k

(
∂f̊k
∂Ek

)
vk (Λk · E) (2.128)

with the help of equation (2.103). Here, vk represents a velocity that has to be
specified when the final formula is employed. According to equation (2.119) it is
the group velocity for skew scattering and an anomalous velocity in case of side
jump (SJ). A transformation into a form including a dyadic product as well as a
comparison with Ohm’s law reveals an expression for the conductivity tensor

σ =
e2

V

∑

k

(
− ∂f̊k
∂Ek

)
vk ◦Λk (2.129)

which includes the necessary information to quantify the spin Hall effect. The deriva-
tive of the incorporated Fermi-Dirac distribution function at T = 0 is a negative δ
function in energy. Hence, the conductivity tensor takes the form

σ =
e2

(2π)3

ˆ

d3k δ(Ek − EF ) vk ◦Λk . (2.130)

The appearance of the energy δ function implying elastic scattering restricts the
integral to the Fermi surface. The reformulation of the volume integral similar to
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the case of the intrinsic contribution finally leads to

σ =
e2

~(2π)3

∑

ν

"

Ek=EF

dSν
|vνk|

vνk ◦Λν
k , (2.131)

where ν sums over all bands appearing at the Fermi energy. While for bulk systems
exactly equation (2.131) can be utilized, the likewise considered free-standing films
are treated as two-dimensional systems and need to be discussed differently. As
outlined in references [60, H1], the corresponding Fermi surfaces are formed by sep-
arate Fermi lines. Accordingly, the surface integration resolves into a line integration
which leads to

σ2D =
e2

~(2π)2d

∑

ν

˛

Ek=EF

dlν
|vνk|

vνk ◦Λν
k . (2.132)

One has to pay attention that the transformation of a two-dimensional k sum into
an integration is given by

∑
k → A

(2π)2

´

d2k where A is the system’s surface area.
Consequently, the film thickness d remains in the final formula (2.132).
The proper description of spin transport phenomena requires inclusion of informa-
tion about the electron spin states. Within the semiclassical approach, the spin
polarization from equation (2.89) can be simply included in the conductivity ten-
sors (2.131) and (2.132) which leads to the so-called spin-conductivity tensors for
three and two dimensions

σs,3D =
e2

~(2π)3

∑

ν

"

Ek=EF

dSν
|vνk|

sνz(k) vνk ◦Λν
k (2.133)

and
σs,2D =

e2

~(2π)2d

∑

ν

˛

Ek=EF

dlν
|vνk|

sνz(k) vνk ◦Λν
k , (2.134)

respectively. These equations provide explicit expressions for the description of the
extrinsic spin Hall mechanisms when the corresponding electron velocities are used
and the mean free path, for which equation (2.104) can be applied, is known. In the
following, the physical interpretation of these mechanisms will be discussed.
Firstly, the scattering angle between the incoming and outgoing direction (compare
figures 1.3 and 2.4) is different for spin-up and spin-down electrons which is ascribed
to skew scattering [25]. Equation (2.104) is closely related to the microscopic in-
terpretation of this mechanism. Due to occurring scattering events, the transition
probability is apparently nonzero. Consequently, the scattering-in term of equation
(2.104), including P ν′ν

k′k , rotates Λν
k which results in a certain scattering angle. The

crux of the matter is that in presence of spin-orbit interaction, the conventional
(non-relativistic) microscopic reversibility (P νν′

kk′ = P ν′ν
k′k) is not valid. Taking addi-

tionally into account that for non-magnetic systems with inversion symmetry (̂i) the
time-reversal symmetry (t̂) influences the transition probability as

P ↑↑kk′
î
= P ↑↑−k−k′

t̂
= P ↓↓k′k 6= P ↓↓kk′ , (2.135)
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Figure 2.4.: Classical electron trajectories schematically illustrate the extrinsic contribu-
tions to the spin Hall effect due to spin-dependent scattering at an attractive impurity
potential. In contrast to figure 1.3, the incident direction and the impurity center are
not aligned. Consequently, also the absolute values of the scattering angles for spin-
up and spin-down electrons can differ, which, nonetheless, reflects the skew-scattering
contribution. The side-jump effect expresses itself in a spatial displacement (dashed
lines). The figure is adapted from reference [76].

the scattering asymmetry between both spin states becomes apparent.
Secondly, considering electrons as wave packets, a shift of the center of mass be-
fore and after the scattering event can be identified (compare figures 1.3 and 2.4).
Accordingly, this mechanism is named side jump [77]. Although the coordinate
shifts [39] appear in all directions, only those along the y direction account for the
side-jump contribution to the SHE in systems with charge current along x and spin
quantization axis along z axis.
A possible and illustrative treatment is based on the transverse velocity compo-
nent [22,39]

vsjy (k) =
∑

k′

Pkk′
(
δrkk′

)
y
. (2.136)

It combines the real space coordinate shift with the corresponding scattering prob-
ability where the information about the side-jump effect itself is stored in δr. The
actual problem is to find an appropriate description for this quantity.
According to a proposal from Sinitsyn et al. [78], side jump originates from the
anomalous velocity (2.120). Considering this together with the force term (2.98)
allows to write

ṙ =
1

~
∂Ek

∂k
− k̇×Ωk . (2.137)

The integration of equation (2.137) over the time interval at which the electron feels
the impurity potential during a single scattering event leads to

δrkk′ =
1

~

t2
ˆ

t1

dt
∂Ek

∂k
+ Ωk × (k′ − k) , (2.138)
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where k and k′ are the momenta before and after scattering, respectively, and a
constant Berry curvature is assumed. The times t1 and t2 indicate the instants
when the electron enters or leaves the impurity in a semiclassical picture. Due to
the random character of the scattering events from the first term of equation (2.138),
these contributions vanish during the averaging process of equation (2.136) [78]. On
the contrary, the second term does not disappear by reason of the present Berry
curvature. Accordingly, one can write

δrsjkk′ = Ωk × (k′ − k) (2.139)

as the electron’s microscopic displacement which contributes to the entire spin Hall
conductivity

σsjyx =
e2

~(2π)3

∑

ν,k′

"

Ek=EF

dSν
|vνk|

sνz(k)Pkk′
(
Ωk × (k′ − k)

)
y

Λν
x(k) . (2.140)

Sinitsyn et al. [39] presented another route to derive equation (2.139) by far extensive
derivation steps. The approach relies on the explicit expression of incoming and
outgoing wave packets in terms of eigenstates of the unperturbed Hamiltonian and
a Gaussian envelope function. Accordingly, the charge centers before and after the
scattering event can be calculated. Their difference in the lowest nonzero Born
approximation is given by [39]

δrkk′ =

〈
uk′

∣∣∣∣i
∂

∂k′
uk′

〉
−
〈
uk

∣∣∣∣i
∂

∂k
uk

〉
−
(
∂

∂k′
+

∂

∂k

)
arg(Vkk′) , (2.141)

where |uk〉 is the Bloch state’s momentum-dependent periodic spinor and Vkk′ rep-
resents the disorder potential matrix. Equation (2.141) delivers a gauge invariant
expression for the electron’s coordinate shift due to side jump with a clear semi-
classical interpretation. Further assumptions of a radial spin-independent impurity
potential implying Vkk′ ∝ 〈uk′|uk〉 and a small scattering angle (|k′ − k| � |k|)
leading to |uk′〉 ≈ |uk〉+ (k′ − k)|∂uk/∂k〉 result in equation (2.139) [39].
In the considered case of a spin-independent impurity potential, the above approach
does not explicitly depend on the impurity potential itself but relies on the electronic
structure of the host contributing to equation (2.139) via the Berry curvature.
Another way to derive a side-jump velocity which includes the influence of the impu-
rity potential follows a derivation of Peter Levy [79]. Accordingly, a suitable starting
point is the Hamiltonian

Ĥ =
p2

2m
+NiV̂ (2.142)

consisting of the usual kinetic energy and the perturbation due to external impurity
potentials, where Ni represents the number of such impurities. In the framework of
a semiclassical approach, the application of the Ehrenfest theorem is suitable. As
well known, it relates the time derivative of the expectation value of any quantum
mechanical operator to the commutator of that operator with the system’s Hamil-
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tonian. Hence, the electron velocity can be obtained as

ṙk = vk =

〈
k̃

∣∣∣∣
i

~

[
Ĥ, r

] ∣∣∣∣k̃
〉

=
pk

m
+ va(k) , (2.143)

where the contribution

va(k) = Ni

〈
k̃

∣∣∣∣
[r, V̂ ]

i~

∣∣∣∣k̃
〉

(2.144)

represents the anomalous velocity whose components transverse to the applied elec-
tric field will be identified with the side-jump contribution. With the help of the
Lippmann-Schwinger equation (2.29)

∣∣∣k̃
〉

=
[
1 +

ˆ̊
G(Ek)T̂

] ∣∣∣k
〉

(2.145)

it is possible to express the perturbed state |k̃〉 via the unperturbed state |k〉, the
Green function of the ideal system and the corresponding transition operator. For
the evaluation of equation (2.144) it will be helpful to rewrite the commutator as

〈
k̃
∣∣∣
[
r, V̂

] ∣∣∣k̃
〉

= 2i Im
〈
k̃
∣∣∣rV̂
∣∣∣k̃
〉
. (2.146)

As known from equations (2.26) and (2.29), the connection between external poten-
tial and transition operator can be used to formulate

〈
k̃
∣∣∣rV̂
∣∣∣k̃
〉

=
〈
k̃
∣∣∣rT̂
∣∣∣k
〉
. (2.147)

Additionally, it is helpful to take into account the completeness

1 =
∑

k′

|k′〉〈k′| (2.148)

of the eigenstates. Based on the k state’s real-space representation 〈r|k′〉 = eik′·r,
the reformulation

〈k̃|r|k′〉 = −i∇k′〈k̃|k′〉 (2.149)

can be found. The combination of the above equations leads to
〈
k̃
∣∣∣rV̂
∣∣∣k̃
〉

=
∑

k′

〈k̃|r|k′〉〈k′|T̂ |k〉

= −i
∑

k′

[
∇k′〈k̃|k′〉

]
〈k′|T̂ |k〉

= i
∑

k′

〈k̃|k′〉∇k′〈k′|T̂ |k〉 − i
∑

k′

∇k′

[
〈k̃|k′〉〈k′|T̂ |k〉

]
. (2.150)

The second term in the last line of equation (2.150) vanishes. This becomes obvious
when it is written in integral form and the limit [79]

lim
k′→∞

〈k̃|k′〉 = 0 (2.151)
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is taken into account. The adjoint expression of equation (2.145) allows to reformu-
late

〈k̃|k′〉 = 〈k|k′〉+ 〈k|T̂ †|k′〉G̊†(Ek) . (2.152)

Using this result for equation (2.150) and taking into account the orthogonality of
the states, it is possible to write

〈
k̃
∣∣∣rV̂
∣∣∣k̃
〉

= i
∑

k′

〈k̃|k′〉∇k′〈k′|T̂ |k〉

= i∇k〈k|T̂ |k〉+ i
∑

k′

〈k|T̂ †|k′〉G̊†(Ek)∇k′〈k′|T̂ |k〉 . (2.153)

The combination of equations (2.144), (2.146), and (2.153) leads to

va(k) =
2Ni

~
Im
〈
k̃
∣∣∣rV̂
∣∣∣k̃
〉

=
2Ni

~

[
Re∇kTkk + Re

∑

k′

T †k′kG̊
†(Ek)∇k′Tkk′

]
(2.154)

for the anomalous velocity. In a further step, the spectral representation of the
Green function (2.19) as well as the Dirac identity (2.20) lead to

va(k) =
2Ni

~

[
Re∇kTkk +

∑

k′

P
(

1

Ek − Ek′

)
Re
{
T †k′k∇k′ Tkk′

}

−π
∑

k′

δ(Ek − Ek′) Im
{
T †k′k∇k′ Tkk′

}]
(2.155)

as the expression, which was already used by Fert and Levy [38] for material-specific
calculations of the side-jump effect. As stated in this paper and shown explicitly by
Levy [79] by means of a long and elaborate derivation, only the last term in equation
(2.155) contributes to the Hall effect. Accordingly, one has to insert

vsj(k) = −2πNi

~
∑

k′

δ(Ek − Ek′) Im
{
T †k′k∇k′ Tkk′

}
(2.156)

into equation (2.133) in order to find the corresponding side-jump conductivity.
An important point to be discussed is the different dependence of the skew-scattering
and side-jump mechanisms on the impurity concentration in the system [22]. While
it is quite obvious that the intrinsic contribution to the SHC does not depend on
the impurity concentration, a closer look for the extrinsic mechanisms is required.
It is most precise to compare the corresponding current densities according to equa-
tion (2.127) caused by the two extrinsic effects. As can be understood following
equations (2.103) - (2.106), the non-equilibrium part of the distribution function gk
is inversely proportional to the impurity concentration

gk ∝ (c0)−1 . (2.157)
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The information on the skew-scattering mechanism is stored in the mean-free path
Λk which directly enters the distribution function gk. Due to the independence of
the Fermi velocity on the impurity concentration in equation (2.127), the current
density arising from skew scattering is inversely proportional to c0

jskew ∝ (c0)−1 . (2.158)

On the contrary, the information about side jump is stored in the side-jump velocity
vsjk of equation (2.136) where the spacial shift according to a unique scattering event
δrkk′ is obviously independent of impurity concentration. Considering the linear
concentration dependence of the transition probability due to equation (2.106), the
side-jump current density (and consequently the side-jump conductivity) becomes
independent of the impurity concentration

jsj ∝ (c0)0 . (2.159)

The same discussion is valid considering the side-jump velocity from equation (2.156)
which is linear in the total number of impurities and consequently linear dependent
on the impurity concentration. According to this discussion, the skew-scattering
mechanism dominates over side jump in the dilute limit of impurity concentration.
In order to circumvent any possible confusions I want to highlight once more that the
above given statements hold for current densities and conductivities only. Obviously,
the situation is different for the spin Hall angle which is concentration independent
for skew scattering but depends linearly on c0 for the side-jump mechanism.
Another point worth mentioning in the framework of this discussion is the occasion-
ally discussed intrinsic skew scattering associated with the so-called ladder diagram
corrections of the microscopic Kubo-Středa theory [80]. Although this contribution,
which is not considered in the present work, also arises from the antisymmetric
scattering rate, the corresponding spin Hall conductivity is independent of the im-
purity concentration [22] similar to the side-jump contribution. Consequently and
in agreement with reference [81], it is also possible to ascribe this contribution to the
side-jump mechanism when decomposing the SHE according to equation (1.10).
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2.4. Phase Shift Models for the Spin Hall Effect

During the presentation of various expressions for the transition matrix in section
2.2.2, it was shown, that spin-orbit coupling can be incorporated by a series ex-
pansion in the SOC constant λl. In this case, spin-orbit coupling effects, which are
mandatory for the description of the spin Hall effect, are taken into account in a
perturbative way. An additional assumption is related to spin-flip scattering events.
As it is known from reference [82], the results for bulk systems do not drastically
change incorporating spin-flip scattering. Therefore, spin-flip contributions will be
neglected, in order to simplify the corresponding consideration.
An appropriate starting point for a formulation of the conductivity tensor in terms
of scattering phase shifts is given by equation (2.131). The used approach for an
analytical evaluation of the emerging integrals is the consideration of the spherical
band approximation

Ek =
~2k2

2me

, vk =
~k

me

,

"

Ek=EF

dSk = k2
F

ˆ

dΩk = k2
F

2π
ˆ

0

dφk

π
ˆ

0

dθk sin θk

(2.160)
which leads to

σ =
e2mekF
~2(2π)3

ˆ

dΩk vk ◦Λk (2.161)

with the vector mean free path Λk given by equation (2.104).

2.4.1. Longitudinal Conductivity

Prior to the formulation of contributions to the spin Hall effect, it is worth to con-
sider a conventional quantity such as the charge conductivity in the framework of
scattering phase shifts. As shown in the introduction (equation (1.6)), the conduc-
tivity tensor is composed of the respective terms for each spin component. Thus,
in presence of time and space inversion symmetry, the longitudinal conductivity is
given by σxx = 2σ+

xx. In order to get σ+
xx, we include the Fermi velocity in spherical

band approximation from equation (2.160), the mean free path Λk from equation
(2.104) restricting the consideration to the scattering-out term here1, as well as the
transition probability from equation (2.106) into equation (2.161) which leads to

σ+
xx =

e2mekF τ0

~2(2π)3

ˆ

dΩk v
x
kv

x
k =

e2kF τ0

me(2π)3

ˆ

dΩk k
2
x , (2.162)

where the assumption of an isotropic momentum relaxation time τk ≈ τ0 was used
according to reference [38]. Taking into account that

ˆ

dΩk k
2
x =

k2
F

3

ˆ

dΩk =
4πk2

F

3
, (2.163)

1An additional investigation on the extended case can be found in appendix B.
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the longitudinal conductivity

σ+
xx =

e2k3
F

6π2me

τ0 (2.164)

can be expressed in terms of the isotropic momentum relaxation time. The actual
form of τ0 will be determined in the following sections depending on whether non-
relativistic or relativistic scattering phase shifts are used.

2.4.2. Skew Scattering

As was already mentioned in the introduction, the spin Hall effect manifests itself
via an off-diagonal component in the conductivity tensor. Similar to the charge con-
ductivity, the starting point for the following consideration is equation (2.161) where
a crucial quantity is the mean free path. For the consideration of skew scattering in
cubic systems, only the scattering-in term needs to be incorporated [22, 33, 36, 82].
Similar to the charge conductivity, the spin Hall conductivity σsyx = 2σ+

yx is com-
posed of the respective terms for each spin component. Following the steps outlined
above, σ+

yx can be obtained as

σ+
yx =

c0NV e
2k2
F τ

2
0

~3(2π)5

ˆ

dΩk

ˆ

dΩk′ ky k
′
x |T++

k′k |2 . (2.165)

A reasonable approximation used during this derivation is the restriction Λk′ = τ0
~k′x
me

which, apart from τk ≈ τ0, is identical to the first iteration within the iterative pro-
cedure for Λk in equation (2.104).
Depending on the phase shifts to be used, the transition matrices from equations
(2.114) or (2.116) can be inserted into (2.165). Nonetheless, the analytical deriva-
tion can be simplified taking into account that only the antisymmetric part of the
microscopic transition probability

P antisym
k′k =

Pk′k − Pkk′

2
(2.166)

contributes to the skew-scattering mechanism [38, 67]. According to this, one can
write

σ+
yx =

c0NV e
2k2
F τ

2
0

~3(2π)5

ˆ

dΩk

ˆ

dΩk′ ky k
′
x |T++

k′k |2antisym , (2.167)

where |T++
k′k |2antisym is to be understood in the style of equation (2.166) as

|Tk′k|2antisym =
|Tk′k|2 − |Tkk′|2

2
= −|Tkk′ |2antisym . (2.168)

Phase Shift Model in Terms of Non-Relativistic Phase Shifts

Considering equation (2.114) one can find that the first term on the right-hand side
is antisymmetric when interchanging k and k′ since the factor m changes sign in
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the corresponding sum. In contrast, the second term is symmetric in this respect.
Accordingly, only the cross terms contribute to |T++

kk′ |2antisym which leads to

|T++
kk′ |2antisym =

64π4~4

V 2m2
ek

2
F

i
∑

lm

∑

l′m′

m
λl
∆l

sin (2ηl − ηl′) sin2 ηl sin ηl′ ×

Y m
l (k̂)

(
Y m
l (k̂′)

)∗ (
Y m′
l′ (k̂)

)∗
Y m′
l′ (k̂′) . (2.169)

To derive the Hall component of the conductivity tensor σ+, one can interchange k
and k′ in equation (2.167) and use equation (2.169) directly. The representation of
kx and k′y in terms of spherical harmonics by

kx =

√
2π

3
kF

[
Y −1

1 (k̂)− Y 1
1 (k̂)

]
and k′y = i

√
2π

3
kF

[
Y −1

1 (k̂′) + Y 1
1 (k̂′)

]
(2.170)

leads to integrals over the angular parts Ωk and Ωk′ incorporating three spherical
harmonics. The evaluation of those is outlined in appendix C. Accordingly, it is
possible to obtain

σ+
yx = −e

2~k2
F c0

2πm2
eV0

τ 2
0

∑

lm

∑

l′m′

m
λl
∆l

sin (2ηl − ηl′) sin2 ηl sin ηl′ ×
{
δl′,l+1

[
δm′,m+1

(l +m+ 1)(l +m+ 2)

(2l + 1)(2l + 3)
− δm′,m−1

(l −m+ 1)(l −m+ 2)

(2l + 1)(2l + 3)

]

+ δl′,l−1

[
δm′,m+1

(l −m)(l −m− 1)

(2l − 1)(2l + 1)
− δm′,m−1

(l +m)(l +m− 1)

(2l − 1)(2l + 1)

]}
(2.171)

as the Hall component of the conductivity tensor for the spin-up channel expressed in
terms of non-relativistic phase shifts with V0 = V/N as the unit-cell volume. Finally,
the reasonable restriction to {l, l′} ≤ 3 which considers the important scattering
contributions between s, p, d, and f states leads to

σ+
yx =

(
e2

~

)(
2~2k2

F c0

πm2
eV0

)
τ 2

0

{
1

3

λ1 sin2 η1

∆1

[sin (2η1 − η0) sin η0 − sin (2η1 − η2) sin η2]

+
λ2 sin2 η2

∆2

[sin (2η2 − η1) sin η1 − sin (2η2 − η3) sin η3]

+ 2
λ3 sin2 η3

∆3

sin (2η3 − η2) sin η2

}
. (2.172)

Multiplying with a factor of 2 considers the second spin channel and delivers the
total SHC. In order to express the spin Hall conductivity of equation (2.172) solely
in terms of the phase shifts it is necessary to evaluate the isotropic relaxation time
τ0. Starting from equations (2.105) and (2.106) and inserting the T matrix from
equation (2.114) provides

1

τk
=

4π2~c0N

mekFV

ˆ

dΩk′

∣∣∣∣∣
∑

lm

(
Y m
l (k̂)

)∗
Y m
l (k̂′) eiηl sin ηl

(
m
λl
∆l

eiηl sin ηl − 2

)∣∣∣∣∣

2

.

(2.173)
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With the help of the relations

l∑

m=−l
mf(l) = 0 ,

l∑

m=−l
f(l) = (2l + 1)f(l) ,

l∑

m=−l
m2 =

l(l + 1)(2l + 1)

3
(2.174)

as well as the consideration that the averaged (or isotropic) momentum relaxation
time is given by

1

τ0

=
1

4π

ˆ

dΩk̂

1

τk
(2.175)

one can easily find

1

τ0

=
4π~c0

mekFV0

∑

l

(2l + 1) sin2 ηl

[
1 +

l(l + 1)

12

λ2
l

∆2
l

sin2 ηl

]
. (2.176)

Another possible route to execute the isotropic relaxation time approximation is
to assume that τk does not change drastically with k on the Fermi surface. Con-
sequently, one can suppose τ0 = τk0 with k0 = (0, 0, kF ). Starting from equation
(2.173) and incorporating Y m

l (ẑ) =
√

2l+1
4π
δm,0 provides the commonly used (non-

relativistic) form [55]

1

τ0

=
4π~c0

mekFV0

∑

l

(2l + 1) sin2 ηl . (2.177)

This approach neglects the second order term with respect to the SOC strength
in equation (2.176). Therefore, it is a good approximation if the SOC constant is
smaller than the resonance width [67].
Besides the relaxation time, it is the SOC constant for the impurity atom in the
considered host that has to be expressed in terms of scattering phase shifts. Often,
it is approximated by the corresponding atomic SOC constant [38,83]. Nevertheless,
the value for an isolated atom can differ significantly from λl for an impurity atom
embedded in a host [84, 85]. Additionally, the resonance width often approximated
by a fixed value [38] needs to be clarified. It is worthwhile to use an expression
for λl and ∆l in terms of phase shifts which can be obtained by means of ab initio
calculations performed for a real impurity system [85]. In this way, one can generalize
equation (2.172) using the relations [86]

λl sin
2 ηl

∆l

=
2(δl− 1

2
− δl+ 1

2
)

2l + 1
, (2.178)

ηl =
lδl− 1

2
+ (l + 1)δl+ 1

2

2l + 1
(2.179)

based on the phase shifts related to the relativistic quantum number j = l ± 1
2
.

Consequently, it is possible to apply equation (2.172) for any impurity system beyond
the special case of resonance scattering since no special assumptions for the impurity
states are made.
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Phase Shift Model in Terms of Relativistic Phase Shifts

The derivation of an expression for the spin Hall conductivity in terms of relativistic
phase shifts is carried out following the steps described for non-relativistic phase
shifts, above. A suitable starting point is to rewrite equation (2.116) as

T++
kk′ = − 8π2~2

mekFV

∑

lm

(
Y m
l (k̂)

)∗
Y m
l (k̂′)

2l + 1

{
m
[
eiδl+1/2 sin δl+1/2 − eiδl−1/2 sin δl−1/2

]

+ (l + 1)eiδl+1/2 sin δl+1/2 + leiδl−1/2 sin δl−1/2

}
. (2.180)

As was already pointed out in the previous section, the term
∑

mm
(
Y m
l (k̂)

)∗
Y m
l (k̂′)

is antisymmetric with respect to an exchange of k and k′ while
∑

m

(
Y m
l (k̂)

)∗
Y m
l (k̂′)

is symmetric. Consequently, it is possible to show that

|T++
kk′ |2antisym =

128π4~4

V 2m2
ek

2
F

i
∑

lm

∑

l′m′

m
Y m
l (k̂)

(
Y m
l (k̂′)

)∗ (
Y m′
l′ (k̂)

)∗
Y m′
l′ (k̂′)

2l + 1
fll′ (2.181)

with

fll′ =
1

2l′ + 1

{
(l′ + 1) sin (δl′+1/2 − δl+1/2) sin δl+1/2 sin δl′+1/2

+ l′ sin (δl′−1/2 − δl+1/2) sin δl+1/2 sin δl′−1/2

− (l′ + 1) sin (δl′+1/2 − δl−1/2) sin δl−1/2 sin δl′+1/2

− l′ sin (δl′−1/2 − δl−1/2) sin δl−1/2 sin δl′−1/2

}
. (2.182)

In order to derive the Hall component of the conductivity tensor σ+, one can execute
the steps presented in the previous section. This leads to

σ+
yx =

(
e2

~

)(
2~2k2

F c0

πm2
eV0

)
τ 2

0

∑

lm

∑

l′m′
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×

{
δl′,l+1

[
δm′,m−1

(l −m+ 1)(l −m+ 2)

(2l + 1)(2l + 3)
− δm′,m+1
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]

+ δl′,l−1

[
δm′,m−1

(l +m)(l +m− 1)

(2l − 1)(2l + 1)
− δm′,m+1

(l −m)(l −m− 1)

(2l − 1)(2l + 1)

]}
(2.183)

or

σ+
yx =

(
e2

~

)(
4~2k2

F c0

πm2
eV0

)
τ 2

0

{
1

9
(f10 − f12) +

1

5
(f21 − f23) +

2

7
f32

}
(2.184)

if the restriction to s, p, d, and f states is made again and f10, ..., f32 are defined by
equation (2.182).
The derivation of the isotropic relaxation time can be executed similarly to the
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previous section when τ0 = τk0 with k0 = (0, 0, kF ) was assumed. Accordingly,

1

τ++
0

=
4π~c0

mekFV0

∑

l

{
(l + 1)2

2l + 1
sin2 δl+ 1

2
+

l2

2l + 1
sin2 δl− 1

2

+
2l(l + 1)

2l + 1
cos(δl+ 1

2
− δl− 1

2
) sin δl+ 1

2
sin δl− 1

2

}
(2.185)

can be found, where the absence of spin-flip contributions is highlighted explicitly
since it is possible to simplify the expression for τ0 by incorporating those. Namely,
one can use equation (2.118) to obtain

1

τ+−
0

=
4π~c0

mekFV0

∑

l

l(l + 1)

2l + 1

{
sin2 δl+ 1

2
+ sin2 δl− 1

2

−2 cos(δl+ 1
2
− δl− 1

2
) sin δl+ 1

2
sin δl− 1

2

}
. (2.186)

Finally, the sum of the inverse relaxation times for spin-conserving and spin-flip
scattering events gives

1

τ0

=
4π~c0

mekFV0

∑

l

[
(l + 1) sin2 δl+ 1

2
+ l sin2 δl− 1

2

]
. (2.187)

This expression is consistent with the well-known term for the relativistic scattering
cross section [45]

σcs =
4π

k2
F

∑

l

[
(l + 1) sin2 δl+ 1

2
+ l sin2 δl− 1

2

]
(2.188)

which is related to τ0 via [83]

σcs =
V0

vF c0 τ0

. (2.189)

2.4.3. Side Jump

In order to find a phase-shift representation for the side-jump conductivity, a combi-
nation of equations (2.156) and (2.161) leads to the spin-up channel contribution

σ+,sj = −
(
e2

~

)
c0

V0

m2
ek

2
F

(2π)5~4

ˆ

dΩk

ˆ

dΩk′ Im
{
T̃ ∗kk′∇k′T̃kk′

}
◦Λk , (2.190)

where the sum over k′ states stemming from the side-jump velocity was rewritten
into the corresponding integral as for equations (2.130) and (2.131). Additionally,
the abbreviation T̃kk′ = V Tkk′ is used. According to equation (2.104), the side-jump
conductivity can be split into two parts σsj = σsj,I + σsj,II with

σ+,sj,I
yx = −

(
e2

~

)
c0

V0

mek
2
F

(2π)5~3
τ0

ˆ

dΩk

ˆ

dΩk′ Im

{
T̃ ∗kk′

∂T̃kk′

∂k′y

}
kx (2.191)
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and

σ+,sj,II
yx = −

(
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)
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m2
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(2.192)
Here, the consideration of the second part is restricted to the first iteration of the
scattering-in term in order to attain an analytical expression for this contribution
at reasonable expense. For the further derivation of the side-jump conductivity, the
T matrix will be used as

Tkk′ = − 8π2~3

V me

√
2meEF

∑
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(
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l (k̂)

)∗
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2

+

(
l −m
2l + 1

)
e

iδ
l− 1

2 sin δl− 1
2

]
, (2.193)

where the Fermi wave vector was expressed in terms of the Fermi energy EF . Again,
the spherical band approximation is used in order to simplify the corresponding
terms. With an appropriate expression for the k derivative of the T matrix, which
is presented in detail in appendix D, and by using the abbreviations
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(2.194)
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, (2.195)
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the first contribution to the side-jump conductivity, which includes solely the scattering-
out term in the mean free path, can be written as

σ+,sj,I
yx = −

(
e2

~

)
c0

V0

~
2πme

τ0

∑

lm

Re

{
Alm

[
(l −m+ 1)(l −m+ 2)(l +m+ 1)

(2l + 1)(2l + 3)2

− (l +m+ 1)(l +m+ 2)(l +m+ 3)

(2l + 1)(2l + 3)2

]
e
−iδ

(l+1)+1
2 sin δ(l+1)+ 1

2

+ Alm

[
(l −m+ 1)(l −m+ 2)2

(2l + 1)(2l + 3)2

− (l +m+ 1)(l +m+ 2)(l −m)

(2l + 1)(2l + 3)2

]
e
−iδ

(l+1)− 1
2 sin δ(l+1)− 1

2

+Blm

[
(l +m)(l +m− 1)2

(2l + 1)(2l − 1)2

− (l −m)(l −m− 1)(l +m+ 1)

(2l + 1)(2l − 1)2

]
e
−iδ

(l−1)+1
2 sin δ(l−1)+ 1

2

+Blm

[
(l +m)(l +m− 1)(l −m)

(2l + 1)(2l − 1)2

− (l −m)(l −m− 1)(l −m− 2)

(2l + 1)(2l − 1)2

]
e
−iδ

(l−1)− 1
2 sin δ(l−1)− 1

2

}
.

(2.196)

Here, the relaxation time τ0 is given by equation (2.187). As written explicitly
in equation (2.184), only transitions between adjacent l channels contribute to the
skew-scattering conductivity. The same feature remains for the first side-jump con-
tribution.
The second part of the side-jump conductivity, which takes into account the first
contribution to the scattering-in term of the mean free path, can be calculated sim-
ilar to the first derivation. Due to the incorporation of the scattering probability
Pk′k, the derivation is more complicated in comparison to the one executed for σsj,I.
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Its detailed consideration is outlined in appendix D, which provides the following
final expression
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(
e2

~

)(
c0

V0

)2 8π~2

m2
ekF

τ2
0

∑

lm

∑

l1m1

∑

l2m2

∑

l3m3

∑

LM

Re

{
(−1)m2

√
(2l1 + 1)(2l2 + 1)(2l3 + 1)

(4π)2(2l + 1)
CL0
l10,l20C

l0
L0,l30C

LM
l1m1,l2−m2

C lmLM,l3m3
×

[
Alm

(√
(l −m+ 1)(l −m+ 2)

(2l + 1)(2l + 3)
δl1,l+1δm1,m−1 +

√
(l +m+ 1)(l +m+ 2)

(2l + 1)(2l + 3)
δl1,l+1δm1,m+1

)

− Blm

(√
(l +m− 1)(l +m)

(2l − 1)(2l + 1)
δl1,l−1δm1,m−1 +

√
(l −m− 1)(l −m)

(2l − 1)(2l + 1)
δl1,l−1δm1,m+1

)]
×

[(
l1 +m1 + 1

2l1 + 1

)
e
−iδ

l1+
1
2 sin δl1+ 1

2
+

(
l1 −m1

2l1 + 1

)
e
−iδ

l1− 1
2 sin δl1− 1

2

]
×

[(
l2 +m2 + 1

2l2 + 1

)
e
−iδ

l2+
1
2 sin δl2+ 1

2
+

(
l2 −m2

2l2 + 1

)
e
−iδ

l2− 1
2 sin δl2− 1

2

]
×

[(
l3 +m3 + 1

2l3 + 1

)
e

iδ
l3+

1
2 sin δl3+ 1

2
+

(
l3 −m3

2l3 + 1

)
e

iδ
l3− 1

2 sin δl3− 1
2

]
×

[
δl3,l2+1

(
δm3,m2+1

√
(l2 +m2 + 1)(l2 +m2 + 2)

(2l2 + 1)(2l2 + 3)
− δm3,m2−1

√
(l2 −m2 + 1)(l2 −m2 + 2)

(2l2 + 1)(2l2 + 3)

)

− δl3,l2−1

(
δm3,m2+1

√
(l2 −m2)(l2 −m2 − 1)

(2l2 + 1)(2l2 − 1)
− δm3,m2−1

√
(l2 +m2)(l2 +m2 − 1)

(2l2 + 1)(2l2 − 1)

)]}

(2.197)

with Alm and Blm from equations (2.194) and (2.195) as well as the Clebsch-Gordon
coefficients CLM

l1m1,l2m2
stemming from the representation of the angular integral over

four spherical harmonics [87].



Chapter 3

Results

“Make things as simple as possible, but not simpler. ”
— Albert Einstein

3.1. Bismuth Impurities in Noble Metal Films -
Colossal Spin Hall Effect

The first part of the results is dedicated to the investigation of the skew-scattering
contribution to the spin Hall effect generated by bismuth impurities in thin no-
ble metal films. Ab initio methods are used to describe the electronic structure
and transport within the semiclassical approach based on the linearized Boltzmann
equation. The main ingredients leading to the examination of these systems are the
following. On the one hand, the giant spin Hall effect was theoretically predicted [34]
and experimentally confirmed [35] for Bi impurities in bulk-like copper systems. On
the other hand, experiments [37] and theoretical investigations [H1] showed that the
reduced sample thickness can have tremendous influence on the SHE.
Prior to the presentation of the results, I want to substantiate the reliability of the
used numerical parameters. It is an important point to find a good balance be-
tween a preferably short computation time and well converged results. Based on
previous calculations [36] that used the same scheme, I chose to sample the Fermi
surface by 420 k points in the relativistic irreducible part of the two-dimensional
Brillouin zone and considered a real space cluster consisting of 55 atoms to simu-
late the electronic structure of the perturbed (by a bismuth impurity) system. As
several test calculations ensured, these parameters lead to considerably converged
results. Special attention needs to be payed to the transport Green function since,
normally, the imaginary part of the energy, introduced in the context of equation
(2.18), has to vanish for its determination. However, this situation would prevent
a numerical integration due to emergent poles caused by the host states. Those
poles are broadened by a non-vanishing (but desirably small) imaginary part of the
energy. Well converged transport results for two-dimensional systems were obtained
by a computation of the Green function on a 3200 × 3200 k-points mesh (3200 k
points along Γ−M or Γ−X for (111) or (001) films, respectively) and an imaginary
part of the energy of 5.4meV.
First calculations revealed that it is sufficient to consider systems consisting of 32
monolayers (ML) in order to reliably describe the behavior of thick films. This cor-
responds to a unit cell composed of 32 host atoms and 8 empty spheres to account
for the adjacent vacuum. The impurity density chosen for the films corresponds to
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(a) Illustration of a 2ML fcc (111) film with 4 adjacent layers of empty
spheres at top and bottom side. The unit cell consisting of 10
spheres (representing 2 host atoms and 8 vacuum spheres), which
is translated on a 2D lattice in the x-y plane, is shown in red. For
simplicity, muffin-tin spheres are displayed.

y

xz

a1
a2

(b) 2D hexagonal lattice
used for the infinite
continuation of the
unit cell of fcc (111)
films in the x-y plane.

Figure 3.1.: Schematic representation of the construction of the considered ultrathin films.

1 at.% impurity concentration used for bulk crystals that serve as references.
The pictures in figure 3.1 show how the systems under consideration are con-

structed. The way the metallic film is embedded in the adjacent vacuum spheres in
order to take into account charge relaxation, is demonstrated by figure 3.1(a) for a
two-monolayer fcc (111) film. Computationally, this structure is formed by the spe-
cially reddish marked unit cell which is continued on the corresponding hexagonal
2D lattice formed by the Bravais vectors

a1 = a

(
0

1

)
and a2 =

a

2

(√
3

1

)
(3.1)

as depicted in figure 3.1(b). The likewise investigated fcc (001) films are formed by
an appropriate unit cell continued on the 2D square lattice built by

a1 = a

(
1

0

)
and a2 = a

(
0

1

)
. (3.2)

The first systems investigated during this study were Cu films with (111) surface
orientation doped with Bi impurities. For the copper lattice constant the experi-
mental value a = 6.8309 a.u. = 3.6148 Å was chosen. Figure 3.2 shows the results
of the evaluated spin Hall angle α caused by Bi impurities at various positions in
the 1, 2, 3, 4, 11, and 32ML films. The chosen representation requires some com-
ments for a better understanding. First of all, the results related to one and the
same film thickness are depicted in the same color. Furthermore, the x-axis which
represents the defect position within the film is normalized to 3 special impurity
positions. They are the adatom position (a), where the impurity is located on top
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Figure 3.2.: Spin Hall angle α due to the skew-scattering mechanism induced by Bi impu-
rities at various positions in and on free-standing Cu(111) films consisting of different
number of monolayers (ML). The x-axis is normalized to the adatom (a), surface (s),
and central (c) impurity position to facilitate comparisons. Additionally, the value
obtained for the corresponding bulk system [34] is included. The lines are to guide the
eyes.

of the film, the surface position (s), for which the Bi atom is within the first film
layer, and the central position (c), which is uniquely defined for odd-numbered films
only. For slabs consisting of an even number of monolayers, both central layers are
related to the “c” position. Accordingly, every depicted point in the figure represents
the results of a separate system, e.g. an 11 monolayer copper film with a bismuth
impurity within the third layer. Consequently and also apparently in the picture,
the results are symmetric with respect to the impurity position. Hence, surface and
adatom position are present twice.
A first look at figure 3.2 reveals a large difference to the results obtained for Au

a s c s a
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Figure 3.3.: SHA α due to the skew-scattering mechanism induced by Pt impurities at
various positions in and on free-standing Au(111) films consisting of different number
of monolayers. The notation is equal to figure 3.2. Results stem from reference [60].
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Figure 3.4.: Spin Hall angle α due to skew scattering induced by Bi impurities in (a)
11ML or (b) 1ML Cu, Ag, and Au films with (111) surface orientation. For the
purpose of comparison the associated bulk values [88] are shown as horizontal lines in
the corresponding colors.

films with Pt impurities [60, H1] with corresponding values depicted in figure 3.3. In
particular, Bi adatoms do not change the sign of the corresponding spin Hall angle
in comparison to substitutes. On the other hand, similar to Au(Pt) systems, the
SHA for ultrathin Cu(Bi) films tend to be larger than for thicker systems. Further
on, thick films with Bi impurities in an intermediate position, i.e. between surface
and central layer, produce a SHA close to the bulk value. As explained in detail in
reference [H1], this behavior is related to the absence of accumulated wave function
nodes in this region. Near the boundaries and the film center, the co-occurrence of
these nodes lower the scattering rates, enhance the charge conductivity and conse-
quently lead to a decreased spin Hall angle.
Another analogy to the Au(Pt) results is that the largest value for the SHA, which
is about 24%, is found for the 1ML film with Bi adatoms. However, the SHA of
about 9% induced by substitutional Bi impurities in the same slab is not the second
largest value since it is exceeded by the values of the 2ML and 4ML systems with
Bi substitutes.
Further opportunities for data analysis can be achieved by the investigation of
other host materials as Ag and Au for which the experimental lattice constants
aAg = 7.7227 a.u. = 4.0867 Å and aAu = 7.7067 a.u. = 4.0782 Å were chosen. As vis-
ible in figure 3.2, normally, there is no enormous quantitative change of the results
between 11ML and 32ML films. Accordingly, it should be sufficient to study the
11ML systems in order to make conclusions about thicker ones. The corresponding
results are presented in figure 3.4(a). Obviously, the Ag and Au systems show sim-
ilar features as those based on Cu. Again, the intermediate impurity positions lead
to SHAs slightly below the corresponding bulk values. Interestingly, surface impu-
rities induce the largest effect for all considered hosts which can even exceed the
related bulk value. Nevertheless, none of the thick systems reaches the value of 24%
obtained for the 1ML Cu film with Bi adatoms. Therefore, the free-standing mono-
layers were analyzed. Figure 3.4(b) shows some surprising results. As already seen
in figure 3.2, Bi atoms substituted in a 1ML Cu(111) film show a SHA (α = 8.6%)
very close to the bulk value of 8.1%. By contrast, the corresponding results for
Ag (α = 35%) and Au (α = 76%) are enormously enhanced in comparison to the
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Figure 3.5.: (a) The spin Hall angle
α, the spin Hall conductivity σsyx
and the charge conductivity σxx
for 1ML (111) and (001) Cu, Ag,
and Au films with Bi as adatoms
(blue rings) or substitutional impu-
rities (red filled disks). For com-
parison, the corresponding bulk val-
ues [88] are shown with black dia-
monds. The geometry of the con-
sidered systems is shown for a free-
standing 1ML fcc (111) film with
(b) an adatom or (c) a substitu-
tional impurity which helps to clas-
sify the results shown in the chart
due to the accordance of colors.

related bulk systems with αAg bulk = 9.5% and αAu bulk = 1.4% [88]. On the other
hand, bismuth adatoms on the (111) nobel metal films cause relatively similar spin
Hall angles of 24% for copper, 21% for silver, and 17% for gold.
A summary of these results for (111) films with either Bi adatoms or substitutes,

as shown in figures 3.5(b) and (c), extended by those obtained for the related (001)
films can be found in figure 3.5(a) where, for a better analysis of the spin Hall angle,
the contributing spin Hall and charge conductivities are depicted as well. Consider-
ing figures 3.5(a) (I) - (II) reveals that not only the SHAs for the (111) but also for
the (001) films are drastically increased in comparison to the related bulk systems
with α < 10% [88]. In the same way, most of these values exceed those reported
for the corresponding noble metal films with Pt impurities (α < 19%) [H1]. The
analysis of the conductivities contributing to the spin Hall angle via equation (1.9)
shows that the enhancement of the SHA in comparison to the bulk results is solely
determined by the SHC which is strongly increased in all systems, as shown in fig-
ures 3.5(a) (III) - (IV). By contrast, the charge conductivity alone would cause a
reduction of α since it is also increased in comparison to the bulk values but enters
equation (1.9) in the denominator.
Another striking feature is the strong dependence of the SHA on the host material
for substitutional Bi impurities in (111) films, culminating in the nearly 80% value
for gold, whereas substitutes in (001) systems as well as adatoms show more or less
host-independent results. For the case of substitutional Bi impurities in (111) films,
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Figure 3.6.: The results of transport calculations performed at different energies around
the Fermi level (EF ) are shown for 1ML (111) and (001) Cu, Ag, and Au films with
substitutional Bi impurities. The corresponding α (red filled disks), σsyx (blue dia-
monds), and σxx (green squares) are displayed and α(EF ) is highlighted with a larger
disk. All quantities have absolute values in the same order of magnitude but different
units: the conductivities are given in (µΩcm)−1, whereas α is dimensionless and has
to be multiplied by 100 to get the values in percent.

σsyx and σxx change in opposite direction going from Cu via Ag to Au (compare fig-
ures 3.5(a) (III) and (V)). As a result, both conductivities facilitate to amplify the
corresponding SHA shown in figure 3.5(a) (I). However, the influence of the charge
conductivity is stronger. While σxx is reduced by a factor of 4 changing the host
from Cu to Au, σsyx is increased by about a factor of 2 which leads to the factor of
8 between Bi substitutes in 1ML Cu(111) and Au(111) films.
For several reasons, the following analysis will focus on substitutional impurities.
Firstly, the associated results are mostly the largest ones (with an exception for
Cu(111)). Secondly, they have a much stronger dependence on the host material
which can help to identify criteria for a large SHA. Furthermore, the colossal SHE
in the Au(111) system needs to be understood. Finally, substitutional impurities
ought to provide more stable systems and therefore should be more promising for
possible practical applications.
In order to get further insights into the underlying mechanisms of the colossal SHE,
we investigate the energy dependence of the obtained quantities. The corresponding
values for the SHA and its constituents σsyx and σxx are shown in figure 3.6. In all
cases, α is strongly energy dependent.
Analyzing the contributions to the SHA from the charge and spin Hall conductivity
separately, one can see differences depending on the host material. While for Au
the energy dependence of α is almost solely determined by the charge conductivity
since the related SHC barely changes especially near the Fermi energy, σsyx and σxx
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play a comparable role for Cu and Ag. Nevertheless, a certain correlation between
the two conductivities exists for all considered systems. Indeed, the SHC increases
with decreasing charge conductivity and vice versa, which is most pronounced for
the Ag films. This is related to the fact that, generally, stronger scattering should
reduce σxx but enhance σsyx [H1]. However, the situation in real systems can differ
from such a simplified picture. For instance, the distinct maximum of the SHA in
the Au films is merely determined by the corresponding minimum of the charge
conductivity. For both (111) and (001) Au films small changes of energy strongly
affect σxx, whereas σsyx remains almost constant. In the case of the 1ML Au(111)
film the minimum of the charge conductivity occurs in the vicinity of the Fermi level
which causes the colossal SHA shown in Fig. 3.5(a) (I). Thus, going from bulk Au
to the 1ML Au(111) film, at first the giant SHE occurs since the SHC is increased
due to the absence of interband scattering [H1]. Then, the SHA is further enhanced
through the suppression of the charge conductivity. These are the ingredients of the
obtained colossal SHE.
To elucidate the energy dependence of the charge conductivity further, one needs
to recall that the transport properties of dilute noble metal alloys are significantly
influenced by the impurity local density of states (iLDOS). Figure 3.7 shows this
quantity for Bi impurities in bulk Au as well as 1ML Au(111) and Cu(111) films
together with its decomposition into the relativistic j-resolved contributions. One
can see that the iLDOS of Bi is predominantly provided by the p states. This is
more pronounced in the case of the thin films due to the resonance behavior of the
p1/2 and p3/2 channels which is caused by the reduced coordination number of the
impurity atom. Consequently, further considerations can be restricted to p states.
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Figure 3.8.: Illustrations related to the influence of p states and SOC on the charge con-
ductivities of 1ML films. The conductivities and the iLDOS are plotted in units of
(µΩcm)−1 and (states/eV), respectively.

For a closer look at the correlations between charge conductivity and iLDOS, figure
3.8(a) can be considered. Obviously, the energy dependence of σxx is correlated with
the p1/2 local density of states of the bismuth impurity. For all systems, especially
the minimum of the charge conductivity matches the maximum of this iLDOS. On
the other hand, the p3/2 iLDOS is not correlated with the conductivity’s shape.
Another question is, if it is solely the resonant scattering at the p1/2 impurity states
that reduces the charge conductivity. Corresponding results for the charge conduc-
tivity neglecting the influence of spin-orbit coupling effects, σno SOC

xx , can be found in
figure 3.8(a) as well. The corresponding procedure of scaling the SOC strength to
zero was performed according to the approach of reference [89]. For all considered
systems, σno SOC

xx has a trivial linear dependence as a function of energy. Thus, the
found strong change of σxx with energy is solely provided by the SOC which provides
the bismuth’s resonant p1/2 states separated from the p3/2 states. Another proof for
this statement can be found in figure 3.8(b) where the p contribution to the iLDOS
of Bi is analyzed. The results neglecting and including SOC effects are shown for a
1ML Au(111) film with Bi substitutes. Obviously, the resonant behavior of states
in case of neglected SOC is even enhanced in comparison to the relativistic picture.
Nevertheless, the corresponding quantity σno SOC

xx in figure 3.8(a) (V) shows an al-
most linear dependence and is not lowered as it is the case if SOC is switched on.
Although the influence of the p1/2 iLDOS and SOC on the charge conductivity is ob-
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vious, the underlying mechanism is quite complex which can be shown additionally
by the following analysis.
The charge conductivity σxx and the spin Hall conductivity σsyx are obtained as
components of the related charge and spin conductivity tensors (2.132) and (2.134).
Both incorporate the mean free path

Λk = τk

(
vk +

∑

k′

Pk′k Λk′

)
(3.3)

which in turn contains the scattering-out term τkvk as well as the scattering-in
term τk

∑
k′Pk′k Λk′ , where the latter one corresponds to the vertex corrections of

the Kubo theory [90].
Equation (3.3) is solved by an iterative scheme [65] proposed originally by Coleridge
[91]. In our approach, the (anisotropic) relaxation time approximation (RTA) Λk′ =
τk′vk′ is used as a starting value. The employed criterion to ensure the convergence
of the vector mean free path is

max

(∣∣ΛN
k −ΛN−1

k

∣∣
∣∣ΛN−1

k

∣∣

)
< 0.0001 , (3.4)

where N is the number of the last iteration. The executed calculations showed that
convergence is typically reached within less than 20 iterations. An advantage of
the used computational scheme is that the transport properties of the considered
systems can be obtained for an arbitrary number of iterations in order to investigate
the influence of the scattering-in term in detail.
Figure 3.9 presents the corresponding spin Hall angles as well as the charge and
spin Hall conductivities for Au bulk as well as 1ML Au(111) and Cu(111) films.
The number of iterations equal to zero corresponds to completely neglegting the
scattering-in term in equation (3.3). This provides σxx within the RTA while σsyx
completely vanishes in this case since it is solely caused by the scattering-in term [82]
and at least one iteration is required to obtain a non-vanishing value.
For the bulk system, the energy-dependent curve shapes for the presented quantities
are practically unchanged during the iterations. This property is strongly correlated
with the flat Bi iLDOS in the investigated energy region visible in figure 3.7(a). In
this way, RTA and first iteration give quite reasonable results.
The situation for the films is rather different. Namely, the energy dependence of the
considered quantities is strongly modified during the iteration process due to the
well-pronounced peaks of the impurity LDOS near EF (compare figures 3.7(b) and
3.7(c)). Therefore, neither the RTA for σxx nor the first iteration for σsyx satisfactorily
provide at least the correct curve shape.
These results show that the correct description of ultrathin films as investigated
here requires the employment of the complete computational scheme based on the
first-principles calculations. Consequently, it is difficult to describe the obtained
colossal SHE with simple considerations like the phase shift model, which will be
investigated later in sections 3.2 and 3.3. There, the charge conductivity and the spin
Hall conductivity are obtained within the RTA and the first iteration, respectively,
which is an appropriate treatment for the considered bulk systems.
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Figure 3.9.: The longitudinal conductivity σxx, the spin Hall conductivity σsyx, and the
spin Hall angle α as functions of energy for various numbers of iterations executed for
solving equation (3.3) are shown for Au bulk as well as the 1ML Au(111) and Cu(111)
films with substitutional Bi impurities. Here, “conv” means the converged results.

Although a simple picture for a fundamental explanation cannot be provided, it is
possible to summarize the above consideration by stating that the strong influence
of the scattering-in term on the energy dependence of the conductivities is definitely
related to the p1/2 resonance states.
Having this microscopic picture in mind, the host dependence of α for the two surface
orientations can be understood. As can be seen in figure 3.6, there are extreme
similarities in the general energy dependence α(E) between (001) and (111) films
for each host material, separately. However, the coordination number for (001)
films is reduced in comparison to the (111) systems. The accompanied smaller
charge density leads to a lowered Fermi energy. As a result, the related impurity
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Figure 3.10.: Various p impurity local density of states at a substitutional Bi impurity atom
in different 1ML fcc (111) films with diverse lattice constants are shown together with
the corresponding spin Hall angle calculated at EF .

resonances of the (001) films are shifted to higher energies with respect to the Fermi
level. In agreement with the discussion above, the conductivity minimum is shifted
accordingly. Additionally, σxx changes strongly at energies around EF which in turn
causes strong variations of α. Thus, it is somewhat accidental that the SHA shown
in figure 3.5(a) is nearly the same for the (001) films, whereas it varies strongly for
the (111) films. A Fermi level shift for the (001) films to slightly higher energies
would simulate the situation of the (111) surface orientation.
This knowledge can be employed to optimize the SHA. The aim is to fix the p1/2

impurity resonance at the Fermi level. A possible opportunity for this resonance shift
is strain engineering of the film grown on an appropriate substrate. This assumption
is going to be investigated using the example of the Cu(111) film since it shows the
smallest SHA among all the considered systems, which can be seen in figure 3.5(a)
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(I) - (II). According to figure 3.8(a) (I), the peak of the corresponding p1/2 impurity
LDOS is below EF . Following the discussion above, one can assume that a shift of
the impurity resonance towards the Fermi level can be achieved by an increase of
the host lattice constant.
Figure 3.10(a) shows that the desired condition can be fulfilled if the lattice constant
of Au is used for the hypothetically strained Cu(111) film. The increase of the lattice
constant by about 13% from aCu = 3.6148 Å to aAu = 4.0782 Å shifts the maximum
of the p1/2 impurity LDOS close to EF as in the case of the Au film. This in turn
leads to the colossal SHA, as shown in the right part of figure 3.10(a). Of course,
the considered change of the lattice constant is quite strong. That is why additional
calculations for three 1ML systems with lattice constants between aCu and aAu were
executed. The related results for p1/2, p3/2, and total Bi iLDOS as well as the resulting
SHA can be found in figures 3.10(b) - (d). As expected, there is a gradual change of
both, the impurity LDOS and α. It is worth mentioning that already an increase of
the lattice constant by about 3% leads to an enhancement of α from below 10% to
slightly above 40%. Thus, already quite small changes of the lattice constant can
have strong effects on the SHE by reason of the large slope of σxx(E) slightly below
the Fermi level, as visible in figures 3.6 (I) and 3.8(a) (I). Additionally, these results
support the fact, that the p1/2 iLDOS is strongly correlated with the magnitude of
the SHA. Following the corresponding results in figure 3.10(b) one can identify that
the iLDOS at the Fermi level increases similarly to the SHA. By contrast, the p3/2

iLDOS at EF in figure 3.10(c) is almost unchanged for four of the analyzed systems.
In addition, the films with a = 3.96 Å and a = 4.08 Å offer identical total iLDOS
displayed in figure 3.10(d) although the SHA is obviously different.
The presented modification of the lattice constant of the host in order to maximize
the p1/2 iLDOS at the Fermi level illustrated by the obtained results indicates a
new route to design materials with large spin Hall angle. Nonetheless, free-standing
1ML films considered in this study are quite artificial from the practical point of
view. Hence, a substrate is needed in order to have more realistic systems for the
observation of the colossal SHE. For this aim, insulating substrates seem to be most
reasonable choice in order to provide the required conditions discussed above. On
the one hand, an appropriate material can enforce the aforementioned strain (or
constriction). On the other hand, induced electrostatic forces can also affect the
relative position of the Fermi level with respect to the impurity states.
However, there is also a possible undesirable influence of a substrate. The considered
skew-scattering mechanism is strongest for host electron spins pointing out of plane,
while the Rashba-type SOC induced by a substrate would force them to be oriented
within the film plane. In order to ensure the desired spin orientation, a symmetric
quantum well structure insulator/metal film/insulator could be utilized.
It is important to mention that the presence of the Rashba-type SOC would lead
to an additional spin Hall current also polarized in the z direction [92, 93]. An
estimation of the size of the spin Hall conductivity due to the so-called interfacial
spin-orbit coupling (ISOC) can be performed according to equation (6) of reference
[92] as

σISOC =
e

8π2
kF . (3.5)
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A transformation into the units used during this thesis can be performed with the
help of the prefactor (e/~). Using the reasonable value kF = 1.36 Å−1 for Cu [92]
leads to about 4 ·10−4 (µΩcm)−1. Obviously, the effect due to the Rashba-type SOC
provides a contribution two orders of magnitude smaller than for the corresponding
SHC shown in figure 3.5(a).
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3.2. Analysis of the Giant Spin Hall Effect in
Cu(Bi) Alloys

In this part of the results, I will concentrate on the analysis of the giant spin Hall
effect predicted [34, 88], observed [35], and further investigated [94, H2] for Cu(Bi)
alloys.
In the context of a screening among various host and impurity combinations, Grad-
hand et al. [34, 88] pointed out that the Cu(Bi) alloy would be worth investigated
experimentally since the ab initio method, which is essentially the same as the one
utilized in the present work, forecast the large spin Hall angle of 8.1%. Since this
value was of the order of the giant SHA (α ≈ 11%) measured for Au by Seki et
al. [30], the largest magnitude reported at that time, it naturally attracted a lot of
attention.
Consequently, the group of Yoshichika Otani conducted experiments using the in-
verse SHE for such alloys and reported a SHA of −24%, ascribing it to skew scat-
tering at Bi impurities in Cu [35]. Besides the measured magnitude, larger by a
factor of three in comparison to Gradhand’s prediction, it was the opposite sign
which initiated a hot debate. In order to clarify this discrepancy, several aspects
which possibly could have solved this problem were investigated. Although the final
solution is now known to be much simpler, only the arguments considered in what
follows helped to unravel the mystery. Additionally, these discussions give further
insights into the topic and can help theoreticians and experimentalists to pay more
attention when comparing their results.
The sign of the SHA is a subtle point since different sign conventions for the spin
Hall conductivity are used in the literature. This complicates a comparison between
various approaches. One definition uses the SHC in units of the charge conductivity
with the corresponding prefactor of e2 as in references [34, 38, 67, 82] which rely on
the semiclassical theory. Its advantage is the coherent treatment of spin and charge
conductivities providing the dimensionless spin Hall angle as their ratio. In addi-
tion, for materials like copper with spin expectation values of the Bloch states close
to 1 (in units of ~/2), the two-current model presented in the introduction can be
employed. Accordingly, the charge and spin Hall current densities are given by

jx = j+
x + j−x = σxxEx = (σ+

xx + σ−xx)Ex (3.6)

and
jsy = j+

y − j−y = σsyxEx = (σ+
yx − σ−yx)Ex , (3.7)

respectively. Although this approach appears natural within the semiclassical theory,
the most common definition is related to the Kubo theory [93,95,96]. Here, the SHC
has the prefactor of (−e)(~/2) replacing the electron charge (−e) by the spin units
~/2. Such a definition provides opposite sign in comparison to the first one. Finally,
one can use the SHC expressed in units of the charge conductivity but keeping the
sign from the common definition of the Kubo formula [93,95,96]. This was done in
reference [33] exploiting the Kubo-Středa approach.
Throughout this thesis, the used SHC coincides with σsyx of references [34, 82], σsxy
of reference [33], and 2e

~ σ
s
xy of references [93, 95, 96]. Taking into account that for
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the systems with both time and space inversion symmetry the relation σsxy = −σsyx
is valid, a consistent comparison of different approaches becomes possible. Clearly,
the sign of the SHC determines the sign of the spin Hall angle given by equation
(1.9) since the charge conductivity is a positive quantity.
After this clarification which should circumvent any sign issues due to different
definitions, a consistent comparison between various experimental and theoretical
results is possible. Niimi et al. [35] also reported results for the Cu(Ir) alloy and
pure Pt in comparison to the problematic case of the Cu(Bi) alloy. It is commonly
assumed that the SHE in Pt is related to the intrinsic mechanism since reproducible
experimental results are in good agreement with theoretical predictions [33, 75].
The ab initio calculations confirm in particular the sign of the corresponding σsyx.
Moreover, the extrinsic contribution was shown to be small for platinum [33, 97].
Agreement between experiment and theory is also obtained for the Cu(Ir) alloy.
Considering the skew-scattering mechanism, α = 0.035 and α = 0.029 were obtained
from the Boltzmann equation and the Kubo-Středa formula, respectively [H2]. The
recent experimental value is α = 0.021± 0.006 [98] which is in good agreement with
α = 0.026 measured for this alloy by Fert et al. [67] already in 1981. For Cu(Ir), both
charge and spin resistivity show almost perfect linear dependence on the impurity
concentration up to 12 at.% [35, 98] which indicates the dominance of the skew-
scattering mechanism. By contrast, for the Cu(Bi) alloy the experimental results
deviate from the linear dependence above 0.5 at.% impurity concentration [35]. To
handle this problem, lower concentrations were chosen for the measurement which
led to a negative SHA of −0.24 in contradiction to first-principles calculations. To
clarify this issue, a detailed analysis of existing as well as new ab initio results were
performed [H2] in comparison to the experiment. Furthermore, the phase shift model
based on relativistic phase shifts and introduced in section 2.4.2, which generalizes
the resonant scattering model of reference [35] adapted from the approach of Fert
and Levy [38], was employed. Among others, this model is used to simulate the
scattering conditions needed to reproduce the experimental data. The formula used
by Niimi et al. [35]

αH =
−2 sin η0{sin η1/2 sin(η1/2 − η0)− sin η3/2 sin(η3/2 − η0)}

3(sin2 η0 + sin2 η1/2 + 2 sin2 η3/2)
(3.8)

incorporates relativistic phase shifts η0, η1/2 and η3/2 which are related to s (l = 0)
and p (l = 1) electrons. In the notation used in this thesis, they are identical to δs1/2,
δp1/2, and δ

p
3/2 where the connection to s and p states is written explicitly to prevent

intermixing of states with different l but same j.
In order to derive such formula from the equations given in section 2.4.2, it is
necessary to skip all terms with l > 1, assuming they are negligible for the scattering
at bismuth impurities. Then, from equations (2.184), (2.164), and (2.187) one can
obtain

α =
σ+
yx

σ+
xx

=
2 sin δs1/2[sin δ

p
1/2 sin(δp1/2 − δs1/2)− sin δp3/2 sin(δp3/2 − δs1/2)]

3(sin2 δs1/2 + sin2 δp1/2 + 2 sin2 δp3/2)
. (3.9)

Obviously, equation (3.9) is equivalent to (3.8) but has opposite sign. The origin of
this discrepancy arises from the scattering-in term of the Boltzmann equation. In the
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present work, the scattering-in term is used according to Kohn and Luttinger [66] as∑
k′ Pk′→k gk′ . By contrast, equation (3.8) was based on an erroneous scattering-in

term written as
∑

k′ Pk→k′ gk′ [99, 100]. In the non-relativistic case the reversibility
relation Pk′→k = Pk→k′ holds. However, the presence of the SOC leads to Pk′→k 6=
Pk→k′ and P antisym

k′→k = −P antisym
k→k′ which causes opposite sign in the SHA evident from

equations (2.106) and (2.167).
The impurity phase shifts used to calculate the SHA by means of equation (3.9)
were obtained according to equation (2.84). For a Bi atom embedded in Cu bulk,
they are the following

δs1/2 = 0.94 δp1/2 = 1.32 δp3/2 = 0.79 . (3.10)

Levy et al. [94] obtained the values

η0 = 1.46 η1/2 = 1.17 η3/2 = 0.72 (3.11)

by a different method employing Friedel’s sum rule. Accordingly, the l-dependent
scattering phase shifts are proportional to the number of electrons with correspond-
ing angular momentum. For the investigated system, the equations

η0 = π(ZBi
s − ZCu

s )/2 , η1/2 = π(ZBi
1/2 − ZCu

1/2)/2 , η3/2 = π(ZBi
3/2 − ZCu

3/2)/4 (3.12)

were used, where ZBi
j and ZCu

j represent the charge on the Bi impurity and the host
atoms, respectively. The quantities Zj are evaluated as the integrated DOS at the
Fermi level. Besides this diverse approach for the estimation of the phase shifts, the
ab initio method to determine the electronic structure and consequently the DOS
differs as well. Namely, Quantum ESPRESSO calculations using pseudopotentials
based on the generalized gradient approximation (GGA) were performed in refer-
ence [94]. Although the approaches are quite different, the results for the p phase
shifts are similar. However, the s phase shifts do not agree. Especially this discrep-
ancy leads to the different absolute values of the SHA obtained by Niimi et al. [35]
and Levy et al. [94] in comparison to the ones obtained here [H2]. While the phase

Table 3.1.: The relative extension of the distances from Bi and Ir impurities to the nearest
neighbors (NN) and the next-nearest neighbors (NNN) in a Cu host, as obtained within
both the local density approximation and the generalized gradient approximation for
the exchange-correlation potential (Vxc). The experimental lattice constant of Cu is
aexp. = 3.6149 Å, while the theoretical values (atheory) are 3.5228 Å and 3.6394 Å for
LDA and GGA, respectively.

Vxc LDA GGA

Lattice constant atheory aexp. atheory aexp.

NN to Bi 5.40% 6.07% 5.52% 5.33%
NNN to Bi 0.48% 0.61% 0.47% 0.44%
NN to Ir 1.44% 0.94% 0.97% 1.14%
NNN to Ir 0.20% 0.30% 0.27% 0.25%
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shifts (3.11) introduced in equation (3.8) lead to α = −0.043, the combination of
(3.10) and equation (3.9) results in α = 0.096.
Another point related to the spin Hall effect in the Cu(Bi) alloy is structural re-
laxation of the host atoms next to the impurity, which was neglected in former
first-principles studies [33, 34, 82]. Therefore, besides charge relaxation, lattice re-
laxation will be investigated in order to clarify its influence on the spin Hall effect.
The results related to geometry relaxation were obtained using the Vienna Ab ini-
tio Simulation Package (VASP) [101]. The electron-ion interactions are represented
by the projector-augmented wave (PAW) pseudopotential [102] and the electronic
wave functions expanded as plane waves with the cutoff energy of 450 eV. The cor-
responding system was simulated with a 108-atom supercell and the relaxation was
performed until the forces were less than 5 · 10−3 eV/Å. The results for Bi and Ir
impurities in a Cu host can be found in table 3.1. Obviously, the structural relax-
ation found for the Bi impurity is much stronger in comparison to the Ir impurity.
Therefore, one could assume that the discrepancy between theory and experiment
for the Cu(Bi) alloy, in contrast to a good agreement obtained for the Cu(Ir) alloy,
is caused by this effect. In order to perform transport calculations for the Cu(Bi)
alloy, the structural relaxation for the next-nearest neighbors was neglected and the
averaged (over the row) value of 5.6% for the nearest neighbors was used. The phase
shifts corresponding to this geometry are obtained as

δs1/2 = 0.95 δp1/2 = 1.39 δp3/2 = 0.89 . (3.13)

Table 3.2 contains the results for the skew-scattering contribution to the SHA of
the Cu(Bi) alloy obtained from various approaches. The values from first-principles
calculations are shown in comparison to the results of equation (3.9) based on the
spherical band approximation. Obviously, both approaches lead to similar results.
The inclusion of contributions from d and f electrons in equations (2.184) and (2.187)
results in almost the same value of 0.095. These findings confirm the assumption
of reference [35], that the dominant scattering process in the Cu(Bi) alloy is related
to p electrons. Additionally, this is in agreement with reference [34]. There, it was
highlighted that the spin-orbit driven scattering at Bi impurities is particularly high
for p electrons. Furthermore, reasonable agreement between the results obtained
by the Boltzmann equation and the Kubo-Středa formula can be demonstrated by

Table 3.2.: The skew-scattering contribution to the spin Hall angle α for the dilute Cu(Bi)
alloy calculated by means of the semiclassical and quantum-mechanical ab initio ap-
proaches as well as within the spherical band approximation. Here, the values for the
“relaxed” case are obtained including structural relaxation around the impurity atom.

Theory α α (relaxed)

Phase-shift model, equation (3.9) 0.096 0.089
Boltzmann equation 0.081 0.063
Kubo-Středa formula 0.127 -
Experiment [35] -0.24 -
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Figure 3.11.: The spin Hall angle for the Cu(Bi) alloy with different impurity concentrations
obtained from the Kubo-Středa formula using both the local-density approximation
(LDA) and the generalized gradient approximation (GGA) for the exchange-correlation
potential.

table 3.2 as well. Nevertheless, the analysis carried out here cannot describe the
experimental data, since the structural relaxation around the impurity leads to a
relative reduction of the SHA by ∼ 20% only. Especially, the sign of all displayed
results for the spin Hall angle from theory shows up to be positive.
Besides the conventional skew-scattering contribution, the intrinsic and side-jump
mechanisms are other options for a possible explanation of the discrepancy between
theory and experiment. For that reason, the Kubo-Středa formula was used2 to per-
form corresponding calculations for Cu(Bi) alloys with different impurity concentra-
tions. Figure 3.11 shows the results for the SHA including the intrinsic, side-jump,
and skew-scattering contribution. In order to prove the validity of the local density
approximation, the corresponding results based on the generalized gradient approx-
imation for the exchange-correlation potential are obtained and shown as well. One
can see that the sign of the total spin Hall angle is positive for the whole range of
the impurity concentrations analyzed in the experiment of Niimi et al. [35]. Alto-
gether this demonstrates that the sign of the measured SHA cannot be explained
by spin-orbit driven scattering at substitutional Bi impurities randomly distributed
in bulk Cu. Additionally, as shown in section 3.1, the corresponding investigations
for thin and ultrathin films cannot account for the experimental results since solely
positive values are predicted.
Thus, state-of-the-art ab initio calculations for the skew-scattering contribution to
the SHA in dilute Cu(Bi) alloys neither for 3D nor for 2D systems can explain the
existing experimental data. However, the considered model allows to simulate the
dependence of the SHA on scattering properties by a variation of the corresponding
phase shifts. Figure 3.12 shows α depending on the phase shifts involved in equation

2The corresponding results were obtained in collaboration with the group of Hubert Ebert in
Munich.
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TABLE II. The relative extension (in %) of the distances from
Bi and Ir impurities to the nearest neighbors (NN) and the next-
nearest neighbors (NNN) in a Cu host, as obtained within both
the local-density approximation (LDA) and the generalized gradient
approximation (GGA) for the exchange-correlation potential (Vxc).
The experimental lattice constant of Cu is aexp. = 3.6149 Å, while
the theoretical values (atheory) are 3.5228 and 3.6394 Å for LDA and
GGA, respectively.

Vxc LDA GGA

Lattice constant atheory aexpt. atheory aexpt.

NN to Bi 5.40% 6.07% 5.52% 5.33%
NNN to Bi 0.48% 0.61% 0.47% 0.44%
NN to Ir 1.44% 0.94% 0.97% 1.14%
NNN to Ir 0.20% 0.30% 0.27% 0.25%

this geometry were obtained as δs
1/2

= 0.95, δ
p
1/2

= 1.39, and
δ

p
3/2

= 0.89.
In Table III we present the results for the skew-scattering

contribution to the SHA of the Cu(Bi) alloy obtained from
first-principles calculations. They are shown in comparison to
Eq. (28) based on the spherical band approximation. The latter
one provides good agreement with the Boltzmann equation.
Including contributions of d and f electrons in Eqs. (23)
and (13) results in almost the same value of 0.095. Thus,
the assumption of Ref. 8, that the dominant scattering process
in the Cu(Bi) alloy is related to p electrons, is confirmed. This
is in agreement with Ref. 7, where it was highlighted that the
spin-orbit driven scattering at Bi impurities is particularly high
for p electrons. In addition, Table III demonstrates reasonable
agreement between the results obtained by the Boltzmann
equation and the Kubo-Středa formula. Taking into account the
structural relaxation around the impurity leads to a reduction
of the SHA by ∼20%, however this still cannot describe the
experimental data.

Other options for an explanation of the discrepancy be-
tween theory and experiment are the intrinsic and side-jump
mechanisms. For that reason we performed corresponding
calculations for Cu(Bi) alloys with different impurity con-
centrations using the Kubo-Středa formula.9 Figure 1 shows
the results for the SHA including the intrinsic, side-jump, and
skew-scattering contribution. The sign of this quantity remains
positive for the whole range of the impurity concentrations
analyzed in the experiment.8 Altogether this demonstrates that
the spin-orbit driven scattering at substitutional Bi impurities

TABLE III. The skew-scattering contribution to the spin Hall
angle α for the dilute Cu(Bi) alloy calculated by means of the
semiclassical and quantum-mechanical ab initio approaches as well as
within the spherical band approximation. Here, the values in brackets
are obtained including structural relaxation around the impurity atom.

Theory SHA α

Phase-shift model, Eq. (28) 0.096 (0.089)
Boltzmann equation 0.081 (0.063)
Kubo-Středa formula 0.127
Experiment (Ref. 8) −0.24
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FIG. 1. (Color online) The spin Hall angle for the Cu(Bi) alloy
with different impurity concentrations obtained from the Kubo-Středa
formula using both the local-density approximation (LDA) and
the generalized gradient approximation (GGA) for the exchange-
correlation potential.

randomly distributed in bulk Cu cannot explain the sign of the
measured SHA.

Thus, state-of-the-art ab initio calculations of the SHA
cannot explain the existing experimental data for the Cu(Bi)
alloy. However, the considered phase-shift model allows us
to simulate the dependence of the SHA on the scattering
properties by varying the corresponding phase shifts. Figure 2
shows α as a function of the phase shifts involved in Eq. (28).
Here, we fix the difference between the two p phase
shifts (δp

1/2
− δ

p
3/2

= 0.50) as obtained from our first-principles
calculations for the relaxed geometry and vary δs

1/2
and

δp = 1
3 (δp

1/2
+ 2δ

p
3/2

). The SHA related to the ab initio phase
shifts is situated in a stable positive region. However, certain
combinations of the phase shifts can deliver the experimental
result (α = −0.24). As shown in the Supplemental Material,29

a variation of the spin-orbit splitting δ
p
1/2

− δ
p
3/2

which can be
caused for instance by electron correlation effects, as proposed

FIG. 2. (Color online) The dependence of the spin Hall angle,
given by Eq. (28), on δs ≡ δs

1/2 and δp ≡ 1
3 (δp

1/2 + 2δ
p
3/2) is shown for

the relaxed geometry together with the corresponding value of α from
Table III.

085116-5

Figure 3.12.: The dependence of the spin Hall angle given by equation (3.9) on the s and
p scattering phase shifts δs = δs1/2 and δp = 1

3(δp1/2 + 2δp3/2) is shown for the relaxed
geometry together with the corresponding value of α from table 3.2 at the position
given by equation (3.13).

(3.9). Namely, the difference between the two p phase shifts

δp1/2 − δ
p
3/2 = 0.50 , (3.14)

as obtained from the first-principles calculations for the relaxed geometry (see equa-
tion (3.13)), was fixed and δs1/2 as well as δp = 1

3
(δp1/2 + 2δp3/2) were varied in the range

between 0 and π. The SHA related to the ab initio phase shifts is situated in a
stable positive region. However, certain combinations of the phase shifts can deliver
the experimental result with α = −0.24. Besides the dependence on the averaged p
phase shift, it is worth to investigate a variation of the spin-orbit splitting δp1/2− δ

p
3/2

which can be caused by electron correlation effects, as proposed in reference [37].
Nevertheless, even with this procedure, the results of the phase-shift model for the
Cu(Bi) alloy, whether relaxed or unrelaxed, remain stable with respect to the sign
of the SHA for the full parameter space [H2]. Therefore, only a significant modifica-
tion of the potential scattering properties could provide agreement between theory
and experiment. This probably points to the existence of other scattering centers
in the Cu(Bi) samples than just randomly distributed substitutional Bi impurities.
Taking this into account, impurity cluster formation can play an important role and
is not considered in theory yet. In their experiment, Niimi et al. showed [35] that Bi
atoms start to segregate at the interface at impurity concentrations above 0.5 at.%.
That is why they restricted the analysis for the extraction of the skew-scattering
contribution from experimental data to lower concentrations where a linear relation
between the impurity concentration and the resistivity of the studied films was ob-
served. In this regime it was assumed that Bi impurities are randomly distributed
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without short-range ordering although the formation of extremely small clusters
such as dimers or trimers down to lowest impurity concentrations could not be ex-
cluded. In comparison to single substitutional Bi impurities, remarkable changes of
the scattering properties along with a potentially strong impact on the SHE can be
expected for such cluster formations. In addition, the existence of rough interfaces
and grain boundaries in the films can cause extra scattering or can force the im-
purities to accumulate there which would change the scattering properties as well.
However, the description of these cases together with the extension of the present
theoretical approaches goes beyond the intention of this thesis.
After all these considerations have been published [H2], an important erratum re-
lated to reference [38] was released [100]. Besides the already mentioned usage of
the wrong scattering-in term, which conspired with another sign error, the authors
stated that the experimental results for Ir in Cu from reference [98] were obtained for
the y-x component of the resistivity tensor ρyx. However, the other considerations
were for ρxy, which has the same sign as σyx. Consequently, the results for Cu(Bi)
published by the same experimentalists were for the opposite tensor component as
well. In this way, the different sign between the various approaches for the Cu(Bi)
alloy was due to the formulation of the SHA in terms of either conductivities or
resistivities

α(σ) =
σyx
σxx

!
=
ρxy
ρxx

= −ρyx
ρxx

= −α(ρ) , (3.15)

as pointed out explicitly by Gu et al. [103]. In the subsequent publication related
to the Cu(Bi) issue, Levy et al. [94] state explicitly that equation (3.8) is derived
on the basis of ρyx. Nevertheless, the obtained agreement with respect to the Bi
results opened the problem of contradictory results for Ir in Cu. Regarding the
results for σyx, experiments from Niimi et al. [98] predict negative values. Since
the results obtained employing the resonant scattering model by Fert and Levy [38]
were fitted to the experimental values, they stated that the sign of the free (in their
consideration) parameter η1 has to be changed. Additionally, the disagreement with
the positive values published by Fert et al. in 1981 [67] needs to be understood.
Although it was explicitly stated that the x-y component of the resistivity tensor
is considered, the used definition ρxy = Ey/jx corresponds to ρyx in the framework
used here. Accordingly, all these results are in good agreement among each other,
especially with respect to the sign.
The last missing piece in the puzzle is related to the theoretical predictions for Cu(Ir)
from ab initio treatments. All the corresponding calculations, including the extended
phase shift model discussed in section 3.3, forecast positive spin Hall angles [H3].
Nevertheless, in contrast to Bi, Ir impurities in Cu lead to a quite small SHA. Thus,
already slight variations in the electronic structure of the system could change the
sign. This topic was investigated by the group of Sadamichi Maekawa [104]. They
reconsidered the skew-scattering contribution to the SHE in the framework of Fert
and Levy’s phase shift model and focused especially on the p phase shift η1 since it
determines the sign of the SHA. After performing quantum Monte Carlo calculations
which include local electron correlation effects for the 5d states of the Ir impurity,
they find that η1 actually changes sign. Accordingly, the remaining discrepancy
could be solved. Under the assumption of well recorded experimental and theoretical
data, this is the last resort to bring all considerations into accordance.
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3.3. Potential Scattering versus Spin-Orbit
Scattering

While the previous section focused on the phase-shift model in terms of j-dependent
(relativistic) phase shifts, I will concentrate on the formulation based on l-dependent
(non-relativistic) scattering phase shifts now. Although they are called non-rela-
tivistic phase shifts, which refers to the classification according to the angular mo-
mentum l, the scalar-relativistic effects are still taken into account.
The underlying idea is based on the resonant-scattering model proposed by Fert
and Levy [38] who restrict their consideration to scattering events between the d
and p channels only. The reason for this restriction is the knowledge that the resid-
ual resistivity of nobel metals with transition-metal impurities is well described by
Friedel’s d-resonance model [55,105,106]. Accordingly, it was assumed that the spin-
orbit driven transverse transport in Cu systems with 5d impurities is also caused
mainly by d states. The derivation outlined in section 2.4.2 extends this approach
to all contributions between s, p, d, and f electrons. For 5d impurities in a Cu host,
the relativistic phase shifts based on equation (2.84) are given in table 3.3, whereas
table 3.4 shows the corresponding phase shifts in absence of SOC utilizing equation
(2.179).
Besides the restriction to d−p scattering events, Fert and Levy obtained d phase
shifts relying on Friedel’s sum rule for isolated atoms

∑

l

Zl =
2

π

∑

l

(2l + 1) ηl (3.16)

which leads to
η2 =

π

10
Zd (3.17)

for d electrons. In their approach, the p phase shift was treated as a free param-
eter which needed to be obtained by a fit to experimental data. As a reference

Table 3.3.: The relativistic phase shifts of 5d impurities in a Cu host calculated by means
of the KKR Green function method.

impurity δs δp1/2 δp3/2 δd3/2 δd5/2 δf5/2 δf7/2

Lu −0.73 −0.29 −0.44 0.60 0.53 0.002 −0.001

Hf −0.56 −0.20 −0.36 1.10 0.90 0.007 0.006

Ta −0.43 −0.13 −0.29 1.69 1.36 0.008 0.007

W −0.35 −0.07 −0.24 2.09 1.74 0.008 0.008

Re −0.28 −0.03 −0.20 2.33 2.02 0.007 0.007

Os −0.22 0.01 −0.17 2.51 2.23 0.007 0.007

Ir −0.16 0.04 −0.14 2.65 2.43 0.006 0.006

Pt −0.07 0.09 −0.10 2.77 2.62 0.006 0.006

Au 0.08 0.18 −0.04 2.89 2.80 0.006 0.006
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Table 3.4.: The non-relativistic phase shifts obtained from the relativistic ones by equation
(2.179) and the partial s, p, and d charges of 5d impurity atoms in a Cu host. In
addition, the number of d electrons (Nd) for an isolated impurity atom as well as the
corresponding d phase shifts based on Friedel’s sum rule (FSR) in equation (3.17) are
shown. The 5d shell filling causes a monotonic enhancement of the s and p partial
charges, while the partial f charges stay almost constant. Their values are less than
0.1 and not included here.

impurity η0 η1 η2 s p d Nd ηFSR2

Lu −0.73 −0.39 0.56 0.38 0.34 1.16 1 0.31

Hf −0.56 −0.31 0.98 0.45 0.38 1.78 2 0.63

Ta −0.43 −0.24 1.49 0.50 0.42 2.62 3 0.94

W −0.35 −0.18 1.88 0.54 0.46 3.64 4 1.26

Re −0.28 −0.14 2.14 0.58 0.48 4.73 5 1.57

Os −0.22 −0.11 2.34 0.61 0.51 5.84 6 1.88

Ir −0.16 −0.08 2.52 0.64 0.54 6.94 7 2.20

Pt −0.07 −0.04 2.68 0.69 0.58 7.97 9 2.83

Au 0.08 0.03 2.84 0.78 0.67 8.81 10 3.14

point, they chose a Cu(Ir) alloy, assuming Zd = 8. Then, using α = 2.1% from
reference [98] they found η1 = −4.3◦ = −0.0753, which is actually in very good
agreement with the corresponding value ηIr1 = −0.08 in table 3.4. Furthermore, they
used this η1 = −0.075 for all considered 5d impurities in Cu, while the ab initio p
phase shifts (table 3.4) vary quite strongly and even change sign for Au. According
to the highlighted differences between the approach used by Fert and Levy and the
one presented here, arising discrepancies in the respective results are not surprising.
Actually, Fert and Levy already mentioned [38] that the disregarded influence of
a crystal field in their isolated-atom approximation can change the resulting phase
shifts and consequently the magnitude of the spin Hall effect. An exhaustive quan-
titative analysis performed on the basis of ab initio calculations for the scattering
phase shifts will be presented in what follows.
In order to apply the phase shift model by means of equations (2.164), (2.172), and
(2.177) - (2.179) for a Cu host with 5d impurities, kF = 1.346 Å−1 is used. This
value was obtained via averaging the wave vector over the Fermi surface of a copper
crystal with the unit cell volume V0 = a3/4 and the lattice constant a = 3.6148Å.
Figure 3.13 shows results for the SHC obtained by the considered phase-shift model
in comparison to direct first-principles calculations performed applying the Boltz-
mann equation and the Kubo-Středa formula4. Also included are the corresponding
results of the relativistic phase shift model presented in the previous section. The
results of the considered non-relativistic and the relativistic phase shift models al-

3Based on the sign issue presented in section 3.2 and the corresponding erratum published by
Fert and Levy [100], the free (in their approach) parameter η1 has to change sign. This would
contradict table 3.4 but could be understood by the work of Xu et al. [104], which was discussed
at the end of section 3.2.

4As in section 3.2, the results of the Kubo-Středa approach were obtained in collaboration with
the group of Hubert Ebert in Munich.
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Figure 3.13.: The spin Hall conductivity for 5d impurities in a Cu host obtained by the
considered phase shift model (PSM), the Boltzmann equation (BE), and the Kubo-
Středa formula (KS). For comparison, the results obtained within the relativistic phase
shift model (RPSM) introduced in section 3.2 are shown. The impurity concentration
is fixed to 1 at.%.

most coincide, which points to an efficient treatment of the SOC within the used
perturbative approach. In addition, the models are in good agreement with the
results of the ab initio calculations. This is a consequence of two facts. Namely,
copper possesses an almost spherical Fermi surface and exhibits a relatively weak
SOC. As shown in reference [H4], which presents a detailed systematic comparison
between results from the phase shift model and first-principles calculations for var-
ious host-impurity combinations, these are the requirements to the host material in
order to provide good qualitative agreement with ab initio results.
In comparison to the first-principles calculations, the introduced models give easy
access to a detailed analysis, which helps to identify the most important contribu-
tions. The model discussed in this section is particularly useful in that respect, since
equation (2.172) makes it possible to separate different l channels for the spin-orbit
scattering contributing to the SHC. They are shown in figure 3.14 and labeled with
ll′ according to the related terms

Cll′ =
λl sin

2 ηl
∆l

sin (2ηl − ηl′) sin ηl′ (3.18)

in the curly brackets of

σ+
yx ∝ τ 2

0

{
1

3

λ1 sin2 η1

∆1

[sin (2η1 − η0) sin η0 − sin (2η1 − η2) sin η2]

+
λ2 sin2 η2

∆2

[sin (2η2 − η1) sin η1 − sin (2η2 − η3) sin η3]

+ 2
λ3 sin2 η3

∆3

sin (2η3 − η2) sin η2

}
. (3.19)

Obviously, all contributions involving s and f states are negligible and the total
SHC is provided just by two terms labeled as p−d and d−p. Surprisingly, the p−d
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Figure 3.14.: The spin Hall conductivity for 5d impurities in a Cu host obtained by the
considered phase shift model. The different contributions to σsyx labeled as ll′ corre-
spond to Cll′ defined by equation (3.18). The inset shows a direct comparison between
the SHC due to d−p scattering based on phase shifts from Friedel’s sum rule, as used
by Fert and Levy (FL), or ab initio calculations.

contribution, related to the spin-orbit scattering in the p channel, is of the same
order as the d−p term. Moreover, for Pt and Au impurities the p−d contribution
becomes even significantly larger than the d−p one. This result shows that the sim-
plified models that are aimed at “a general rather than numerical description” [38]
need to be examined intensively in order to predict reliable qualitative results.
The inset of figure 3.14 also helps to compare the results for the single d−p con-

tribution from Fert and Levy [38] with those obtained here. Basically, the order of
magnitude of the values is equal although several differences can be obtained. For
instance, a drastic disagreement arises for the Au impurity for which the approach
of reference [38] predicts a vanishing SHC due to Friedel’s sum rule (since η2 = π),
whereas the ab initio approach for the phase shifts forecasts a relatively large (neg-
ative) contribution. Furthermore, the sign change which appears around the Re
impurity in reference [38] is shifted to a lower d-shell filling and emerges nearby Ta
applying the ab initio input. This is a direct consequence of used phase shifts which
are larger than the corresponding ones stemming from Friedel’s sum rule, as can be
seen in table 3.4. Equation (3.18) helps to understand that larger d-phase shifts lead
to the aforesaid shift of the l-dependent sine contribution in the C21 term. The ab
initio treatment with the consideration of the impurity within a host cluster suffices
to deliver results which confirm the corresponding prediction from Fert and Levy
forecasting the described left-shift of the sign change when using scattering phase
shifts from ab initio calculations [38].
In order to get a deeper insight into the origin of the aforementioned unexpected
results, which show that p−d and d−p contributions give comparable results, it is
worth using another helpful property of equation (3.19). The specific structure of
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Figure 3.15.: Analysis of the spin-orbit and potential scattering contributions to the term
Cll′ for 5d impurities in Cu. The two parts of the contributions Cp−d and Cd−p are
shown separately.

this equation for the spin Hall conductivity allows to analyze the interplay between
the spin-orbit and the potential scattering as well as the respective contributions to
the SHE. Precisely, it is possible to divide the terms Cp−d ≡ −1

3
C12 and Cd−p ≡ C21

which give the dominant contributions to equation (3.19) into two factors. While
the first one, (λl/∆l) sin2 ηl, can be attributed to the spin-orbit scattering strength
for the corresponding l channel, the other one is described merely in terms of the
non-relativistic phase shifts. Figure 3.15 shows the separate contributions for the
investigated 5d impurities in Cu. The two terms related to SOC in the l = 1 or
l = 2 channel behave differently. On the one hand, the part for l = 1 has just a
small enhancement going from Lu to Au. On the contrary, the corresponding part
for l = 2 shows resonance behavior around W with reduced values towards Lu and
Au caused by the 5d shell filling, which can be followed in table 3.4. Hence, for Au
impurities the spin-orbit scattering strength in the p channel is four times larger
than for d states. However, both contributions are of comparable magnitude from
Hf to Ir impurities. The question of how they contribute to the entire spin Hall
conductivity is determined by the second part of the corresponding Cll′ terms given
by

sin(2ηl − ηl′) sin ηl′ = 2 sin ηl sin ηl′ cos(ηl − ηl′)− sin2 ηl′ . (3.20)

Interestingly, the used identity reveals a symmetric term with respect to the ex-
change of l and l′. The remaining term, which depends on η2 and η1 for the p−d
and d−p contributions, respectively, is responsible for emerging differences. In this
way, the scattering-in term expressed in terms of Cll′ highlights the coupling be-
tween, e.g. the spin-orbit scattering in the p channel and the potential scattering in
the d channel. For the considered systems, the latter one is enhanced by the reso-
nance properties of the 5d impurities in copper. The consideration of all necessary
terms which combine the two scattering mechanisms leads to a positive SHC and
consequently a positive SHA for all the considered systems. This is in contrast to
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Figure 3.16.: Analysis of the two main contributions form Cll′ terms for 5d impurities in
Cu in comparison to the influence of the momentum relaxation time.

the results of reference [38] but in coherence with values obtained from ab initio
methods visible in figure 3.13.
While the previous discussions can explain the positive sign for all the considered
impurities in Cu, it cannot account for the significant enhancement for Pt and Au,
as seen in figures 3.13 and 3.14. Figure 3.16, showing the momentum relaxation
time in addition to the two dominant contributions in the braces of equation (3.19),
helps to identify τ0 to be responsible for the the main trend of the total SHC. In this
way, the strong correlation between τ 2

0 and the total SHC of figures 3.13 and 3.14
together with equation (3.19) points to the crucial role of the potential scattering
strength by itself for the magnitude of the SHC. Consequently, one cannot rely on
the spin-orbit scattering strength only when considering the spin Hall effect.
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3.4. Towards an Ab Initio Semiclassical
Description of Side Jump

As exposed in the first section of the results, the first-principles semiclassical de-
scription of the skew-scattering mechanism was already successfully implemented
and can be used to describe bulk as well as film systems appropriately. For the
side-jump mechanism, the situation is different. Several approaches describe the SJ
contribution to the anomalous Hall effect and present material-specific results for
magnetic systems [107–109]. Nevertheless, the microscopic origins of AHE and SHE
are the same. The cited publications present fully quantum-mechanical calculations
of the transport properties on basis of Kubo approaches. A difference between those
is the way, the side jump is considered. On the one hand, Kovalev et al. [107]
and Weischenberg et al. [108] describe the SJ in terms of the host electronic struc-
ture. Accordingly, they investigate the scattering-independent side jump. On the
other hand, Lowitzer et al. [109] use a coherent potential approximation to describe
disorder and connect both extrinsic contributions with vertex corrections. In this
way, it is quite easy to separate different contributions to the entire anomalous Hall
conductivity obtained within the Kubo-Středa approach by

σyx = σintryx + αskewσxx + σsjyx , (3.21)

where αskew is the anomalous Hall angle due to skew scattering. By switching off the
vertex corrections, they eliminate the intrinsic contribution. Afterwards, the limit
σxx → 0 reveals the SJ conductivity.
Fert and Levy [38] went another path. They present material-specific results for
the side-jump mechanism caused by 5d impurities in a copper host, which were ob-
tained based on a phase shift model similar to the one used for the description of
skew scattering.
The aim of this chapter is to introduce an initial step into the direction of an ab
initio semiclassical description of side jump considering two different simplified ap-
proaches. The first one follows a suggestion of Sinitsyn et al. [39, 78]. It focuses on
the host properties expressed in terms of the Berry curvature, which is calculated
from first principles according to reference [72] here. The corresponding side-jump
conductivity contains the side-jump velocity (2.136) based on the microscopic dis-
placement given by equation (2.139). The second approach places the emphasis on
the properties of the impurities. Similar to the case of skew scattering, the resonant
scattering model from Fert and Levy [38] is extended for this purpose. This ap-
proach is based on the side-jump velocity (2.156). The used scattering phase shifts
are obtained by means of ab initio calculations.
In order to investigate the first approach, I will apply the corresponding expression
(2.140) for σsjyx to real materials. Namely, a Cu host with 5d or Bi impurities is
studied. Figure 3.17 shows the corresponding results. A first look at the spin Hall
conductivity in figure 3.17(a) indicates that this quantity is more or less impurity
independent as it was expected from the construction of the model. The slight
variations arise solely from the scattering probability in equation (2.136) which de-
pends on the impurity potential. Additionally, one can find that the influence of
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Figure 3.17.: The impurity-independent side-jump contribution to SHC and SHA for 5d
and Bi impurities in Cu arising from the simplified model based on the Berry curvature.
Besides the values related to the converged Λk from equation (2.104) used for the SHC
(2.140), the results for σsj,(0) and αsj,(0) employing the anisotropic RTA, Λ

(0)
k = τk vk,

are shown to illustrate the influence of the scattering-in term on SJ in this model.

the scattering-in term of equation (2.104) is rather small. In particular, it hardly
influences the results for the 5d impurities. The situation for Bi is quite different.
As already stated for the skew-scattering mechanism, the scattering-in term has a
strong impact especially for such p scatterers as Bi. In contrast to the SHC, the
spin Hall angle has a strong dependence on the impurity atom, which originates from
the impurity-dependent charge conductivity in the denominator of equation (1.9).
Nevertheless, the influence of the scattering-in term on the SHA is a bit lowered in
comparison to the SHC since it affects the charge conductivity as well, leading to a
partial compensation.
These calculations can be considered as an estimation for the order of magnitude of
the impurity-independent contribution to side jump. However, the restrictions to a
k-independent Berry curvature or small scattering angles are not fulfilled generally.
Though, as can be seen in reference [72], the Berry curvature in Cu changes gently
over the entire Fermi surface and its overall value is quite small. Hence, the order of
magnitude should be reliable. For heavier systems like Au or spin hot spots forming
materials like Al, the used approximation would be questionable since, for example,
the corresponding maximum absolute values of the Berry curvature are increased by
factors of 20 to 10000 [72].
As already mentioned, the Berry curvature-based model for the description of side
jump is restricted to host-influence effects. As a counter-pole to this approach, the
phase shift model, which only considers the influence of impurities, will be investi-
gated in what follows. The corresponding formulas outlined in section 2.4.3 extend
the consideration of Fert and Levy [38] to s, p, d, and f states, similar to the ex-
amined case of skew scattering. Additionally, the incorporation of the mean free
path Λk was extended beyond the relaxation time approximation leading to a sepa-
ration between σsj Iyx and σsj IIyx . While σsj Iyx neglects the influence of the scattering-in
term (see equation (2.191)), equation (2.192) for σsj IIyx includes the corresponding
first contribution. In order to apply equations (2.196) and (2.197), the relativistic
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Figure 3.18.: The side-jump contribution to SHC and SHA for 5d and Bi impurities in Cu
arising from the phase shift model. The graphs show the first and second contributions
separately, which are related to neglecting the scattering-in term for the mean free
path (σsj,I, equations (2.191) and (2.196)) or considering its first iterative step (σsj,II,
equations (2.192) and (2.197)).

phase shifts from table 3.3 were used. The energy derivatives of the phase shifts
were obtained numerically by a central difference quotient between phase shifts at
energies 10−6 Ry above and below the Fermi level. They are shown in table 3.5.
The corresponding results for the spin Hall conductivity as well as for the related
contribution to the spin Hall angle for 5d and Bi impurities in copper are shown in
figure 3.18. As intended by the model, the results are strongly impurity dependent.
Generally, the contribution stemming from the relaxation time approximation for
the mean free path, σsj,Iyx and αsj,I, is larger than the part related to the scattering-in
term, σsj,IIyx and αsj,II. Nevertheless, it does not seem reasonable to fully neglect the
smaller contribution since for some impurities it is comparable to the first contri-
bution. Especially for Bi, for which also the impurity-independent contribution to
the side jump conductivity was strongly influenced by the scattering-in term (see

Table 3.5.: The energy derivatives of relativistic phase shifts of 5d or Bi impurities in a Cu
host at the Fermi level given in (Ry)−1.

impurity ∂Eδs ∂Eδp1/2 ∂Eδp3/2 ∂Eδd3/2 ∂Eδd5/2 ∂Eδf5/2 ∂Eδf7/2

Lu −0.66 −0.40 −0.57 3.07 2.56 0.027 0.029

Hf −0.67 −0.30 −0.49 5.36 4.56 0.037 0.034

Ta −0.67 −0.22 −0.40 4.94 5.60 0.041 0.038

W −0.67 −0.15 −0.37 3.04 4.89 0.040 0.038

Re −0.67 −0.11 −0.32 1.70 3.70 0.038 0.036

Os −0.67 −0.06 −0.28 0.86 2.50 0.035 0.033

Ir −0.67 −0.02 −0.25 0.31 1.40 0.032 0.031

Pt −0.70 0.04 −0.21 −0.06 0.48 0.031 0.030

Au −0.78 0.13 −0.13 −0.25 −0.13 0.033 0.031

Bi −1.28 −0.42 0.09 0.03 −0.03 0.067 0.065
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Figure 3.19.: The spin Hall angle αsjFL from Fert and Levy [38] scaled to an impurity
concentration of 1 at.% in comparison to the results αsj,I from the extended phase
shift model.

figure 3.17), this contribution is of enormous importance. Additionally, one has to
keep in mind that the iteration [65, H5] is not carried out beyond the first step in
this analytical model. Therefore, further terms can also contribute when the en-
tire scattering-in term is taken into account. However, the predicted values for the
impurity-dependent side-jump contribution to the SHE are about an order of mag-
nitude smaller than the impurity-independent part discussed above as well as the
skew-scattering contribution (for an impurity concentration of 1 at.%) considered in
section 3.3.
In the following part, I want to discuss the results from the extended phase shift

model in comparison to those obtained by Fert and Levy [38]. As can be seen in
figure 3.19, the two curves are quite different. In the case of Fert and Levy, the SHA
changes sign nearby the Re impurity. This zero crossing occurs between Hf and Ta
when the phase shifts from the ab initio calculations are used in the extended model.
This shift to a lower d-shell filling has the same origin as pointed out in the discussion
of skew scattering in section 3.3. To be exact, the used phase shifts are larger than
those obtained from Friedel’s sum rule (3.17) restricted to d electrons. Considering
the trigonometric character of the leading term cos(3η2−η1) sin η2 sin η1 for the SHC
as used in reference [38], this behavior can be understood straightforwardly. Addi-
tionally, the absolute values of the spin Hall angles originating from the ab initio
phase shifts are lowered in comparison to the other results. This characteristic is
predominantly caused by the SOC constant, which is expressed by the scattering
phase shifts from the impurity embedded in the host crystal (as discussed in section
2.4.2), whereas Fert and Levy approximate it by the corresponding atomic SOC
constant from reference [110]. Both differences, the left-shift of the sign change as
well as the reduced amplitudes, confirm a statement from the end of reference [38],
where the authors predict such features for real scattering phase shifts.
Another important difference between the two curves is the impurity trend. The
data published by Fert and Levy show a sign change from negative to positive near
Re, whereas the results based on equation (2.196) switch sign from positive to nega-
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tive near Hf when the atomic number is increased. In order to check the possibility
of a sign issue in the used formula, appendix E shows the derivation of the side-
jump conductivity in terms of non-relativistic phase shifts restricted to scattering
between the resonant d and the p states, while the constriction to SOC-inducing d
states is made. The comparison of equation (E.7) with the corresponding formula
of reference [38] clearly indicates the aforementioned sign problem. In order to re-
assure in this regard, another formulation was derived in the appendix. Precisely,
reference [94] from the same authors investigates skew-scattering and side-jump con-
tributions to the spin Hall effect in bismuth-doped copper using the scattering phase
shift model in terms of relativistic phase shifts. As shown by equation (E.15), the
sign between their expression and ours coincides in this case.
As a last proof for the accordance of sign between the various equations for the
side-jump conductivity derived within this thesis, a comparison of the results for
bismuth impurities in copper is helpful, which can be found in table 3.6. If all s,
p, d, and f channels are taken into account, the spin Hall conductivity is positive
independent of the formulation in terms of either relativistic, using equation (2.196),
or non-relativistic, employing equation (E.9), phase shifts. Hence, both models give
equal results with respect to sign. Additionally, there is good agreement with re-
spect to the magnitude of the SHC which points to an efficient treatment of SOC,
as was already mentioned in section 3.3. This discussion manifests the existence of
a sign problem for the side-jump contribution either in reference [38] or [94]. The
remaining task is to clarify this point. Table 3.6 also shows the Cu(Bi) result for
the SHC from side jump based on equation (E.15), which is entirely the same as
in reference [94]. As the others, this conductivity has positive sign, which is in
agreement with Levy et al. [94]. Hence, the assumption of an erroneous equation in
reference [38] is confirmed. Nevertheless, the absolute value predicted by equation
(E.15) is smaller by about a factor of three in comparison to the full equations. This
discrepancy arises from neglecting terms including the energy derivative of the s
phase shift. If these terms are incorporated, which can be done by inclusion of all
s−p transitions in equation (2.196), the remaining small difference can be ascribed
to the higher l channel contributions. As already pointed out in section 3.3, this
discussion shows that such models need to be treated with care within their limita-
tions. The influence of neglected terms has to be checked carefully.

Table 3.6.: The side-jump contribution to the spin Hall conductivity for Cu(Bi) alloy from
various approaches. The values are given in (µΩ cm)−1. Equations (2.196) and (E.9)
include all transitions between s, p, d, and f states. However, equation (2.196) is
formulated in terms of relativistic, whereas equation (E.9) is based on non-relativistic
phase shifts. Equation (E.15) stems from reference [94], solely incorporating s−p
scatterings but neglecting terms with energy-derivatives of the s phase shifts. Those
contributions are incorporated in the results called ”eq. (2.196) only sp terms“.

eq. (2.196) eq. (E.9) eq. (E.15) eq. (2.196)
only sp terms

10−3σ+,sj,I
yx 0.145 0.152 0.041 0.128
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In the following, I want to comment on the factors influencing the sign of the side-
jump contribution to SHC and SHA. The main outcome is that the sign of the side-
jump conductivity is more sensitive to the definition of the transition matrix than
the skew-scattering part. While in equation (2.165) for skew scattering the squared
absolute value of the T matrix, |Tk′k|2, appears, it is the term Im{T ∗kk′∇k′Tkk′} which
is part of the expression (2.190) for side jump. The striking difference between both
terms is that any phase information of the T matrix cancels for skew scattering due
to the absolute square, whereas it has direct impact on side jump. This becomes
obvious if the term is rewritten as

Im {T ∗kk′∇k′Tkk′} = Im
{
|Tkk′|e−i arg Tkk′∇k′

(
|Tkk′|ei arg Tkk′

)}
= |Tkk′ |2∇k′ (arg Tkk′) ,

(3.22)
where arg Tkk′ represents the argument of the complex quantity Tkk′ . As can be seen
in equation (3.22), an opposite definition of the T matrix phase directly changes sign
of the entire expression while this is not the case for skew scattering. Hence, a proper
theoretical description of the side-jump conductivity has to start with a proper gauge
for the phases.
In the last part of this section, I want to come back to the separation between the
two side-jump conductivities. While σsj,I excludes the scattering-in term (vertex
corrections) σsj,II includes it. In this sense, one has to reconsider equation (3.21)
from the approach of Lowitzer et al. [33,109], where the side-jump contribution was
solely connected to the vertex corrections. Hence, a more appropriate formulation
should look like

σyx = σintryx + αskewσxx + σsj, no vc
yx + σsj, vcyx (3.23)

which distinguishes between SJ contributions in dependence or independence of
vertex corrections (vc) explicitly. The emerging problem is that a separation of the
four contributions to the total transversal conductivity stemming from the Kubo-
Středa approach cannot be done equally to equation (3.21). Precisely, the terms σintryx

and σsj, no vc
yx are both independent of the vertex corrections and behave similarly in

the limit σxx→0. A possible approach could be to determine the intrinsic spin Hall
conductivity explicitly based on the Berry curvature formalism described in section
2.3.1. This is subject of future investigations.
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Summary

“Pass on what you have learned.”
— Jedi Master Yoda

Within the present work, I investigated the extrinsic contributions to the spin Hall
effect in two- and three-dimensional alloys based on noble metals.
Firstly, ultrathin films were studied using density functional theory within the local
density approximation by means of the relativistic Korringa-Kohn-Rostoker Green
function method. The skew-scattering results stem from a semiclassical Boltzmann
approach. They vary to some extend for Bi-doped one-monolayer noble metal films
depending on host material and surface orientation. The largest spin Hall angle is
about 80% found for the Au(111) film. The origin of this colossal spin Hall effect
was analyzed by energy-dependent transport calculations. The consideration of the
Bi impurity density of states identified a connection between the p1/2 states and the
longitudinal conductivity. Accordingly, it is helpful to push the impurity p1/2 reso-
nance states towards the Fermi level. The accompanied reduced charge conductivity
leads to a further enhancement of the giant spin Hall effect caused by the reduced
sample dimension. In this context, strain engineering was examined to tune the
resonant scattering. The example of Bi-doped Cu(111) films indicates the feasibility
to create a colossal spin Hall effect in this way. These results point to a new route to
design materials with an optimized conversion of charge current into spin current.
In the second approach, the resonant scattering model for skew scattering proposed
by Fert and Levy was generalized to s, p, d, and f channels. An extensive analysis
of this model for copper bulk systems with Bi impurities, which also includes struc-
tural relaxation, paved the way for the solution of an emerged sign issue between
theory and experiment in the different definition of the spin Hall angle. In addition
to this analysis, 5d impurities in copper were restudied. While the restriction to
resonant d scattering does not lead to agreement with ab initio results from the
Boltzmann or Kubo-Středa formula, the generalized model using phase shifts from
ab initio calculations delivers consistent results. The interplay between spin-orbit
scattering and impurity scattering was investigated in detail. Hence, terms related
to spin-orbit scattering in the p channel can have tremendous influence for the in-
vestigated systems. Accordingly, the application of such models needs to be handled
with care.
The work is concluded by first steps in the direction of an ab initio semiclassical
description of side jump. A simplified approach using the host Berry curvature
leads to impurity-independent spin Hall conductivities. Due to severe restrictions,
this model can help to estimate the corresponding contribution rather than being
predictive. Similar to skew scattering, the impurity-dependent resonant scatter-
ing model was generalized by considering all important l channels. An additional
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separation to contributions including and neglecting the scattering-in term of the
Boltzmann equation (vertex corrections) was executed.
In conclusion, I would like to provide a short overview of the discussed mechanisms
contributing to the spin Hall effect. Each of them has a particular impact depend-
ing on the electronic structure of the system under consideration. The intrinsic
mechanism is particularly important for transition metals exhibiting many bands
at the Fermi level. In the regime of low impurity concentration, skew scattering is
of considerable significance. For finite systems, the effect is very sensitive to the
impurity position with respect to the surface. In bulk systems, a large difference
of the atomic number between impurity and host, for example Bi in Cu or C in
Au, is required for large skew-scattering contributions to the spin Hall effect. This
picture is modified for ultrathin films where Bi impurities in one-monolayer Au films
give rise to the colossal spin Hall effect due to resonant scattering. The side-jump
mechanism is more complex. Although being an extrinsic effect for which scatter-
ing centers are mandatory, a simple approximation can describe it on the basis of
the electronic structure of the ideal host. Another approach focuses on the changed
electronic structure around the defect and provides a spin Hall conductivity strongly
dependent on the type of impurity. This contribution can be divided further from
a theoretical point of view. Namely, in contrast to skew scattering, it has terms
independent of the vertex corrections in addition to those solely caused by them.



Appendix A

Gauge Dependence of Transport Properties

As described during the discussion of the spin polarization in section 2.1.3, for
systems with both time and space inversion symmetry, the spin quantization axis can
point in an arbitrary direction. For practical calculations, an appropriate gauge must
be chosen, especially when spin-flip events are included and have to be described
adequately, as done in this thesis. The two presented gauges giving either the spin
polarization parallel to the global quantization axis chosen along the z direction
(gauge I) or maximizing the value

〈
ψ+
k

∣∣β σz
∣∣ψ+

k

〉
(gauge II) are identical in the non-

relativistic limit [63]. Hence, the relative influence on the SHA should be smaller for
a light host as Cu in comparison to much heavier hosts like Au. The corresponding
investigation compares the quantity

∆II,I
α =

αII − αI

αII (A.1)

based on the results for the spin Hall angles obtained for different systems from the
two gauges.
As can be seen in figure A.1, the chosen gauge generally has more impact on the
results for thicker films, whereas the influence on the 1ML systems is rather small.
Additionally, the above stated prediction of less influenced results for Cu than for Au
is confirmed. While the relative change for the 11ML Cu film stays below 1.5 · 10−4

it is more than one order of magnitude larger for the 11ML Au system and exceeds
the value of 6 · 10−3.
Nevertheless, the presented influence for the film systems is smaller than for the
corresponding bulk systems for which the maximal deviations are ∆II,I

α,Cu = 1 · 10−3

and ∆II,I
α,Au = 4 · 10−2.
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Figure A.1.: Comparison of the relative influence of the two discussed gauges on the SHA(
∆II,I
α

)
for Bi-doped (a) Cu and (b) Au film systems consisting of 1 or 11ML.





Appendix B

Longitudinal Conductivity in the Phase
Shift Model

For a deeper investigation of the charge conductivity in the framework of the con-
sidered phase shift model, a suitable starting point is given by the corresponding
expression

σ =

(
e2

~

)
mekF
~(2π)3

ˆ

dΩk v
x
k Λx

k (B.1)

derived from equation (2.161). According to the separation of the mean free path

Λx
k = τk v

x
k + τk

∑

k′

Pk′k τk′ v
x
k′ = ΛI,x

k + ΛII,x
k (B.2)

it is possible to make the separation σxx = σIxx + σIIxx. Taking into account the
spherical band approximation with v = ~k/me, it is possible to obtain

σIxx =

(
e2

~

)
~kF

me(2π)3
τ0

ˆ

dΩk k
2
x =

(
e2

~

)
~k3

F

6π2me

τ0 (B.3)

and

σIIxx =

(
e2

~

)
~kF

me(2π)3
τ 2

0

ˆ

dΩk kx
∑

k′

Pk′k k
′
x

=

(
e2

~

)
c0NV k

2
F

~2(2π)5
τ 2

0

ˆ

dΩk

ˆ

dΩk′kx k
′
x |Tk′k|2 . (B.4)

Using the transition matrix from equation (2.116) leads to

σII
xx =

(
e2

~

)
c0
V0

~2k2F
2πm2

e

τ20
∑

lm

[
(l +m+ 1)e

−iδ
l+1

2 sin δl+ 1
2

+ (l −m)e
−iδ

l− 1
2 sin δl− 1

2

]
×

{
(l +m+ 1)(l +m+ 2)(l +m+ 3)− (l −m+ 1)(l −m+ 2)(l +m+ 1)

(2l + 1)2(2l + 3)2
e
iδ

(l+1)+ 1
2 sin δ(l+1)+ 1

2

+
(l +m+ 1)(l +m+ 2)(l −m)− (l −m+ 1)(l −m+ 2)(l −m+ 2)

(2l + 1)2(2l + 3)2
e
iδ

(l+1)− 1
2 sin δ(l+1)− 1

2

+
(l +m)(l +m− 1)(l +m− 1)− (l −m)(l −m− 1)(l +m+ 1)

(2l + 1)2(2l − 1)2
e
iδ

(l−1)+ 1
2 sin δ(l−1)+ 1

2

+
(l +m)(l +m− 1)(l −m)− (l −m)(l −m− 1)(l −m− 2)

(2l + 1)2(2l − 1)2
e
iδ

(l−1)− 1
2 sin δ(l−1)− 1

2

}
.

(B.5)
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Figure B.1.: Comparison of σIxx (neglecting the scattering-in term in the mean free path
Λk) and σIIxx (taking into account the first iteration for the scattering-in term).

In order to compare the results for equation (B.3) and (B.5), the relaxation time
from equation (2.187) was used. The corresponding data for 5d impurities in Cu is
shown in figure B.1. It is visible that the second term gives positive contribution for
impurities from Lu to Pt and is negative for Au only. The relative contribution of
σIIxx to the sum of both terms lies between 1% for Lu and about 10% for Os. Hence,
the restriction to the scattering-out term in Λk for the estimation of the charge
conductivity in the phase shift model seems to be a reasonable assumption.



Appendix C

Integrals Over Spherical Harmonics

Reference [87] provides helpful expressions for integrals over three spherical har-
monics. In order to derive the Hall component of the conductivity tensor in the
framework of the phase shift models considered in section 2.4, the identities

ˆ

dΩY m
l [Y −1

1 − Y 1
1 ](Y m′

l′ )∗ = −
√

3

8π
×

{
δl′,l+1

[
δm′,m+1

√
(l +m+ 1)(l +m+ 2)

(2l + 1)(2l + 3)
− δm′,m−1

√
(l −m+ 1)(l −m+ 2)

(2l + 1)(2l + 3)

]

− δl′,l−1

[
δm′,m+1

√
(l −m)(l −m− 1)

(2l − 1)(2l + 1)
− δm′,m−1

√
(l +m)(l +m− 1)

(2l − 1)(2l + 1)

]}
(C.1)

and

ˆ

dΩY m′
l′ [Y 1

1 + Y −1
1 ](Y m
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√

3

8π
×

{
δl′,l+1

[
δm′,m+1

√
(l +m+ 1)(l +m+ 2)

(2l + 1)(2l + 3)
+ δm′,m−1

√
(l −m+ 1)(l −m+ 2)

(2l + 1)(2l + 3)

]
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[
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√
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(2l − 1)(2l + 1)
+ δm′,m−1

√
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(2l − 1)(2l + 1)

]}
(C.2)

are used. The combination of those together with

kx =

√
2π

3
kF

[
Y −1

1 (k̂)− Y 1
1 (k̂)

]
, ky = i

√
2π

3
kF

[
Y −1

1 (k̂) + Y 1
1 (k̂)

]
(C.3)

allows to represent the angular integrals required for the evaluation of

σ+
yx ∝

ˆ

dΩk

ˆ

dΩk′ ky k
′
x |T++

k′k |2antisym (C.4)

as
ˆ

dΩkY
m
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Appendix D

Side-Jump Conductivity within the Phase
Shift Model

According to reference [87], the gradient emerging in the estimation of the side-jump
conductivity (2.190) can be written as

∇k = ex
∂

∂kx
+ ey

∂

∂ky
+ ez

∂

∂kz
= −e+1∇−1 + e0∇0 − e−1∇+1 (D.1)

with

e+1 = − 1√
2

(ex + iey) , e0 = ez , e−1 =
1√
2

(ex − iey) ,

∇−1 =
1√
2

(
∂

∂kx
− i

∂

∂ky

)
, ∇0 =

∂

∂kz
, ∇+1 = − 1√

2

(
∂

∂kx
+ i

∂

∂ky

)
,

∂

∂kx
=

1√
2

(∇−1 −∇+1) ,
∂

∂kz
= ∇0 ,

∂

∂ky
=

i√
2

(∇−1 +∇+1) . (D.2)

In addition, the following helpful equations

∇0

[
f(k)Y m

l (k̂)
]

=

√
(l + 1)2 −m2

(2l + 1)(2l + 3)

(
∂f

∂k
− l

k
f

)
Y m
l+1(k̂)

+

√
l2 −m2

(2l − 1)(2l + 1)

(
∂f

∂k
+
l + 1

k
f

)
Y m
l−1(k̂) (D.3)

and

∇±1

[
f(k)Y m

l (k̂)
]

=

√
(l ±m+ 1)(l ±m+ 2)

2(2l + 1)(2l + 3)

(
∂f

∂k
− l

k
f

)
Y m±1
l+1 (k̂)

−
√

(l ∓m− 1)(l ∓m)

2(2l − 1)(2l + 1)

(
∂f

∂k
+
l + 1

k
f

)
Y m±1
l−1 (k̂) (D.4)

can be found. For the y-x component of the side-jump conductivities in equations
(2.191) and (2.192), the ky derivative of the T matrix needs to be inserted. Taking
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into account equations (D.2) and (D.4), the corresponding expression

∂

∂ky

[
f(k)Y m

l (k̂)
]

=
i√
2

(∇−1 +∇+1)
[
f(k)Y m

l (k̂)
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{(
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)[√
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(D.5)

can be obtained. Now, the function f required for the representation of the T matrix
(2.193) needs to be specified. It reads

f(E) =
1√
E

[(
l +m+ 1

2l + 1

)
e

iδ
l+1

2
(E)

sin δl+ 1
2
(E) +

(
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2l + 1

)
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2
(E)
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2
(E)

]
,

(D.6)
where the implicit energy dependence via k was written explicitly for all scattering
phase shifts. Incorporating ∂f

∂k
= ∂f
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with ∂E
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2
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. (D.7)

In order to determine the first side-jump contribution from equation (2.191), the
abbreviation T̃kk′ = V Tkk′ as well as the orthogonality of the spherical harmonics
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´

Y ∗l′m′YlmdΩ = δll′δmm′ are used to rewrite
ˆ
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(D.8)
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With the help of the relations from appendix C, which lead to

ˆ
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the remaining integration over the angular part of k can be executed. Consequently,
the first contribution to the spin Hall conductivity due to side jump as written in
equation (2.196) can be found.
For the derivation of the second side-jump contribution the expression from equation
(D.8) is needed again but is used in the notation
ˆ
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(D.10)

Additionally, the contribution of the scattering-in term to the mean free path is
taken into account by
∑
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(D.11)



103

The combination of equations (D.10) and (D.11) leads to integrals over four spheri-
cal harmonics which can be expressed in terms of Clebsch-Gordon coefficients (see
section 5.6.2 of reference [87])

ˆ
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C lm
LM,l3m3

. (D.12)

Finally, equation (2.197) can be obtained and used to investigate the second contri-
bution to the side-jump conductivity.





Appendix E

Side-Jump Phase Shift Model -
Comparison to Fert and Levy

In order to compare the expression for the side-jump conductivity obtained from the
phase shift model with the one presented by Fert and Levy in [38], I will rederive it
here. The starting point is the transition matrix (2.114) which is entirely the same
as equation (1) in reference [38] if the spin-up channel is considered and the density

of states of spin-up electrons per volume n(EF ) =

√
2m3

e

2π2~3
√
EF is used. The derivative

of the T matrix can be found similarly to equation (D.5) if the new form of f(E)

f(E) =
2

n(EF )

[
m
λd
∆
e2iη2 sin2 η2 − 2eiηl sin ηl

]
(E.1)

is used. Equation (E.1) already takes into account that in this derivation, only
d electrons give rise to effects driven by spin-orbit coupling. Following the steps
outlined in appendix D, it is straightforwardly possible to find

ˆ

dΩk′T
∗
k′←k

∂

∂k′y
Tk′←k =

4i√
2n(EF )

2∑

m=−2

1∑

m′=−1

e−iη1 sin η1Y
m′

1 (k̂)
(
Y m

2 (k̂)
)∗
×

(
∂f

∂k′
+

3

k′
f

){
δm′,m−1

√
(1 +m)(2 +m)

30
+ δm′,m+1

√
(1−m)(2−m)

30

}
(E.2)

if the restrictions l = 2 and l′ = 1 are used according to Fert and Levy with the T
matrices labeled in the style of references [38, 79]. In a further approximation it is
assumed that

(
∂f

∂k′
+

3

k′
f

)
≈
(
∂f

∂k′

)
≈ 4

n(EF )

sin2 η2

∆

~2kF
me

λd
∆
me3iη2 sin η2 (E.3)

where, according to [79], the relation

∂η2

∂k
=
∂η2

∂E

∂E

∂k
=

sin2 η2

∆

∂E

∂k
=

sin2 η2

∆

~2k

me

(E.4)

was used. Taking into account equations (C.1) and (C.3), one finds

ˆ

dΩk

ˆ

dΩk′T
∗
k′←k

∂

∂k′y
Tk′←kkx =

4i~2k2
F

(n(EF ))2me
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sin2 η2
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ei(3η2−η1) sin η2 sin η1×
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1∑

m′=−1

m

[
δm′,m+1

(m− 2)(m− 1)

15
− δm′,m−1

(m+ 2)(m+ 1)

15

]
(E.5)
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where the double series is equal to −4. Consequently, the expression

Im

ˆ

dΩk

ˆ

dΩk′T
∗
k′←k

∂

∂k′y
Tk′←kkx = − 16k2

F~2

me (n(EF ))2

λd
∆

sin2 η2

∆
sin η2 sin η1 cos(3η2−η1)

(E.6)
needed for the evaluation of the side-jump conductivity can be found. Finally, with
the help of equation (2.191), the expression

σ+,sj,I
yx = −

(
e2

~

)
c0

V0

mek
2
F

(2π)5~3
τ0

ˆ

dΩk
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4~
πme
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EF
∆
τ0 cos(3η2 − η1) sin3 η2 sin η1 (E.7)

is found. Obviously, equation (E.7) has opposite sign in comparison to the combi-
nation of equations (6) and (8) from [38].
Additionally, it is possible to derive a generalized expression for the side-jump con-
ductivity in terms of non-relativistic phase shifts which takes into account all scat-
tering events between s, p, d, and f electrons. The necessary steps can be executed
equivalently to appendix D but starting with the transition matrix (2.114). Accord-
ingly, one has

f(E) =
1√
E

[
m

2

λl
∆l

e2iηl(E) sin2 ηl(E)− eiηl(E) sin ηl(E)

]
, (E.8)

which ultimately leads to
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with
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where the relativistic phase shifts used to express the energy derivative of the term
λl
∆l

originate from equation (2.178).
Besides the formulation in terms of non-relativistic phase shifts for the analysis
of 5d impurities in Cu [38], Levy et al. also utilized the relativistic version for the
description of side jump due to Bi impurities in Cu [94]. In order to execute the same
comparison of the final expression as in the case of the non-relativistic approach, I
start with

ˆ
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(E.11)

from equation (D.8) together with equations (D.6) and (D.7). The predominant
contributions to the SHE for the Cu(Bi) alloy come from ps scattering events. Ac-
cordingly, l = 1 and l′ = 0 have to be chosen in the aforementioned equations. The
derivation is straightforward and leads to

ˆ

dΩk

ˆ

dΩk′ Im

{
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}
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(E.12)

when the energy derivative of the phase shifts is replaced in favor of a k derivative
according to

∂

∂E
δj =

kF
2EF

∂

∂k
δj . (E.13)

The application of equation (2.191) leads to
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where the last term in the curly brackets differs by a factor of two from equation [43]
of reference [94]. This discrepancy can be solved by the consideration of the terms
with l = 0 and l′ = 1 and simultaneous negligence of terms including the energy
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derivative of the s phase shifts ∂Eδ0. Accordingly, we find

σ+,sj,I
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(
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9πme
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in accordance with the approach of Levy et al. [94] especially with respect to sign5.

5One should take into account that reference [94] considers ρyx while we investigate σyx.
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