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1 Introduction

A solid crystal of one cubic centimeter contains more than1023 atoms and therefore an immense

number of electrons. The system has to be treated as a many particle problem,because the elec-

trons interact. The interaction is divided mainly in two parts, Coulomb repulsion and exchange

interaction, due to the Pauli principle. The interaction strength is labeledU .

So-called weak interacting systems can be described in an effective singleparticle picture. The

value ofU is approximately 0. This model is valid for many metals, for example Ag. Ag has a

fully filled d shell and one valence s electron, making it a prototype metal. Ag is well studied.

However, this simple model fails, when the interaction of electrons become important due to

localization of the electrons. This is the case for transition metal oxide (TMO).Due to the

strong interaction of the electrons they are called highly correlated materials.A prototype for

this class is the insulator NiO with partly filled d bands. NiO is studied extensively experimen-

tally [1, 2, 3, 4, 5, 6, 7] and theoretically [8, 9, 10, 11, 12], but the electronic structure is still not

fully understood. The simple effective potential approximation is not valid. The reason is the

strong interaction between the electrons, which makes the calculation challenging and results in

U = 8 eV. The strong coupling of the electrons in NiO is also reflected in the anti-ferromagnetic

ordering.

A direct way to probe the correlation is to measure the excitation of two electrons at the same

time (in coincidence). A recent theoretical work from Napitu and Berakdar [13] predicts a direct

relation between coincidence count rate and correlation strengthU of the materials. Based on

this work, a higher coincidence signal of NiO compared to Ag is expected.

Correlation spectroscopy, also known as coincidence spectroscopy,has a long tradition going

back to 1924 when the first coincidence experiment was performed by Bothe and Geiger [14].

They bombarded X-ray photons in a hydrogen atmosphere and measuredthe backscattered

Compton photon and the excited electron at the same time. They showed with this technique

that energy and momentum conservation is valid for every single scattering process and not just

for the statistical average of this process, as stated by Bohr, Kramers and Slater in the same year

[15]. The experiment was a strong support for the wave-particle dualisms of light. The impor-

tance of the experiment is recognized by Bothe’s Nobel prize. He concluded in his Nobel prize

lecture that the coincidence technique will be an essential tool for modern nuclear physics.

Fifty years later the application of coincidence method is extended to atomic [16,17, 18, 19],

nuclear experiments [20, 21] and condensed matter physics [22, 23, 24, 25, 26, 27]. The stud-

ied systems are excited by photons, ions, positrons or electrons. This evolution was due to the

experimental progress of the excitation sources and for surface science the progress in the ultra-

high-vacuum (UHV) technique was important.

7



1 Introduction

In 1992, Kirschneret al. [28] reported the first successful coincidence experiment on solids in

backscattering geometry for primary electrons in the range between 18 and100 eV to study the

properties of the valence electrons. Coincidence events were detected from a W(100) surface

with two channeltrons. The experiment could not resolve the energy of theincoming electron

pairs.

The challenge in coincidence in general is that true and random coincidences are observed simul-

taneously. True coincidences are the result of one scattering processand random coincidences

originate from different impact events. To increase the ratio between trueand random coinci-

dences the experiment requires low primary flux, which increases on the other hand the data

acquisition time.

Later on, the experimental apparatus was improved by combining coincidence experiment with

time-of-flight (TOF) technique to measure the energy and momentum of the electron pair emitted

from W(100) surface [29]. The advantage of this set-up is its large acceptance angle. Energeti-

cally all electrons are detected, including energetically low secondary electrons. A draw back of

this instrument is the energy dependent energy resolution, which is1.5 eV for 20 eV electrons

[30].

To achieve an energy resolution independent from the primary energy,the experimental set-up

is equipped with a pair of energy dispersive elements (hemispherical analyzers). The energy

resolution is for all energies0.7 eV [31]. Hence, the primary electron energy can be varied over

a wide range of energies. Another advantage of this set-up is, that the energy window of interests

can be selected and low energy secondary electrons are suppressed[31, 32]. The hemispherical

set-up allows to measure the integral coincidence events and also the energy distribution of the

electron pairs.

In this thesis the hemispherical set-up is applied to measure and compare the correlation strength

of different materials as NiO, Ag and Fe, Co, Ni, Pd. An important component of the experi-

mental set-up is a primary electron flux meter to study the pair emission per incomingelectron

quantitatively.

This subject of the thesis is approached in the following steps:

• First, to understand the basic principles of the experiment, Ag as a simple system is inves-

tigated. The electron pair distribution in the dependence of the primary electron energy is

studied systematically and compared with theoretical band structure calculations. Further-

more, the coincidence signal is connected to the crystal structure. Diffraction of electrons

is considered. Low energy electron diffraction (LEED) is a well established technique to

investigate crystal surfaces. In our experiment single electrons hit the surface, but electron

pairs are detected instead of the elastically scattered electrons. Nonetheless, the electron

pairs undergo diffraction. This was published in the case of Cu(100) crystal [31] and

observed also for Ag(100), presented here.

• In the next section the results of NiO thin film are presented (evaporated ona Ag crys-

tal). It is discovered, that the coincidence signal of NiO is around one order of magnitude

enhanced compared to Ag. That is also true for CoO as another TMO example. The in-
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creased signal yields to a reduced data acquisition time and enables to study systematically

the correlation of NiO with respect to the primary energy, film thickness and temperature.

The electron pair distribution is studied for a15ML thin film (Ep = 22.6− 68.6 eV). To

rule out, that the longer mean free path length of electrons in NiO compared to electrons

in metals is responsible for the enhanced signal, the integral coincidence for film thick-

nesses from 2.4 to15ML is studied. Furthermore, the antiferromagnetic character of NiO

is considered and the coincidence signal is investigated below and above Néel temperature

for different film thicknesses.

• Besides Ag, the coincidence signal for other transition metals as Fe, Co, Cuand Pd were

studied and the relation between coincidence intensity and electron screening is discussed.

• In the end, coincidence probability is compared to single emission probability taking into

account all measured data.

This work is organized as following. Chapter 2 deals with the theoretical background. First, a

short introduction to electron scattering is given. Then the interaction of electrons is approached

by describing the double ionization of He. The manifestation of electron correlation is discussed

shortly. As examples, the exchange hole and the electron screening are discussed. Electron cor-

relation is described for so-called weakly correlated systems, like Ag and so-called highly corre-

lated systems, like NiO. Shortly, the theory of double photoemission (γ, 2e) and double electron

emission are introduced. In Chapter 3 the experimental background is presented, including the

demands on a coincidence set-up, the experimental set-up and the sample preparation. The main

results obtained during this work are summarized in Chapter 4. In Chapter 5 the conclusions

and outlook are given.
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2 Theoretical Background

2.1 Electron Scattering

2.1.1 Rutherford Scattering

This experiment is based on electrons backscattered from a solid surface. In view of the im-

portance of scattering in this work, in the following section the principles of scattering in a

microscopic picture is discussed.

An important contribution to the scattering theory was due to Rutherford and coworkers in 1911

[33]. They bombarded a thin gold foil withα particles (He2+) to study the scattering cross

section betweenα particles and atoms quantitatively. They expected, that all particles would

homogeneously be scattered through the foil. The result was very surprising, because a few

α particles were backscattered. Quantitatively, this could be explained by Rutherford’s atomic

model. To observe this remarkable deflection, the atoms must have a nuclei in the center with

much heavier mass than theα particle. The nucleus has a positive chargeZ2e (Z is the atomic

number).

The repulsive Coulomb force|F| acts around the positively charged nucleus and for the whole

scattering path of theα particle (with chargeZ1e) it is

|F| = 1

4πǫ0

Z1eZ2e

r2
, (2.1)

ǫ0 is the vacuum permittivity andr is the distance between the two charge centers. The depen-

dence of the scattering cross section on the scattering angle is calculated in two steps. Firstly,

the deflection angleΘ of the scattered singleα particle in dependence on the impact parameterb

is determined. Secondly, because it is very difficult to follow the scattering path of one particle,

it is averaged over all possible impact parameters. Multiple scattering eventsare not considered.

Detailed steps are found in Ref. [34, 35].

Figure 2.1 Incident particles with impact pa-
rameters in the rangeb to b + db are deflected
into the range of anglesΘ to Θ − |dΘ|. The
solid angle isΩ. Taken from Ref. [35].
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2 Theoretical Background

The scattering path, the impact parameterb and the solid angleΩ are depicted in Fig. 2.1. This

results in the classical Rutherford scattering formula to calculate the differential scattering cross

sectiondσ
dΩ in dependence of the scattering angleφ

dσ

dΩ
=

(
1

4πǫ0

Z1Z2e
2

4E0

)2
1

sin4(φ/2)
, (2.2)

E0 is the energy of the incident particle. Replacing theα particle by an electron results in the

same scattering formula. In a classical picture it cannot be explained why anegative charged

particle is backscattered from a positive charged nucleus. We have to leave the classical picture

behind and discuss the electron as a wave in the quantum mechanic view.

The incoming electron wave traveling inz-direction is represented as a plane waveexp(ikz).

The wave scatters with the (screened) Coulomb potential of the nucleus andthe outgoing wave

is described asymptotically as a spherical wave

ψ = f(φ) exp(ikr/r) + exp(ikz) . (2.3)

The scattering angle isφ andf(φ) is the scattering amplitude. The traveling path of the electron

particle and wave are schematically depicted in Fig. 2.2.

Solving the time independent Schrödinger equation with Coulomb potential

H ψ(r) =

(−~2

2m
∇2 − 1

4πǫ0

e2

r

)
ψ(r) . (2.4)

yields as well to the Rutherford scattering formula, Eq. (2.2). Due to the wave character of the

electron, interference effects have to be taken into account.

Figure 2.2 Sketch of an electron plane wave scattered at the (screened) Coulomb potential
of the positive charged nucleus. The incoming wave is described as a plane wave and the
scattered wave as a spherical wave.

Electrons are backscattered from the potential. To reveal this issue we introduce the scattering

of a electron plane wave from a finite 1D square well.
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2.1 Electron Scattering

2.1.2 Scattering from a Finite Square Well

The incoming electron plane wave is scattered from a potentialV0 < 0. The barriers of the

potentialV (x) are defined as

V (x) =




V0 for |x| < a

0 for |x| > a ,
(2.5)

Assuming the plane wave comes from the left, the solutions of the Schrödingerequation is

described in the following form in the three regions

Ψ(x) =





I exp(ikx) +R exp(−ikx) for x < −a
G exp(iqx) +H exp(−iqx) for − a < x < +a

T exp(ikx) for + a < x ,

(2.6)

where

k =

√
2mE

~2
and q =

√
2m(E + V0)

~2
. (2.7)

The incident waveI exp(ikx) is reflectedR exp(−ikx) at the boundary of the potential−a.

Inside the well (−a < x < +a) the waves travel with amplitudeG andH. The partT exp(ikx)

of the incoming wave is transmitted trough the potential.

Figure 2.3 Sketch of a potential square well and plane wave solutions of the real part. The
incident, reflected and transmitted wave are depicted. For comparison the non-interacting
wave is shown as well.

The reflected amplitude matters in our experiment. The plane wave solutions areshown in

Fig. 2.3. For comparison a non-interacting wave is shown as well. We see that the reflected

wave undergoes a phase shift at the boundary. Furthermore, the electrons inside the potential is

accelerated, as classically also expected. The wavelength is shorter andthe amplitude is smaller.

The Schrödinger equation is solved with the continuity conditions of the wavesat the boundary

and transmission|T 2| and reflection|R2| probability are described as follows

|T 2| = I2
(q2 − k2)2

4k2q2 + sin2(2qa)(k4 + q4 − 2q2k2)
(2.8)

|R2| = I2
(q2 − k2)2

4k2q2 cot2(2qa) + (k2 + q2)2
. (2.9)
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2 Theoretical Background
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Figure 2.4 (a) Transmission probability|T 2|/|I2| (red) and the reflection probability
|R2|/|I2| (black) for lattice constanta = 4 Å and inner potentialV0 = −10 eV. (b) Ratio
between reflection and transmission probability for different lattice constantsa = 2, 4, 8 Å,
coloured in black, red and blue, respectively.

Both quantities are normalized and plotted for the lattice constanta = 4 Å of Ag in Fig. 2.4a.

The probabilities oscillate due to constructive and destructive superposition of the waves. For

energies below2 eV the reflectance is higher than the transmission. For increasing energy the

transmission dominates the reflectance. At the energy of50 eV a high proportion of90% be-

longs to transmission and10% to reflectance.

To illustrate the dominance of reflection and transmission for each energy, we take the ratio

|R2|
|T 2| =

(
(q2 − k2) sin(2qa)

2kq

)2

. (2.10)

In Fig. 2.4b the ratio
∣∣∣R2

T 2

∣∣∣ is plotted for different lattice constantsa = 2, 4, 8 Å. The inner

potentialV0 is kept at−10 eV. For all lattice constants the reflectivity is enhanced compared to

the transmission up to5 eV in this simple model. At low energies the ratio goes to infinity. As a

result more electrons are backscattered for lower energies and the number of reflected electrons

decreases with increasing energy. Based on this fact we have to operate our experiment at low

primary energies. The number of oscillations are indirectly proportional to the lattice constant.

2.1.3 Scattering from a Finite Radial Potential

A more realistic situation to the scattering from a 1D square well is the scattering from a spher-

ical potential with radiusa. The boundaries of the considered potential are similar to the intro-

duced one in Eq. (2.5).

Outside the potential, the free-space Schrödinger equation has to be solved in spherical coordi-

nates without potential

− ~2

2m

(
d2R(r)

dr2
+

2

r

dR(r)

dr

)
+
l(l + 1)

2mr2
R(r) = ER(r) . (2.11)
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2.1 Electron Scattering
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Figure 2.5 Scattering cross sectionσ as function of the primary energyEp for a repulsive
potential divided for the different partial waves froml = 0 to l = 4. The black line presents
the total sum. The value ofV0 is 8 eV and the potential radius isa = 2 Å.

The radial solutionRl(r) is a linear combination of Hankel functionsh(1)l andh(2)l at distancer

for whichV (r) = 0.

Rl(r) behaves as

Rl(r) = Bl

(
h
(2)
l (kr) + Sl(E)h

(1)
l (kr)

)
. (2.12)

The wave vectork is defined in Eq. (2.7).Bl andSl are parameters. The Hankel functions are a

combination of the Bessel functionjl(kr) and Neumann functionnl(kr), which do not represent

the incoming and outgoing wave separately.

For this reason spherical Hankel functions are introduced

h
(1)
l = jl(kr) + inl(kr) → exp(ikr)

r
, (2.13)

h
(2)
l = jl(kr)− inl(kr) → exp(−ikr)

r
. (2.14)

The incoming plane wave is written in spherical harmonics with the Bessel function jl(kr) and

the Legendre polynomialPl(cos θ). We assume the wave propagates inz - direction

exp(ik · z) = 1

kr

∞∑

l=0

il(2l + 1)jl(kr)Pl(cos θ) . (2.15)

15



2 Theoretical Background

The scattered spherical wave (Eq. (2.3)) outside the potential is written in asymptotic form as

jl(kr) → sin (kr − lπ/2)

ψk(x) →
1

kr

∞∑

l=0

il(2l + 1) exp(iδl) sin

(
kr − lπ

2
+ δl

)
Pl(cos θ) . (2.16)

The difference between the incident and scattered wave is expressed inthe phase shiftδl. Com-

bining the standard scattering solution (Eq. (2.3)) with the incoming wave (Eq.(2.15)) and the

scattered one (Eq. (2.16)) gives an equation for the scattering amplitude

fk(θ) =
1

k

∞∑

l=0

(2l + 1) exp(iδl) sin δlPl(cos θ) . (2.17)

The cross sectionσ is obtained by integrating over the whole solid angleΩ

σ =

∫
dΩ

dσ

dΩ
=

∫
dΩ|f(θ)|2 =

∞∑

l=0

σl with σl =
4π

k2
(2l + 1) sin2 δl . (2.18)

The scattering cross sectionσ depends on the phase shiftδl, which depends on the scattering

potential.

The phase shiftδl for the repulsive potentialV0 has to be calculated. In our experiment the

primary energyEp is below100 eV. Detailed calculations are found in Ref. [36, 37, 38]. In

principle, the same strategy as for the 1D case (Sec. 2.1.2) is applied.

The phase shiftδl is calculated

tan(δl) =
kj′l(ka)jl(k0a)− k0j

′
l(k0a)jl(ka)

kn′l(ka)jl(k0a)− k0j′l(k0a)nl(ka)
, (2.19)

with

k =

√
2mEp

~2
and k0 =

√
2mV0
~2

. (2.20)

The scattering cross sectionσ for is calculated as function ofEp with fixed potential radius of

a = 2 Å and potential ofV0 = 8 eV. The results forσl up tol = 4 are presented in Fig. 2.5. We

see that higher orders ofl can not be neglected and contribute to theσtotal.

In Fig. 2.6 the scattering cross sectionσ as function of the potentialV0 is shown. A measure for

stronger electron-electron interaction is an increased potential hill. The elastic scattering process

is a two body problem, so we transform the energy in center of mass coordinates. We assume

that the scattering center is in rest, the scattering angle is45◦ and both masses are equal. The en-

ergy of the incoming electron is30 eV. This results in a reduced primary energy ofEp = 15 eV.

The radius has again a value ofa = 2 Å.

The scattering cross section increases with increasing potential hill. The curve increases steeply

up to the value whenEp = V0 and then a constant value is reached.

16



2.1 Electron Scattering

Figure 2.6 Scattering cross sectionσ as function of the primary energyV0 for a repulsive
potential. The value ofEp is 8 eV and the potential radius isa = 2 Å.

This simple model shows, that increasing electron-electron interaction (visualized by the in-

creased potential hillV0) results in higher scattering cross section.

As a result for two electron-electron scattering experiment, we conclude that higher intensity for

stronger electron-electron interaction is expected.

2.1.4 Diffraction

In the experiment the incoming electron is not only scattered at one ion core,but at infinite peri-

odic potentials in the crystal. In particular, low energetic electrons interact strongly with matter,

described in detail in Ref. [39, 40, 41, 42].

The electrons are diffracted at the layers. These property is used in thelow energy electron

diffraction (LEED) experiment. Diffraction is sensitive to the exchange and correlation part of

the electron potential. The intensity of the LEED beam is influenced by inelastic scattering with

other electrons in the interior of the solid. Diffuse scattering is caused by thelattice motion

and by surface roughness. To describe the scattering, two models are employed. First is the

kinematic model, which assumes that the electrons are just once excited by the primary electron,

furthermore the electrons move independently from each other. Second model is the so-called

dynamical model, which is more sophisticated, because multiple scattering eventsare consid-

ered. Our focus is on the former model.

The kinematic model deals with single scattering, which means the electron is onceelastically

scattered by a surface atom without releasing energy to the system. The cross section of ener-

getic low electrons is high, which results in a small penetration length and in multiple scattering

events. The latter is ignored in this kinematic model. The momentum is transfered from the

incoming electronk||p to the scattered one.

17



2 Theoretical Background

Incoming waveΨi is described by a plane wave

Ψi = Ψ0 exp(ikpr) . (2.21)

The incoming wave penetrates inside the solid and is mostly scattered at the periodic ion cores

of the lattice. This is the origin of the well known Bragg reflections. The periodicity of the

diffracted lattice is parallel to the surface. The condition for interferenceis, that the difference

of the incoming electron wave vector and the outgoing wave vector is a multiple ofthe reciprocal

lattice vector (kout || − k0 || = g).

Bragg’s law is written also as

nλ = 2d sinΘ , (2.22)

and is illustrated in Fig. 2.7.

In the kinematic theory the Bragg peaks are represented by aδ-function. With high temperatures

the peaks are broaden due to interaction with phonons. The electrons arequasi-elastic scattered.

Temperature influence on the diffraction will not be discussed.

Figure 2.7 Schematic Bragg diffraction
of the electron wave at the lattice planes.

Another effect is that the primary electrons gain energy by the inner potential V0 and they are

accelerated inside the solid. The inner potential is the energy from the vacuum level to the

conduction band, the energy is around10 eV. Whereas the work function is the energy from

the valence level to the vacuum, which is for metals about4 − 5 eV. The concept of the inner

potential was first introduced by Bethe in 1928 [43] to dissolve the mismatch between theoretical

and experimental LEED data. The inner potential is a kind of spatial average over the actual

potential felt by the LEED electrons, including the region inside the atoms.

Absorption of electrons is very important in the LEED-IV measurement. When the electrons

would not be absorbed, the Bragg-peak intensity would be infinite.

The LEED-IV curve is perfectly reproduced by the kinematic theory, if the unit cell is very

large, hence the scattering at the ion core is weak. That is the case for crystals of inert gases.

To understand the scattering in three dimensions the band structure has to beconsidered. When

two bands with the same k-vector come close together in energy they interact strongly. Two

states labeledΦ1 andΦ2 with the same k-vector. They are coupled together by a matrix element

〈Φ1 |V |Φ2〉 and they mix with amplitude

I ∝ 〈Φ1 |V |Φ2〉
E1 − E2

. (2.23)
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2.1 Electron Scattering

Figure 2.8 Possible scattering path for (e,2e) emission. The solid line represents the sur-
face and the dashed line the first lattice plane. The filled circle symbolizes the collision with
the valence electron. Taken from Ref. [44].c©IOP Publishing. Reproduced by permission
of IOP Publishing. All rights reserved.

and ifE1 is close toE2, strong mixing occurs. Strong reflectance is expected where the energies

of the two Bloch waves are the same and they have similar k-vector, or they have the same k-

vector and the energy values come close together. The band structure and the LEED intensities

are related to each other. By comparing LEED-IV curve of the specular beam and the band

structure (as done in Ref. [41] for Cu(100)), the peaks of the LEED-IV curve is identified with

the critical points of the free electron like band structure (Γ-X direction). The incoming wave is

totally reflected, when the energy corresponds to the band gap of the material.

Moreover, the final state of the photoemission process is described via thetime reversed LEED-

state. The final state is a superposition of the incoming electron and the reflected one.

Various possible scattering paths are possible when dealing with electron pairs. The paths of

the primary electron interacting with the valence electron have to be considered and further the

scattering paths of the outgoing pair. In Fig. 2.8 six pathways are shown. The incoming beam

enters the surface (black thin line) perpendicular and interacts with the valence electron (filled

circle). The pair can be directly reflected from the interaction center, the primary electron can be

reflected at the lattice plane (dashed line) before interacting with the valenceelectron or the pair

is reflected at the lattice plane. The (e,2e) experiment gives a hint, which path is more prominent,

so that the calculations can be simplified.

2.1.5 Penetration into the Surface

An important quantity to consider in the scattering process is how long is the electron pene-

trate depth inside the solid and how long is the escape depth. This characterizes the surface

sensitivity of the experiment. This subject is well explained in the literature Penn [45], Powell
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[46], Powell and Jablonski [47], Werner [48]. The most common measure is the inelastic mean

free path (IMFP), which is defined as the average distance that an electron with a given energy

travels between successive inelastic collisions. Knowing this quantity is veryimportant for the

interpretation of the experimental data. The electrons are scattered inelastically by all charges

in their path; nuclei and localized core electrons, valence electrons and conduction electrons.

This yields to a decreased mean free path. The mean free path depends onthe material and

the primary energy of the incoming electron. However, an universal connection could be found

by experiment between the primary electron energy and the IMFP. Summarized for different

materials are the data points in the so-called “universal curve” (see Fig. 2.9).

Figure 2.9 Inelastic mean free path
(IMFP) measurements in nm for differ-
ent primary energies and materials. The
curve is called “universal curve”. Taken
from Ref. [49].

In the energy range of the experiment (10 to100 eV), the IMFP is in the minimum of the curve

and around1 nm. Meaning, the experiment is very surface sensitive. At lower energiesthe

electron-electron scattering strongly decreases, which results in a longer mean free path. Large

variations are seen, but it is good for estimating the IMFP. The IMFP is obtained with the over-

layer method.

For increasing thicknessd the substrate signal intensityIS0 decreases as follows in dependence

of the attenuation lengthΛ

IS = IS0 exp(−d/Λ) . (2.24)

Similar the intensity of the overlayerIL is given

IL = IL0 exp(−d/Λ) . (2.25)

Exact knowledge of the film thickness and uniform layers on a flat substrate are required to

obtain reliable data. Furthermore, one has to take into account that the IMFPvaries with the

underlying substrate [50]. It is difficult to compare several experimental results.
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2.2 Double Ionization of He

The simplest two electron system is the He atom. By double ionization of the systemtwo

electrons are released [51, 52]. A closer look at the ionization energiesgives an idea about the

key role of the interaction of the two electrons.

To calculate the ionization energies, first we write down the Hamiltonian describing the system

H = H1 + H2 + Ve−e (2.26)

H1,2 =
p2
1,2

2m
+

Ze · (−e)
4πǫ0 · |r1,2 −R| (2.27)

Ve−e =
(−e) · (−e)

4πǫ0 · |r1 − r2|
. (2.28)

The termsH1,2 define the motion of a single electron with charge(−e) around the nucleus

of chargeZe localized atR. The charge of the He nucleus isZ = 2. The coordinates of

the electrons are given byr1,2. The electron-electron interaction is described byVe−e. In the

first approximation we neglect this term to calculate the ionization. The ionizationenergy of

the H atom isEn = 13.6 eV · Z2

n2 , wheren is an integer number. To double ionize He two

electrons are released. Consequently, an energy of108.8 eV would be needed to excite both

electrons. Experimentally this value could not be confirmed, because we neglected the electron-

electron interaction. Instead, a value of79 eV was measured [53], which is a large discrepancy to

108.8 eV. Additionally ignoring the electron-electron interaction and settingVe−e = 0 could not

explain how one photon could cause the emission of an electron pair, when they are considered

as independent of each other. A finite electron-electron interaction has tobe taken into account.

RewritingVe−e gives

Ve−e =
e2

4πǫ0 · |r1 − r2|
=

1

2
· e2

4πǫ0 · |r1 − r2|
+

1

2
· e2

4πǫ0 · |r2 − r1|
. (2.29)

This equation is approximated by the fact, that the 1s electron is located in the vicinity of the

nucleus. When we look at electron 1, electron 2 appears to be at the nucleus and the other way

round. That is why we can rewrite the distance between the electrons as follows: |r1 − r2| ≈
|r1 −R| and|r2 − r1| ≈ |r2 −R|. Inserting the approximation in Eq. (2.29) results in

Ve−e =
1

2
· e2

4πǫ0 · |r1 −R| +
1

2
· e2

4πǫ0 · |r2 −R| . (2.30)

Comparing now the coordinate dependences ofH1,2 in Eq. (2.28) with the last equation, we

recognize the same dependence as the nucleus-electron interaction. Hence the Hamiltonian is

changed to

H ≈ Ĥ1 + Ĥ2 ,

Ĥ1,2 =
p2
1,2

2m
+

(−e2) · (Z − 1/2)

4πǫ0 · |r1,2 −R| .
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(a) (b)

Figure 2.10 (a) He atom with attractive Coulomb interaction between nucleus - elec-
trons and repulsive Coulomb interaction between electron-electronVe,e. (b) Approximative
picture. The charge of the nucleus is reduced and the interaction betweenthe electrons is
canceled. Taken from Ref. [52].

The HamiltonianĤ1,2 describes an electronic system where the two electrons feel a reduced

charge of the nucleus(Z− 1/2)e = Ẑe. Furthermore, the electrons do not interact directly with

each other, instead the interactionVe−e is incorporated in the approximation. The geometric

configurations are shown in Fig. 2.10; (a) without approximation and (b) with approximation.

The reduced charge of the nucleus is interpreted as screening. The chargeẐe is handled as

a parameter̂Z = Z − S with the screening parameterS which is varied. The ionization is

treated in two steps. First the single ionization, where the screening has to beconsidered and

second the release of the remaining electron without screening. This can be written asÊn =

13.6 eV ·
(
(Z−S)2

n2 + Z2

n2

)
. To obtain the experimental value of around79 eV the best fit is a

screening parameterS = 0.656. Also for the single ionization the basic approximation of the

electron-electron interaction gives a reasonable result; experiment measures a value of around

24.6 eV and our theory predicts a similar one.

This simple example reveals the importance of considering the interaction between the electrons.

This is the basis of the correlation experiments. The first electron pairs from He in coincidence

in a so-called double photoemission (DPE) experiment were observed by Schwarzkopfet al.

[54].
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2.3 Manifestation of Electron Correlation

The electron interaction is divided into an exchange and a correlation part.Exchange interaction

for fermions is also called Pauli principle. Electrons with the same spin orientation avoid to be

at the same position.

2.3.1 Exchange Hole

A consequence of Coulomb interaction and Pauli-exclusion principle is that each electron cre-

ates a depletion, or hole, of electron density around itself as a direct consequence of exchange-

correlation effects. The so-called exchange-correlation (XC) hole is formed. Described by

Wigner and Seitz [55] and Slater [56] in the 1930s. In this section the distribution of the hole

considering only the exchange part is calculated.

The antisymmetric electron pair wave function for free electrons is written as

Ψij =
1√
2V

(exp(ikiri) exp(ikjrj)− exp(ikirj) exp(ikjri)) . (2.31)

The wave function has to be multiplied by its conjugate complex to calculate the probability

density. The probability to find one electron atri while the other is atdrj is

|Ψij |2dridrj =
1

2V 2
(2− (exp(i(ki − kj)(ri − rj)) + exp((−i(ki − kj)(ri − rj))))dridrj

=
1

V 2
(1− cos(ki − kj)(ri − rj))dridrj . (2.32)

The probability to find two identical electrons at the same place (ri = rj) is zero with arbitrary

ki, kj, which is in accordance to the Pauli principle. The electron densityρ is calculated around

a fixed electroni whereri = 0. The electron concentrationn is reduced by a factor of 2 because

of the two spin orientations.

The average electron density as a result of exchange around the Fermisphere is

ρex(r) =
en

2
(1− cos((ki − kj) · r)) , with n↑ = n/2 . (2.33)

The next step is to integrateρex(r) over the hole Fermi sphere from the Fermi vectorkF to 0

ρex(r) =
en

2


1− 1

(
4πk3

F

3

)2

∫ kF

0
exp(ikir)dki

∫ kF

0
exp(ikjr)dkj


 . (2.34)

The equation is integrated in spherical coordinates, sodki = 4πk2. Transforming the vector

productki · r = kr cos(ϑ) and integrating the exponential function overcos(ϑ).
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Figure 2.11 The calculated
exchange hole is symbolised
by the grey area. The normal-
ized densityρex/ne is shown in
dependence ofkFr.

Equation (2.34) is converted into

ρex(r) =
en

2


1− 1

(
4πk3

F

3

)2

(∫ kF

0
k2

sin(kr)

kr
dk

)2




=
en

2

(
1− 9

(sin kFr − kFr cos kFr)
2

(kFr)6

)
. (2.35)

In Fig. 2.11 is plotted Eq. (2.35). The grey area symbolizes reduced density. This area is

interpreted as the exchange hole. The product ofkFr is constant, so the radius of the exchange

hole gets smaller by increasing the electron concentrationn.

The number of chargesq inside the exchange hole is calculated by integrating Eq. (2.35) over

the whole space in spherical coordinates (4πr2dr = dr). We replace the electron density by

n =
k3
F

3π2 and substitutekFr = x in Eq. (2.35)

q =

∞∫

0

ρ(r) =
6e

π

∫ ∞

0

(sinx− x cosx)2

x4
dx (2.36)

=
6e

π



(1 + x2) cos(2x)

6x3︸ ︷︷ ︸
lim

x→∞
=0

+
sin(2x)

3x2︸ ︷︷ ︸
lim

x→∞
=0

+
−1− 3x2 + 2x3SinIntegral(2x)

6x3︸ ︷︷ ︸
lim

x→∞
=π

6




=1 .

We can conclude that the exchange hole contains one elementary charge.

For the sake of completeness the Coulomb interaction has to be considered aswell. Resulting in

the exchange correlation (XC) hole. For the first time the XC hole was observed experimentally

for LiF(100) by using TOF coincidence set-up [57]. In Fig. 2.12 the intensity is plotted versus

the surface momentum componentskx andky. One can observe a reduced intensity around the

central coordinates. The black circle in the middle represents the detector.
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2.3 Manifestation of Electron Correlation

Figure 2.12 Measured ex-
change correlation hole for
LiF(100) with time-of-flight
coincidence set-up (Ep =
30.7 eV). Intensity is in ar-
bitrary units. The black cir-
cle represents the detector po-
sition. Taken from Ref. [57].
Copyright (2005) by the Amer-
ican Physical Society.

2.3.2 Screening

Another way of describing the interaction of the electron cloud with an external field is screen-

ing. The electrons in the electron gas interact with each other because of the Coulomb potential.

This potential screens the electrons in a short-range and creates a hole around each electron. In

metals this phenomena is especially pronounced. The screening is described with an exponen-

tial screened Coulomb potential. The screening length is approximated with the Thomas-Fermi

model for a free electron gas. The Thomas-Fermi-screening length is labeled asλTF and the

screening strength asqTF [58].

They are related as follows

λTF =
1

qTF
=

(
ǫ0

e2D(EF)

)1/2

. (2.37)

For an electron gas with isotropic distribution the density of statesD(EF) at the Fermi energy is

D(EF) =
3

2

n

EF
=

3

2

n · 2m
~2k2F

. (2.38)

When we combine Eq. (2.37) and Eq. (2.38) and set the Fermi wave vectorto kF = (3π2n)1/3,

we find the screening length as

λ2TF =
a0π

4kF
, (2.39)

One way to include the interaction of the electrons is given by the Thomas-Fermi theory, which

derives the electron-electron interaction as follows

U(r12) =
Ze

4πǫ0

exp(−r12/λTF)

r12
. (2.40)

The theory includes the screening lengthλTF or the screening strength1/qTF. The Thomas-

Fermi potential (Eq. (2.40)) is plotted for screening strengthqTF = 0 − 10 Å−1 in Fig. 2.13.
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The unscreened potential is the Coulomb potential. In the caseqTF = 10 Å−1, the electron po-

tential is extended only to a distance up to0.5 Å. In contrast, the unscreened potential (qTF = 0)

approaches very the slowly the energy0 eV. Only at a distance of20 Å the influence of the

potential is negligible. In other words, the Coulomb correlation is maximal for theunscreened

Coulomb interaction and decreases with increasing screening.
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Figure 2.13 Screened poten-
tials for screening strengthqTF

from 0 to10 Å−1.

A scalar “Coulomb correlation factor”fC is defined by Gollischet al. [59] to describe the

two electron potential interaction. In the absence of the Coulomb correlation,fC is a constant

(equal to 1). In [60] the coincidence intensity in dependence of the screening parameterqTF

is calculated and presented in Fig. 2.14. We see, that with decreasing screening length the

coincidence signal increases. Additionally, the dependence of the total ionization cross-section

on the primary energyEp for different screening length was studied by [61] for a metal cluster.

They found a decisive effect of the screening lengthλTF of the electron-electron interaction and

that the ionization cross section increases monotonically for lower energies.
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Figure 2.14 Coincidence
intensity in dependence of the
screening strengthq. Smaller
screening strength gives larger
coincidence signal. Smaller
screening strength is a result
of stronger electron-electron
interaction. Taken from
Ref. [60].
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2.4 Description of Electron Correlation

2.4.1 Weakly Correlated System - Ag

Figure 2.15 Spherical model of a Ag crystal. Ag forms a face
center cubic crystal with lattice constant ofa = 4.09 Å.

First electronic systems with weak electron interaction are discussed. A weakly correlated sys-

tem can be described within the local density approximation (LDA). The approximation uses

an exchange-correlation functional in density functional theory (DFT), introduced by Kohn and

Sham [62]. The basic idea of Kohn-Sham DFT is to replace the calculation of the full many-

body wave function with non-interacting electrons moving in an effective potential. LDA de-

pends only on the electronic density of each point in space. The electron interaction is described

within an effective potential, so that the system is reduced to a single particle problem. LDA

gives extremely good results for homogeneous electron gas. One approach is the Thomas-Fermi

model with the Thomas-Fermi density of statesD(E) (Eq. (2.38)). In LDA the XC energy in

each spatial point serves as XC energy per particleǫhomXC (ρ(r)) from a uniform electron gas with

densityρ(r).

The exchange correlation energyELDA
XC contains all information about the many-body problem

and is written in LDA as

ELDA
XC (ρ(r)) =

∫
ρ(r)ǫhomXC (ρ(r))d(r) . (2.41)

Properties of metals, like Ag withs1 valence electron can be described surprisingly well with

LDA. The validity of the approximation is tested by calculating physical properties and compar-

ing them with experimental results.

One property is for example the lattice constanta. Ag crystallizes in a face center cubic lattice

(Fig. 2.15). LDA calculations givesaLDA = 4.12 Å[63], which is in good agreement with the

experimental valueaexp = 4.09 Å [64]. The nature is quiet well resembled. In addition, the

band structure is reproduced within LDA. These results reveal that Ag electrons interact weakly.

27



2 Theoretical Background

Table 2.1 Theoretical and experi-
mental lattice constantsa of Ag and
NiO.

LDA LDA + U Exp.

U = 8 eV

aAg (Å) 4.12 [63] 4.09 [64]

aNiO(Å) 4.08 [12] 4.19 [10] 4.17 [64]

Table 2.2 Theoretical and experi-
mental band gapEgap and magnetic
momentµB of NiO [65].

LDA LDA + U Exp.

U = 8 eV

Egap(eV) 0.1 4.1 4.3 [9]

µB 0.95 1.73 1.9 [66]

2.4.2 Highly Correlated System - NiO

LDA is not applicable for strong interacting systems with localized electrons likethe TMO NiO.

Experimentally, a lattice constant ofaexpNiO = 4.17 Å [64] is measured for the rock salt structured

NiO, but LDA underestimates the lattice constant asaLDA
NiO = 4.08 Å [12]. The discrepancy

between experiment and LDA calculations for NiO is large, compared to Ag (Tab. 2.1). Ap-

parently, correlation cannot be neglected for NiO. The lattice constanta is reproduced only by

adding a correlation parameterU . The meaning of theU is discussed.

An important property of such materials is the band gapEgap. LDA predicted TMO’s like NiO

to be metals within LDA. The d bands are partly filled, hence NiO is expected to bea metal in

the classically picture. However, insulating behavior is observed experimentally. In Tab. 2.2 the

experimental [9] and calculated values (U = 0 , 8 eV) for Egap [65] are presented. Increasing

correlation parameterU splits up the band. The first time in 1937 it was shown by Mott and

Peierls [67] that the interaction of the electrons has be taken into account todescribe the insulat-

ing behavior.

The strong interaction of electrons in NiO results also in antiferromagnetic ordering. The planes

alternate in (111) plane; indicated by yellow and blue planes in Fig. 2.16a. The Neél temper-

atureTN of bulk NiO is 523K. It is interesting to calculate the magnetic momentµB within

LDA and compare it with the experiment. The calculated valueµLDA
B = 0.9[65] is half of the

experimentally obtained oneµexpB = 1.9 [66]. Here again a correlation parameterU must be

included to be consistent with the experiment. The values are found in Tab. 2.2.

To describe highly correlated systems theoretically, the simplest model is the Hubbard Hamil-

tonian

Ĥ =
∑

ij,σ

tijciσc
†
jσ + U

∑

i

ni↑ni↓ . (2.42)

Electrons with spinσ up and down move between adjacent lattice sitesi, j. The electrons inter-

act when they are at the same lattice site due to the Pauli principle, which requires that they have

opposite spin. The first term describes the kinetic energy of the electronsto hop from one lattice

site to the other by the matrix elementtij . The creation of an electron on sitei with spinσ is

defined byc†iσ and the annihilation of an electron represents byciσ. The second term presents

the energy penalty the electrons have to pay when they occupy the same latticesite. U is the

local Coulomb repulsion andniσ = c†iσciσ is the number operator. Figure 2.17 illustrates the
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Figure 2.16 (a) Results of the structural optimization and magnetic properties for the
anti-ferromagnetic configuration of3ML NiO on Ag(100). (b) Spin-resolved band struc-
ture projected onto the d-states of surface and interface Ni atoms. The parameter used are
U = 8 eV andJ = 0.95 eV. Taken from Ref. [68].

lattice and the electron movement.

Figure 2.17 Sketch of the Hubbard model. Thet indi-
cates the hopping and theU the energy the electron has
to pay to change the lattice site.

The two parameterst andU compete with each other. The kinetic partt tends the electrons

to move freely from one site to an other and the Coulomb repulsionU , is minimal when the

electrons are located on their lattice sites. The competition is expressed in the ratio U/W . W is

called bandwidth and is a parameter for the hoppingt. For small ratio, the Coulomb repulsion is

weak and the electrons can move easily. If the ratio is big, the Coulomb repulsion is strong and

the electrons are captured on one lattice site.

The behavior of the DOS by changing the ratioU/W from 0 to 2 is schematically shown in

Fig. 2.18. In the caseU = 0 the DOS forms a hill around the Fermi energyEF (Fig. 2.18a). By

increasingU/W = 0.5 the width of the hill gets smaller and foothills are formed (Fig. 2.18b).

By further increasingU/W to 1.2 the width of the main hill gets smaller and two side hills

appear (Fig. 2.18c). They are still connected to the peak atEF. Further increase of the ratio

results in disappearance of the peak atEF and the side hills gets separated byU . An insulator is

formed. The bands are called the lower and upper Hubbard band (LHB and UHB), respectively.

One example of this insulator are transition metal oxides (TMO) like NiO or CoO.
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Figure 2.18 Illustration of the density of states
(DOS) for differentU/W ratios. In (a) (U = 0) the
DOS forms a hill around the Fermi energyEF. In
(b) the ratio isU/W = 0.5 and the width of the hill
gets smaller, in exchange foothills are formed. With
increasingU/W ratio to 1.2 (c) the width of the main
hill gets smaller and two side hills appear. They are
still connected to the main one. Further increase of
the ratioU/W to 2 (d) results in disappearance of the
main peak and in separation of the side hills byU .
Taken with permission from [69]. Copyright (2004),
AIP Publishing LLC.

Two classes of this insulators are distinguished: Charge-transfer-insulator and Mott-Hubbard-

insulator, sketched in Fig. 2.19a. In the first case the electrons move between atoms within the

unit cell. In NiO the electrons would be transfered from one Ni atom to the other trough O need-

ing charge-transfer energy∆. This energy is smaller than the Coulomb energyU , separating

LHB and UHB. For Mott-Hubbard-insulator the situation is the other way round; the Coulomb

energyU is larger than the transfer energy∆.

Zaanen, Sawatzky, and Allen [70] classified varies transition-metal compounds in aU −∆ dia-

gram (Fig. 2.20). They classified NiO as charge-transfer insulator withU ≈ 8 eV and∆ ≈ 4 eV.

Scanning tunneling microscope (STM) experiment supports the descriptionof NiO as charge

transfer insulator [71].

However, in the literature NiO is also considered as a Mott-Hubbard-insulator [8]. In reality the

electronic structure is a mixture of both characters. It was long time a challenge to calculate the

band structure of NiO, because besides correlation effects, also the hybridization between the

transition metal d states and the O p states need to be considered.

Recently, the band structure was calculated with combination of anab initio band structure

method and the dynamical mean-field theory [72]. Before the band structure was calculated

with LDA+U theory by Anisimovet al. [73]. With this method it was possible to reproduce

the splitting between the d band. But the drawback was that most d electrons were found in the

lower d band. Which is against the experimental observation in the photoemission data [3]. A

step further in theoretical understanding of NiO was based on exact diagonalization studies. It

gave strong evidence that dynamical correlation has to be included, doneby Fujimoriet al. [74].

This approach is based on so-called atomic multiplet theory and the Coulomb interaction in the

3d shell surrounded by the oxygen nearest neighbors (octahedralclusters) is calculated exactly.

The band structure for the LDA+U calculations is presented in Fig. 2.16b; values of the Hubbard

parametersU = 8 eV andJ = 0.95 eV are used as suggested by Anisimov and Aryasetiawan
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[75]. J is the exchange parameter. This is not a unique choice. A number of recent works

address the problem ofab initio determination of these parameters. A detailed discussion on

the relevant physical properties of transition metal oxides as a function ofthese parameters are

found in a recent work [76].

(a) (b)

Figure 2.19 Schematic density of states
(DOS) of (a) charge-transfer-insulator
(U > ∆) and (b) Mott-Hubbard-insulator
(U < ∆). LHB and UHB means lower
and upper Hubbard band, respectively.
U is the Coulomb energy and∆ is the
charge-transfer energy.

Figure 2.20 Zaanen-Sawatsky-Allen dia-
gram to classify charge-transfer and Mott-
Hubbard insulators. Taken from Ref. [70].

We conclude that electron interaction is an important part to calculate the electronic structure of

NiO. Since NiO is a strongly correlated system, one cannot reproduce experimental results based

on simple approximation.
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2.5 Double Photoemission ( γ,2e)

Figure 2.21 Interaction of a photon with a surface; on the left side one electron is emitted,
on the right side the possibility of two emitted electrons is depicted.

2.5.1 Double Photoemission (DPE) without Correlation

To probe the correlation and interaction of the electrons the system needs tobe excited by pho-

tons, electrons, ions or positrons. In this thesis, the excitation is via electrons and the emitted

pair is measured in a reflective mode. However, to understand the basic principle of electron

pair emission, it is more intuitive to study the interaction with a photon and the emissionof

an electron pair. One photon hits the surface, as illustrated in Fig. 2.21. It isabsorbed by one

electron with binding energyEvb. When the incident energy is high enough to overcome the

potential barrier of the surfaceφ, it can result in the emission of one electron with kinetic energy

Ekin (Fig. 2.21 left). The kinetic energy of the electron isEkin = ~ν − φ − Evb. There is also

a probability that an electron pair is emitted (Fig. 2.21 right). The first DPE experiment was

observed by Gazier and Prescott [77] on Potassium.

The kinetic energy of the pair isEkin = ~ν − 2φ − E1
vb − E2

vb. For the double ionization of

He it was pointed out that without interaction of the electrons it would not be possible to eject

two electrons with one photon. This argument holds for any system containing two or more

electrons. Mathematically, it is shown that no pair emission occurs in the absence of electron

correlation.

The HamiltonianH for one electron interacting with an electromagnetic wave with vector po-

tentialA is

H =
1

2m
(p− e

c
A)2 + V (r) (2.43)

=
1

2m
(p2 − e

c
(p ·A+A · p) + (

e

c
A)2

︸ ︷︷ ︸
→0

) + V (r)

=
1

2m
p2 + V (r)

︸ ︷︷ ︸
H0

− e

2mc
(p ·A+A · p)

︸ ︷︷ ︸
Hww

.

The HamiltonianH is the sum of the unperturbed partH0 and the perturbed partHww. The

quadratic term of the vector potential(eA)2 is neglected, because we assume thatA · p ≫
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2.5 Double Photoemission (γ,2e)

e/cA2.

For two electrons, the equation is similar to the situation when we consider no electron-electron

interaction

H =
1

2m
(p1

2 + p2
2) + V1(r1) + V2(r2)

︸ ︷︷ ︸
H01+H02

− e

2mc
((p1 ·A+A · p1) + (p2 ·A+A · p2))

︸ ︷︷ ︸
Hww1+Hww2

.

To calculate the electron transition probabilityωi→f from initial stateΨi to final stateΨf , we

apply Fermi’s golden rule

ωi→f =
2π

~
| 〈Ψf |Hww |Ψi〉 |2ρ(E − Ef − Ei − ~ω) . (2.44)

Dealing with two electrons refers to a many body problem. Furthermore, the electrons are

identical particles. The wave function is determined by the Slater determinate; implement this

to the initial state

Ψi =

∣∣∣∣∣
Ψi1(x1) Ψi1(x2)

Ψi2(x1) Ψi2(x2)

∣∣∣∣∣ (2.45)

= Ψi1(x1)Ψi2(x2)−Ψi1(x2)Ψi2(x1) .

Accordingly, the final state is described asΨf = Ψf1(x1)Ψf2(x2)−Ψf1(x2)Ψf2(x1). Operat-

ing Fermi’s golden rule to each perturbation operatorHww separately results forHww in

ωi→f ∝ 〈Ψf1(x1)Ψf2(x2)−Ψf1(x2)Ψf2(x1) |Hww1 |Ψi1(x1)Ψi2(x2)−Ψi1(x2)Ψi2(x1)〉 .

The equation is a sum, so each term is analyzed separately. Now, we consider wave function

Ψi/f1, which is perturbed only byHww1

ωi→f ∝ 〈Ψf2(x2) |Ψi2(x2)〉 〈Ψf1(x1) |Hww1 |Ψi1(x1)〉 . (2.46)

The second state is not changed, so the final state is equal to the initial stateΨf2(x2) = Ψi2(x2)

and〈Ψf2(x2) |Ψi2(x2)〉 = 1.

Hence no DPE intensity exists in the absence of a finite electron interaction. Since the DPE

signal is detected experimentally, the existence of a finite electron correlationis confirmed. This

suggests that the signal strength is a measure of the interaction strength. Napitu and Berakdar

[13] demonstrate that the DPE signal is proportional to the correlation strength, namedU . In the

next section, their model is discussed in more detail.

2.5.2 Double Photoemission (DPE) with Correlation

In the previous section we excluded electron correlation in DPE consciously, but now the cor-

relation between the electrons is considered. In this case, the photon (with energyhω) can be

absorbed by one electron and the electron pair is emitted by means of coupling. The photon can
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2 Theoretical Background

be also absorbed by the center-of-mass coordinate of the two electron system, due to the corre-

lation in the initial and/or final state of the electrons. The theoretical analysis of the DPE shows

that the two-electron coincident signal is a signature of inter-electronic interactions [78, 79].

Coulomb potential and Pauli principle are responsible for the correlation between the electrons.

To calculate the transition from the initial state to the final state with first order perturbation

theory Fermi‘s golden rule serves

Wi→f =
∑

j

| 〈Ψ |∆ |Φj〉 |2δ(E − ω − Ej) . (2.47)

The final state〈Ψ〉 or 〈34〉 is reduced to an antisymmetric direct product of two independent

〈3〉 and〈4〉 so-called “time reversed LEED states”. The initial stateΦj is a summation of all

possible two-particle states over the indexj with energyEj . The states have to fulfill energy

conservation and dipole selection rules. The dipole operator∆ is a sum of two single-dipole

operators. Here the initial state includes correlation and is described by a two-particle function.

In contrast to DPE without correlation, where the initial state is the product of two single-particle

functions.

DPE with correlation was studied by Napitu and Berakdar [13]. The two particle wave function

was constructed within the Hubbard model. Emission of the electron pair is a result of intersite

ground state correlation (Ri 6= Rj) or on-site correlation (Ri = Rj). The latter is more probable

and is considered here. The so-called sudden approximation was applied, assuming the excited

photo electron pair has no further interaction with the other electrons and theremaining holes.

To calculate the two electron wave functionΨ the electrons scatter via a potential with strength

U . The detailed calculation is found in Ref. [13].

The key point is that the transition amplitude increases with increasingU . If U → 0 the intensity

vanishes. In other words, for largeU value an enhanced DPE signal is expected. We could go

so far to postulate that the measured DPE intensity may be an indicator for the strength ofU .

In theoretical calculations one can easily change theU parameter. Experimentally variation of

the Coulomb repulsionU is more challenging. In our experimental set-up we compare a highly

correlated system as NiO, with a weakly correlated as Ag. Furthermore, weinvestigated a range

of metals as Fe, Co, Ni, Cu and Pd.

We should mention, that the experimental results presented in this thesis are based on double

excitation via an electron, instead of a photon. This method is called (e,2e). These electrons

interact with the electrons in the solid. The theory of (e,2e) is for low energyincoming electrons

much more complicated. No theoretical calculations are available at the moment to analyze the

(e,2e) intensity in dependence ofU .

From the experimental view point, the (e,2e) experiment has the advantage that it is performed

in-house lab. In contrast to the (γ,2e) experiment, where synchrotron radiation is required and

the experimental time at the synchrotron source is limited.

Nevertheless, it is reasonable to discuss DPE theory and investigate materials based on DPE

calculations. One reason is the similarity between (e,2e) and (γ,2e) in the sense, that the emission

of an electron pair is only possible when electron correlation is switched on.
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2.6 Double Electron Emission (e,2e)

2.6 Double Electron Emission (e,2e)

Figure 2.22 Interaction of an electron with a surface; on the left side one electron is
emitted, on the right side the possibility of two emitted electrons is depicted.

The current (e,2e) theory of solids is discussed for energies below100 eV (as used in this work),

based on Federet al. [29], Feder and Gollisch [80], Berakdaret al. [81]. At low energies, the

primary electron and the outgoing electron states involve strong elastic multiple scattering by the

ion cores, as known from LEED. This makes the theoretical approach ofthe (e,2e) cross section

difficult and consequently the interpretation of the experimental data is difficult, too.

The primary electron collides with an energyE1 and a momentumk1 with a valence electron

with energyE2, wherebyE2 < EF. What is the probability, that one electron is emitted with

energy and momentumE3, k3 and a second electron withE4, k4 by a single collision event?

Besides elastic multiple scattering, no other losses are considered. The time-independent initial

state is labeled|12〉 and the final state|34〉. The electron-electron interaction Hamiltonian is

Hee.

The transition probability from the initial to the final state is then calculated via first order per-

turbation theory Fermi’s golden rule

W34,12 = | 〈34 |Hee | 12〉 |2δ(E1 + E2 − E3 − E4) . (2.48)

The transmission probabilityW34,12 is proportional to the observable coincidence rateI(E3, E4).

The one-electron states|i, j〉 are expressed in an antisymmetric products of the wave functions

Ψi,j

|i, j〉 = [Ψi(x)Ψj(x
′)−Ψj(x)Ψ(x′)]/

√
2 with (i, j) = (1, 2) or (3, 4) . (2.49)

One electron states are obtained as follows: the interaction of each of the four electrons with

the nuclei and the ground-state electrons are described by an optical potential. The optical po-

tential describes the elastic scattering and takes into account the virtual andreal excitations of

non-elastic channels. In the low energy range, relativistic effects effects due to spin-orbit cou-

pling play an important role. This is known from LEED, valence band structure calculations and

photoemission. The wave functionΨi(x) consists of four spinors containing the electron spin

σi = ±(1, 2, 3, 4). In our experiment, neither the primary beam nor the detected electrons are

spin analyzed. Theory needs to calculate the cross section for all possible polarization possibil-

ities and to sum them up.
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2 Theoretical Background

The lattice periodicity is parallel to the surface, this implies that surface-parallel momenta

k
||
i = 1, 2, 3, 4 are good quantum numbers characterizing the one-electron state. Equation (2.48)

is nonzero, if the parallel momentum is conserved,k
||
1 + k

||
2 = k

||
3 + k

||
4 . In this notation, the pri-

mary electron wave function isΨσ1

1 (x), representing a relativistic LEED state and the outgoing

electrons areΨσ3,4
3,4 (x) time reversed LEED states. The valence electronsΨσ2

2 (x) are obtained

with the Bloch wave matching treatment.

The interaction HamiltonianHee of the incident electron with a particular valence electron is

written as

Hee = V (x,x′) =
exp(−|x− x′|/λ)

|x− x′| . (2.50)

Magnetic and retarding effects are discarded because the primary energy is small. Only the

Coulomb interaction, which is screened by the electrons of the metal are considered with a

static potential. The interaction Hamiltonian Eq. (2.50) is used in the transmission probability

(Eq. (2.48)).

The next step is to extract electron scattering dynamics from (e,2e) data. In the case of high

primary energies, the incident and the ejected wave are described by plane waves. The three

dimensional momentum is conserved, hence the observed cross section reflects the momentum

density of the target electrons. With low energy electrons the situation is different, because

multiple elastic scattering is very important in primary and in ejected electron states.Only two

dimensional momentum is conserved, therefore no direct information on the electronic structure

is obtained. An important point is, that (e,2e) intensity occurs in regions with high so-called

k-DOS, indicating thek resolved DOS. That is visible, when we comparek-DOS at theΓ

point andI(E3, E4) contour plots for W(100) (Fig. 2.23a,b,c). Furthermore, when thek-DOS

vanishes, no (e,2e) intensity is visible. As stated by Federet al. [29] there is no detailed cor-

respondence betweenk-DOS andI(E3, E4). To observe (e,2e) events, it is necessary to have

available states, but this is not a sufficient condition. Theoretical plot (Fig. 2.23b) is modified

into Fig. 2.23c to get closer to the experimental results. Modifications are dueto: energy depen-

dent finite life time of the hole, experimental energy distribution of the primary beam energyE1

and reduction of the emission cone. Theoretical intensity features are smear out and resemble

the experimental obtained data (Fig. 2.23d). In general, a good agreement between theory and

experiment is observed for normal incidence primary energyE1 = 17.2 eV. The main con-

tribution atE3 = E4 = 6 eV is reproduced well. The good agreement between theory and

experiment implies that direct collision of incident particle and target are the dominant origin of

the two electrons observed experimentally. The valence electrons of W(100) are predominantly

d character and for the d states the spin orbit coupling is much stronger thanfor the sp states.

The excited sp states can couple to the vacuum and can form LEED states. This will be later

important when we discuss diffraction effects of Ag.

In the work of Berakdaret al. [81] the total potentialVtot is complemented with a dynamical

potentialU , describing the interaction between the two electrons. Dynamic means that the inter-

action of both electrons is strong, when they are close together. When theyare fare apart, then

the potential diminishes. Total potentialVtot is the sum of the two one particle optical potentials
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2.6 Double Electron Emission (e,2e)

Figure 2.23 Contour plots in the
(E3,E4) plane of a W(100) surface for
E1 = 17.2 eV, θ1 = 0◦ andθ3,4 = 40◦:
(a) DOS at theΓ point; (b) calculated
I(E3, E4); (c) I(E3, E4) adapted to ex-
perimental conditions; (d) experimental
data. Taken from Ref. [29]. Copyright
(1998) by the American Physical Society.

(V3, V4) and the dynamic potentialU . It is identified as Coulomb potential. More precisely the

dielectric functionǫ(r, r′) has to be calculated. However, for inhomogeneous electron gas this

is a very difficult task. Instead, the Thomas-Fermi screening potential is used (Eq. (2.40)). The

distance between the electrons isr34 = r3 − r4.

The total potential is rewritten as

Vtot = V3 +
Z3

r3
+ V4 +

Z4

r4
. (2.51)

The strength of the screening is determined byZi. Single particle potentials are augmented by

the termZi/ri. Inter-electronic correlation is subsumed into a dynamic non-local screening of

the electron core interaction. Calculation predict a strong influence ofU on the pair correlation.

The theory was applied to the same experimental conditions as in Ref. [29] for E1 = 17.2 eV

and comes to the same result. The contour plot remains practically unchanged, concluding pair

correlation effects are rather small. However, when the primary energy islowered to10.6 eV

drastic changes occur. When the Coulomb interaction is switched off, the intensity is reduced

at the Fermi edge for equal energiesE3 = E4. In contrast, when the Coulomb interaction is

switched on the intensity has a maximum at this point. This is in agreement with the experimen-

tal data, Fig. 2.24. Coulomb interaction can transfer energy from one escaping electron to the

other. That is the reason why equal energy sharing is preferred, soE3 = E4 gives high intensity.
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2 Theoretical Background

Figure 2.24 Spin-average intensity for
the two-electron emission from a W(100)
surface following the impact of a10.6 eV
electron along the surface normal. Con-
tour plots in the (E3, E4) plane show cal-
culated results without Coulomb pair cor-
relation (a), with pair correlation (b) and
the experimental data (c). Taken from
Ref. [81].
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3 Experimental Background

The experiment is performed in an Ultra High Vacuum (UHV) chamber at a pressure of

7×10−11mbar. The sample is excited with an electron gun from Kimball. The emitted electron

pair is analyzed by two hemispherical analyzers from Scienta and detectedwith multichannel

plate (MCP) - resistive anode. The detectors are connected via a coincidence logic. The primary

electron flux is measured with a MCP. The components and the sample preparation will be

explained in more detail in this chapter.

UHV conditions are required to have as long as possible a defined surface without residual

adsorbates like H, CO. Data acquisition time is long, around3 counts/s are collected. The

experiment is highly surface sensitive (the information comes mainly from the first 3 monolayers

(ML)). To reach and maintain the UHV a turbo pump, an ion getter pump, a titan sublimation

pump (TSP) at the chamber and two TSP at the analyzers are installed.

To understand the experimental set-up, the demands on a coincidence experiment needs to be

discussed.

3.1 Coincidence Demands - General Statements

The most fundamental question in coincidence measurements is: How can we identify a cor-

related pair of two electrons emerge from one scattering event? The problem is discussed in

Ref. [14, 82, 83, 84, 85].

The scattering event happens at timet0 and the two emitted electrons will arrive at timest0 + t1

andt0 + t2 at the detectors. The characteristic traveling time difference ist = |t1 − t2|. This is

a common method to identify particles emerging from the same process. In practice one has to

a allow a time spread oft ± δt, which consist of all possible sums of the time variations of the

traveling times of particle 1 and 2,δt1 andδt2. The flight time consist of passing trough the ana-

lyzer, the detector and the electronics. We assume that the electrons are emitted simultaneously.

A typical arrival time histogram is shown in Fig. 3.1. Our set-up is symmetrical with respect

to the sample, so the traveling timest1 andt2 are equal. A clear peak att = 0ns is observed.

Electrons are considered to arise from the same event, when they lay in-between the peak, which

is limited by two vertical dashed lines. For our set-up and energiesδt ≈ ±10 ns. The width of

the peak depends on the energy difference of the pair and the time resolution of the instrument.

The time resolution is limited by the geometry of the hemispheres, the lenses, the flight time to

the channel plate detectors and the electronics.

Two coincidence events has to be distinguished - true and random events.True events result

from one scattering process (blue area in Fig. 3.1). Random or also called accidental events

39



3 Experimental Background

are due to two independent scattering processes. The reasons is that more than one electron is

emitted from the electron gun in the time intervalt + δt. The distribution of random electron

pairs is homogeneous, in contrast to true events, where a clear preference for equal times can

be recognized. The yellow and orange area in Fig. 3.1 consists of purelyrandom events. In the

experiment, blue and orange events are measured together.

Figure 3.1 Typical arrival time histogram of two emitted electrons. Electrons are consid-
ered to arrive at the same time, when their difference is0 ns±10 ns. True (blue) and random
(orange) events in this interval cannot be separated. The homogeneousrandom background
is yellow.

The quality of the experiment is judged by the ratio between true and random events. Without

considering the shape of the arrival-time histogram, here some general statement to the coin-

cidence technique, which is special in comparison with single electron detection. In a single

spectroscopy experiment high counting rates are desirable to maximize the signal-to-noise ratio

for a given measuring time. High rates can be achieved with high incoming flux,probing a

large sample area and high transmission of the analyzer. In a coincidence experiment this is not

anymore valid for improving the experimental performance, because one cannot distinguish be-

tween true and random coincidence events. For example increasing the incoming flux raises the

true count rate, but reduces the true-to-random-ratio. Hence the signal-to-noise ratio declines,

too.

The true signalT is calculated

T = α1α1RVct (3.1)

= B · I · t , (3.2)

αi is the efficiencies of the detectors, depending on the experimental parameters such as energy
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3.1 Coincidence Demands

and angular resolution.R is the electron creation rate per unit time and per unit volume, which

is direct proportional to the incoming flux. The common shared volume of both detectors isVc
andt is the counting time. The parameters of Eq. 3.1 are rearranged withα1α1RVc = B · I and

Eq. 3.2 is formed. Obviously,T depends linearly on the incoming fluxI.
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The accidental signalA is the linear product of two single rates (Si) and the finite probability of

two unrelated events occurring within timeτ

A = S1S2τt (3.3)

= α1α2V1V2R
2τt (3.4)

= C · I2 · t . (3.5)

Here we recognize an important point: The true rate is proportional to the incoming fluxI orR

and the accidental rate is proportional toR2 or ratherI2, when the parameters are substituted as

α1α2V1V2R
2τ = C · I2.

We set all parameters to 1 and the ratioT/A simplifies to

T

A
∝ 1

I
. (3.6)

The ratioT/A increases by lowering the flux and the contribution of the accidental countsbe-

comes negligible, but also probability is reduced to detect a true event at all.At high flux T/A

goes to 0.

The arrival-time-histogram (Fig. 3.1) includes true and random events. We are only interested

in the true eventsT , so the random eventsA need to be subtracted. In formulas it is written as

peak = (T +A)−A. The error∆peak is the sum of
√
T +A and

√
A.

The signal-to-noise ratio (SNR) is obtained as

peak

∆peak
=

(T +A)−A√
T +A+

√
A

=
B · I · t√

B · I · t+ C · I2 · t+
√
C · I2 · t

(3.7)
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dom A events. Maximum
signal-to-noise ratio is reached
at1.

The SNR increases, when the flux is increased.T andA contribute in statistical noise, while

only T contains information of interest. Both equations (Eq. 3.6 and Eq. 3.7) are plotted in

Fig. 3.2 in dependence of the primary flux in arbitrary units. We notice, increasing the flux, in-

creases the probability of a true event and increases the signal-to-noiseratio. On the other hand,

the ratioT/A is decreased. A compromise has to be found.

A good value ofT/A is 4 at a flux of0.25 arb.u. and the SNR is 0.3. When the flux is halved,

the ratioT/A is increased to 8, but the SNR is decreased by one order of magnitude.

When the extreme case of infinite flux (I → ∞) is considered, Eq. 3.7 simplifies to

(
peak

∆peak

)

I→∞

≈ T

2
√
A
. (3.8)

We obtain the figure of merit (FOM)

FOM = 1−
peak
∆peak(

peak
∆peak

)
I→∞

= 1− 2√
T
A + 1 + 1

. (3.9)

If the ratioT/A converges to 0, the FOM approaches 0, too. Hence the signal-to-noise ratio is

the poorest. If FOM is equal to 1 the best signal-to-noise ratio would be reached. Equation 3.9

is plotted in Fig. 3.3 in dependence ofT/A. The graph increases steeply from 0 to 2 and then

saturates slowly at a FOM of 1. A trade off value is around4−5. A further increase of the ratio,

increases the FOM not significantly. A significantly decreased flux would result in an extension

of the data acquisition time. Nevertheless, to have an acceptable ratio betweentrue and random

counts, we operate the experiment under low primary flux.

To estimate how many electrons are emitted from the electron gun and hit the surface in a

defined period of time, the Poisson distribution is a reasonable choice. The distribution is valid
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to calculate the probabilityPλ(n) of a discrete eventn happening in a fixed period of time.λ

represents the average number of electrons hitting the surface in the time interval.

The Poisson distributionPλ(n) is

Pλ(n) = e−λλ
n

n!
. (3.10)

We work at low electron flux, therefore the Poisson distributions for up to two electrons are of

interest

Pλ(0) = e−λ , Pλ(1) = e−λλ , Pλ(2) = e−λλ
2

2
. (3.11)

The parameterλ can be adjusted with the electron flux. To obtain a high true coincidence count

rate, the probability of two emitted electrons should be low.

The probability ratio of one to two isP (1)
P (2) =

2
λ . It is plotted as function of the average numberλ

in Fig. 3.4. Ifλ is equal to 1, the probability of finding one electron to two electrons is 2. When

λ is decreased by 10, the ratioP (1)/P (2) is increased by 20.

On the other hand when the flux is too low, no electron at all might be emitted fromthe filament.

The ratioP (1)
P (0) is equal toλ, represented by the dashed line in Fig. 3.4. Whenλ is 0.1, the proba-

bility of one emitted electron is close to zero. This underlines the difficulties of thecoincidence

experiment.

43



3 Experimental Background

3.2 Experimental Set-up

(a) (b)

Figure 3.5 (a) Experimental (e,2e) set-up. The electrons are emitted from the electron
gun and focused on the sample. The incoming electrons excite an electron from sample.
The electrons travel trough the energy selective elements, the lenses andthe electrostatic
hemispherical analyzers. At the end they reach the detectors. (b) Geometrical set-up. The
primary beam hits the surface perpendicular. The electron pairs are detected under an angle
of 45± 15◦.

For the (e,2e) experiment first of all an electron gun is required (see Fig. 3.5a). The electrons

are accelerated up to68.6 eV here. The low energy electrons are focused on the sample and

hit the surface perpendicular. As discussed in Sec. 2.6, there is a probability, that the reflected

electron excites an electron from the valence band. The electron pair is emitted from the sample

and detected in an angle of45± 15 ◦ (see Fig. 3.5b).

The electrons are transfered through electrostatic lenses to the electrostatic hemispherical de-

flection analyzers (HDA). When the electrons enters the HDA, they pass through a slit of1mm

width. The experiment is performed under symmetrical conditions, which impliessymmetrical

geometry, lens and analyzer voltages.

The HDA serves as energy dispersive element. It consists of two concentric hemispherical elec-

trodes with radiiR1 = 160mm andR2 = 240mm, which are at different potentials

V1 =
Epass

e

[
3− 2

(
R0

R1

)]
(3.12)

V2 =
Epass

e

[
3− 2

(
R0

R2

)]
. (3.13)

The mean radiusR0 of the hemispheres is200mm. The pass energyEpass is defined as the

energy where the trajectories of the electrons describe a circle. If the electron energy is lower or

higher thanEpass the motion of the electrons are described as elliptical Kepler trajectories. Is

the energy sufficiently lower or higher, the electrons will hit the wall of the electrodes.

Finally, the electrons are detected by two micro channel plates (MCP) connected to a resistive

anode. The diameter of each MCP is40mm. The electron pair is recognized by a coincidence

logic. Electrons that arrive at the “same” time are of interest. The “same” time isdefined as a

time slot of20 ns.
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We are dealing with a low incoming flux and it is expected that few electrons areemitted from

the sample surface. Hence, a device with high detection efficiency is needed. For this purpose

the MCP is used. It is an array of small tubes or channels filled with lead and embedded in a

glass mesh. The channels are tilted about8◦ to increase the efficiency. The primary electron is

multiplied by a factor of106 due to the production of secondary electrons. For the coincidence

experiment, we use a stack of two MCP to improve the performance.

To measure the position of the electron additionally a resistive anode is included [86]. The

position is transformed to energy with help of the specular electron beam. Theposition signal,

which corresponds to the energy, for right and left detector goes directly to a digitizer. Time and

energy information are triggered when the four signals, two MCP and two anode signals, are in

coincidence. Then the information of the pair is stored in a computer. During the measurement

the spatial information (the MCP screen) is monitored in real time with an oscilloscope.

If the start and stop pulse is coming from the same detector, the time resolution ofthe electronics

is obtained. The obtained time jitter of the electronics is0.7 ns.

Figure 3.6 2D (a, c) and sum energy spectra (b, d) of NiO forEp = 68.6 eV. The spectra
(a, b) presents the results forEpass = 100 eV. The energy window is8 eV × 8 eV. The
spectra (c, d) show the results forEpass = 300 eV (energy window of24 eV× 24 eV). With
both settings the same features are seen, but the energy resolution of theEpass = 100 eV is
better. TheEpass = 100 eV plot is a close up of theEpass = 300 eV data.

The experiment was operated with pass energies of 100 and300 eV. The energy window is8%

of the pass energy. It is possible to accumulate data in an energy window of8 eV × 8 eV and

24 eV × 24 eV, accordingly.
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3 Experimental Background

The energy information of the electron pairs is combined in a 2D energy spectrum as is seen

for NiO (Ep = 68.6 eV) for Epass = 100 eV (Fig. 3.6a) and forEpass = 300 eV (Fig. 3.6c).

The bottom scale refers to the energy of the electron arrived at the rightdetector. The left

scale represents the energy of the electron which arrived at the same time at the left detector.

Coincidence intensity is reproduced by a color scale. Red stands for highintensity and blue for

few counts.

Energy conversation of the pair holds

Ep + Evb = Eleft + Eright + φsample = Epair + φsample . (3.14)

The sample work function is labeled withφsample and the valence band energy isEvb. The

spectrum is analyzed in detail in the result section (Sec. 4.2). Obviously, the 300 eV 2D plot

is a zoom of the100 eV plot. The main signal is in the energy region ofEvb ≈ 0. No fur-

ther information is obtained from the300 eV plot, besides a homogeneous background in the

lower energy region. To analyze the spectra qualitatively, the sum of the pair is plotted in the

interval |Eleft − Eright| ≤ 2 eV. (In this respect, errors due to the geometry of the plot are

excluded. For example, the total diagonal lineEleft = Eright = 34 eV contains more pixel than

Eleft = Eright = 28 eV.) The sum energy spectrum ofEpass = 300 eV (Fig. 3.6d) covers a

wider energy window than the sum energy spectrum ofEpass = 100 eV (Fig. 3.6b). But the

energy resolution for a wider window is worse than for the smaller window.

The energy resolution is estimated with help of the Fermi edge of Ag sum energy spectra. The

energy resolution are forEpass(100 eV) ≈ 1.1 eV andEpass(300 eV) ≈ 1.75 eV. The energy

resolution includes the energy spread of the electron gun (0.3 eV) and aberration errors of the

lenses. Spherical and chromatic aberration can be distinguished. The origin of spherical aber-

ration is that peripheral rays are bent stronger than rays closer to the optical axis. Chromatic

aberration is a result of a never perfectly mono energetic electron beam. The energy resolution

depends furthermore on the transmission of the hemispherical analyzers and the accuracy in the

impact position on the MCP. Nevertheless, the resolution is mainly depending onthe spectrom-

eter, in particular onEpass. Consequently, we obtained all data throughout the experiment with

Epass = 100 eV in favour of the energy resolution.

The flight timeT of the electron inside the sphere is calculated accordingly to Ref. [87, 88]

T =
2mA

l
=

l3

mk2

∫ π

0

dθ

(1 + ǫ cos(θ − θ0))
2 . (3.15)

whereA is the area enclosed by the orbit within the analyzer andl is the angular momentum.

The parameterk reflects the relationship of the voltages to the dimensions of the spectrometer.

In the case, when the orbitals describe a circle isk = 2ZeEpassR0. ǫ is the so-called eccentricity

of the electron trajectories and depends among others onEpass. Radius of the trajectory depends

on the angleθ.

For one cycle the electron needs forEpass = 100 eV a time of105.9 ns and forEpass = 300 eV
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3.2 Experimental Set-up

a time of61.1 ns. Taking into account the covered energy window, the time difference of the

slowest and fastest electron is obtained. ForEpass = 100 eV the time difference is5 ns and

for Epass = 300 eV the value is9 ns. This results in a time spread for the electron pair of

7.1 and12.7 ns, respectively. Experimentally, the FHWM of the arrival time histogram for

Epass = 100 eV is 11.4 ns and forEpass = 300 eV the FHWM is17.5 ns. Experimental and

calculated value are consistent.

An important component of the experimental set-up was a detector to measurethe primary flux,

so the number of pairs produced by one incoming electron was determined quantitatively. For

this purpose a small MCP was mounted on a manipulator, which could be brought into the

sample position. The active area had a diameter of5mm. To save the life-time of the microtron

the flux fsingle of the electron gun was set to200000 counts/s. The grid voltage of electron

gun was increased accordingly. After “calibrating” the gun, the sample was set in experimental

position and the “single” count ratessingle was determined in coincidence set-up. The single

count rate in this configuration is for Ag in the range of50 counts/s to 450 counts/s, and no

measurable coincidence events happen. (It is very important to make sure, that the dark counts,

produced by ion gauge and ion getter pump, are below1% of the single counts. During primary

flux measuring the dark count sources, as ion gauge and ion getter pump,were switched off.)

To measure the pair emission we had to increase the flux significantly by decreasing the grid

voltage. When around2.5 counts/s pairs could be detected on the rate meter (random and

true coincidences), the single countsscoin in this configuration were around1800 counts/s to

3500 counts/s.

The electron fluxfcoin during the coincidence experiment is calculated as follows

fcoin =
fsingle
ssingle

· scoin . (3.16)

After inserting the according values, the calculated fluxfcoin during the experiment varies from

1.5− 7.5× 106 counts/s depending on the primary energy. Proceeding in this way is allowed,

because the relationship between the single HDA counts and the single flux meter counts are

linear, as is demonstrated in Fig. 3.7. Furthermore, the validity of linear regression is manifested

by the 0 origin.

Figure 3.7 The relation-
ship between single HDA
counts and flux meter
counts is linear.
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3 Experimental Background

3.3 Sample Preparation

To prepare the Ag(100) crystal and grow NiO, CoO film and transition metalsFe, Co, Ni, Cu and

Pd the preparation chamber was equipped with an Argon sputter gun, Auger electron spectro-

scope, LEED optics, the needed evaporator as Fe, Co, Ni, Cu, Pd and an oxygen inlet, Fig. 3.8.

Besides pressure controlling with an ion gauge, the gas concentration could be monitored with

a mass spectrometer.

Viewport

LEED optic/
RHEED Screen

AUGER setup/
RHEED gun

Argon
Sputter gun

Evaporator
Figure 3.8 The preparation
chamber is equipped with a
LEED (low energy electron
diffraction) optics, Auger sys-
tem, various evaporators (Fe,
Co, Ni, Cu, Co, Pd), an Argon
sputter gun and an oxygen inlet
(not shown here).

The Ag crystal was cleaned by standard procedure, which involves Ar+ sputtering and annealing

cycles. Sputtering energy was3 keV and the pressure1.5×10−7mbar. The annealing temper-

ature was400 ◦C [89]. Mounting the sample after transportation yields to sputtering for24 h.

The cleanliness was controlled by Auger electron spectroscopy. The structure quality and the

alignment was checked with LEED. In Fig. 3.9a the diffraction pattern forEp = 55 eV is dis-

played. Sharp black spots are visible, which is the indication for a clean andwell structured

cubic surface.

NiO was grown on clean Ag(100) substrate as a non reactive material with molecular beam epi-

taxy (MBE). The lattice constant of bulk Ag at room temperature is4.09 Å and the one of NiO

is 4.17 Å. This corresponds of a lattice mismatch of2%. Ag crystall has a face centered cubic

structure and NiO a rock salt structure. This growth of NiO on Ag is well established in the

literature [90, 91, 92].

Ni is evaporated in aO2 atmosphere via molecular beam epitaxy. The quality of the films were

analyzed with LEED. Cubic arranged sharp spots diffraction are monitored(Fig. 3.9b). The

chemical composition of the films was checked by detecting the Auger electronswith a cylin-

drical mirror analyzer (CMA). The incident electron beam has an energy of 3 keV.

The optimized growth parameters are: oxygen pressurep(O2) = 10−6mbar and substrate tem-
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3.3 Sample Preparation

55eV

(a) Ag

NiO/Ag(100)

(b) NiO/Ag 10.4ML

CoO/Ag(100)

(c) CoO/Ag13ML

Figure 3.9 LEED pattern of (a) a Ag(100) crystal (Ep = 55 eV), (b) NiO film (Ep =
90 eV) and (c) CoO film (Ep = 90 eV).

perature ofT = 200 ◦C.
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Figure 3.10 NiO film growth
of 10.4ML on Ag(100) mea-
sured with MEED (medium
electron energy diffraction).
The indicated growth rate is
1ML/84 s. This curve was ob-
tained with a primary energy of
1.5 keV. Taken from Ref. [93].
c©IOP Publishing. Reproduced

by permission of IOP Publish-
ing. All rights reserved.

As far as thickness control is concerned we observed the medium energy electron diffraction

(MEED) intensity variation during growth. In such an experiment a primary electron beam hits

the target under a grazing incidence and the diffracted beams are detected on a phosphorous

screen, as sketched in Fig. 3.8. Layer-by-layer growth is manifested bythe emergence of inten-

sity oscillations as a function of time. Assuming that a period corresponds to1ML, a thickness

calibration is possible. A typical MEED plot is shown in Fig. 3.10 for a10.4ML film. This

curve was obtained with a primary energy of1.5 keV and we measured the intensity of the spec-

ular reflected beam. The deposition starts at timet = 0 and we note that at the beginning of

the growth the intensity drops markedly, only at approximatelyt = 170 s the initial intensity

is recovered. After this we observe the onset of weak oscillations. We identify this interval as
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3 Experimental Background

the time required to deposit1ML of NiO. The evaluation yields to a growth rate of84 s/ML.

With this calibration we can convert growth time in ML and the result is given as the upper

x-axis in Fig. 3.10. Our MEED intensity curve is qualitatively in agreement with arecent work

although our oscillation amplitude is smaller [6]. Previous STM/STS1 studies found that in the

early stages of the growth a complex behavior exists [94]. Only at coverages above2ML was

a band gap observed. These growth complications manifest themselves alsoin stress and struc-

tural measurements [6]. We conclude that starting at coverage of2ML NiO we are to expect

properties related to a “highly correlated” material.
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Figure 3.11 (a) Reproducibility of NiO film. Growth of three films under the same con-
ditions show no change in sum energy spectra. (b) Stability of NiO film. After one month
the spectra do not change. The spectra are obtained withEp = 26.6 eV.

The easy preparation of NiO allows us to reproduce, under the same conditions, the same NiO

film. This is manifested in Fig. 3.11a. The sum energy spectra for three different films are

shown in red (1st), blue (2nd) and black (3rd) for a primary energy of26.6 eV. The spectra are

identical, so we can conclude the film quality is the same.

Another advantage of NiO film is, that the surface stays clean for a long time.To obtain a

(e,2e) spectrum with good statistics takes up to one week, it is a benefit to measure the hole

time the same sample. Residual gases as CO are not deposited at the surfaceduring one month,

confirmed with Auger measurements. (e,2e) technique is even more surfacesensitive than Auger

measurements. Sum energy spectra obtained after one day (red), the second day (blue) and after

one month (black) are presented in Fig. 3.11b for a primary energy of26.6 eV. No difference in

the spectra are observed. We conclude that the film structure and morphology has not changed.

1scanning tunneling spectroscopy
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4 Experimental Results

4.1 (e,2e) on Ag(100)

A recent (e,2e) study on a Cu(100) surface revealed the importance ofpair diffraction [31]. A

kinematic pair diffraction model described the results reasonably well. The approach is justified

by current (e,2e) theory, which characterizes the incoming and outgoingelectrons by LEED

and time reversed LEED states, respectively. In order to explore the validity of the kinematic

model, the experiment was repeated with a metal having similar electronic properties like the

Ag(100) crystal. A difference between Cu and Ag is the lattice constanta, which has a value

a(Cu) = 3.06 Å anda(Ag) = 4.09 Å. This results in a shift of the kinematic diffraction peaks

to lower energies with a larger lattice constant. We have systematically studied theelectron pair

emission from the Ag(100) surface as a function of the primary energy. An improvement to the

previous experiment is the ability to measure the primary electron flux. This allows to determine

the single and coincidence count rate per incoming electron.

4.1.1 Energy Spectra

During the measurement, the Ag(100) surface was in the [001] scattering plane. The (e,2e)

spectra are obtained for different primary energies in the range from 30 to67 eV. The detection

window is for all energies the same. The voltage of lenses and analyzers were adjusted accord-

ing to the primary energyEp. Some 2D net spectra are displayed in Fig. 4.1. Net spectra means

that the random background events are already subtracted.

To calculate the maximum sum energyEmax
sum of the electron pair, the work function has to be

subtracted only once, because the primary electron gains the work function when entering the

sample. It is expressed asEmax
sum = Ep − φsample, with φsample = 4.6 eV. A primary energy

of Ep = 37 eV givesEmax
sum = 32.4 eV (see Fig. 4.1a). When the energy is shared equally, the

energy of the left and right electron isEleft = Eright = 16.2 eV. TheEmax
sum line is indicated by a

grey diagonal line. The energy levels can be seen in Fig. 4.2. To calculatethe primary energy of

the electrons, the work function of the filamentφfila (2.6 eV) has to be considered as well. The

emitted electrons originate from the highest occupied state, the Fermi energy.
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Figure 4.1 2D-energy spectra for different value ofEp. The primary energy increases
from (a) to (h). The grey diagonal line marks the position ofEmax

sum . The [001] direction
of the Ag(100) sample was in the scattering plane. High-intensity regions parallel to the
Emax

sum -line are visible.
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4.1 (e,2e) on Ag(100)

Figure 4.2 Energy levels of the
electron gun filament and Ag.

In our experimental conditions, symmetrical alignment and normal incidence,the process that

the incoming energy transfers the half of its energy to the valence electron ismost favorable. The

scattering process is mainly due to binary scattering, in which the total momentum isconserved.

Furthermore, if the emission angles are equal and opposite to each other, the sum momentum

k
||
sum is zero. The symmetric sharing distribution of the electron pair indicates that thepair cre-

ation is a single-step process. The incident electron beam undergoes specular reflections and

the scattered electrons can generate electron pairs, as discussed in Ref. [95, 96]. Although a

symmetric distribution is expected, the measured spectra look asymmetric due to thedifficulty

to orientate the primary beam and the lenses with each other.

Besides, the band parallel to theEmax
sum line and close to the Fermi level, we observe a strong in-

tensity band from 3 to5 eV belowEmax
sum . To interpret the sum energy spectrum serves the DOS

of Ag(100) as first approximation. We do not expect to mimic the DOS, because this theory is

concerned about a single state and we probe a two-electron state. However, the DOS contributes

as input in the (e,2e) theory (see Sec. 2.6), where the initial state is a product of the LEED state

of the primary electron and the Bloch state of the valence electron. The initial state is zero when

no Bloch states are available. Consequently, the final state is also zero andno pair emission is

observed.

As mentioned before (e,2e) is a surface sensitive technique. In previous comparison between

theoretical and experimental (e,2e) data it was found out that the main contribution comes from

the first two layers [97]. For this reason the layer resolved electronic band structure calculations

are weighted as:50% surface,30% second layer and20% the other layers.

Electronic band structure of the 1st Brillouin zone was calculated by Jürgen Henk (MLU Halle).

It was computed by state-of-the-art method [98]. The total band structure is shown in Fig. 4.3a.

Furthermore, it is separated into the orbital characters d, p and s and is presented in Fig. 4.3b,

4.3c and 4.3d, respectively. The energy scale of theoretical data is notshifted according to

experimental photo emission data, as done for Cu in Ref. [99]. It was notthe scope of this work

to calculate the shift.
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Figure 4.3 Band structure of Ag(100) using LDA theory for all orbitals (a) and resolved
for d (b), p (c) and s (d) alongΓ−∆−X-direction. Shown is a cut through the 1st BZ. The
calculations were performed by Jürgen Henk (MLU). The layers are weighted as follows:
50% surface, 30% second layer and 20% the underlying layers. Fermi energyEF is at0 eV.

Ag crystal has one electron in the sp state and 10 d electrons, so the main contribution comes

from the d orbitals. The flat d bands contribute mainly in the energy region from 2.5 to7 eV. In

the region near the Fermi level (EF = 0 eV) the intensity is below 5% of this value.

The p and s orbitals show less intensity over the hole distribution than the d electrons. The in-

tensity scale of Fig. 4.3c and Fig. 4.3d were reduced to 20% of the total scaleto see the features

of the bands. Both spectra show parabolic distribution. The orbitals have constant intensity from

the Fermi energy to4 eV below it. A gap appears betweenn 4.5 and5.5 eV. Furthermore, we

observe that the s orbital shows a strong intensity at 6 and8 eV around theΓ point.

The band structure is integrated over the region, which is probed in the experiment (kx =
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0 − 0.4 Å−1). It is convoluted with0.5 eV Gaussian, appropriate for the experimental condi-

tions. The contribution of the surface, the second layer and the weighted sum layers is shown in

Fig. 4.4a, b, c. The DOS is presented for sp (dashed), d (grey) and total (black) orbitals, sepa-

rately. The sp DOS is the sum of s and p orbital. Figure 4.4d shows an experimentally obtained

sum energy spectrum forEp = 37 eV (Eright − Eleft ≤ 3 eV).

Figure 4.4 Calculated den-
sity of states (DOS) of Ag(100)
is integrated over the angular
acceptance of the experiment
and convoluted with a0.5 eV
Gaussian. The surface layer
(a), the second layer (b) and
the weighted sum (c) are com-
pared to an obtained spectrum
at Ep = 37 eV. The DOS is
orbital resolved: total orbital
(black), d (grey) and sp (grey
dotted). Furthermore, regions
with special character are high-
lighted: the red area shows en-
hanced intensity in the experi-
ment, in contrast to the DOS.
The blue area is d dominated
region. The green highlighted
contribution has sp character.
The turquoise area marks the
overlapping of sp and d or-
bitals.

We label the regions with special attributes on basis of the weighted sum DOS and the sum

energy spectrum. The first region from 0 to2.5 eV is colored in red. The DOS is flat and low,

including contributions from sp and d orbitals. But in the experiment a pronounced peak like

structure with high intensity is observed. This supports that the DOS is far from sufficient to
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explain (e,2e) results.

The next region from 2.5 to6.4 eV is dominated by d orbitals and highlighted in blue and

turquoise. DOS shows even in “experimental mode” features. However,in the experiment

only one broad peak at3.5 eV with a shoulder at4.5 eV is recognized. This peaks could be

connected to theoretical features at around 3.6 and4.8 eV. The intensity of the experimental

shoulder falls off to lower energies. The experimental decline of intensity isnot smooth, but has

a kink at5.3 eV. The slope from5.4 eV to around8 eV decreases to 5% of the slope from4.6 eV

to 5.4 eV. The kink marks the border between the blue and turquoise region. When we look at

the weighted sum DOS (Fig. 4.4c), it appears that the sp orbitals getting more pronounced at an

energy of5.3 eV, due to the strong contribution of the sp electrons in the surface layer (Fig.4.4

a). Furthermore, at5.8 eV appears a peak in the DOS which is completely missing in the exper-

iment. This underlies again the need of (e,2e) theory to understand the spectra.

Continuing labeling the spectra, the contribution from the sp states increasesat 5.2 eV to a

plateau and decreases at7.5 eV. This is highlighted in green. The overlapping area of green and

blue region appears turquoise. Coincidentally, the overlapping border and the kink in the slope

are at the same energy. In the surface layer the contribution of the isotropic sp orbital is20% of

the total DOS at5.5 eV.

To have a deeper understanding of the allowed transitions, we look at the symmetry resolved

DOS in the [001] direction of the Ag(100) crystal along theΓ point as well. The data is pre-

sented for different layers and symmetries in Fig. 4.5. The spectra are convoluted with a0.5 eV

Gaussian. In Fig. 4.5a the same experimental data as in in Fig. 4.4d is shown for comparison.

Four symmetries are separated;∆1 (Fig. 4.5f),∆2 (e),∆2′ (d) and∆5 (c). In Fig. 4.5b the sum

of all symmetries is depicted.

The main differences between the symmetries are the following: The∆1 representation is di-

vided in two regions, one peak at4 eV and one peak around6 eV. The∆2 symmetry ranges

from 2.2 to5.2 eV. ∆2′ is spanned from4.4 eV to 6.6 eV. The∆5 is located around3.3 eV.

The same selection rules for the (e,2e) process have to be applied as reported in Ref. [100].

They showed that the∆2′ transition is forbidden. In this case, the wave function of the valence

electron is antisymmetric when it is mirrored at the reaction plane. So the resultingintegral is

zero. In contrast to the other wave functions, which are symmetric to the reaction plane.

Comparing the experimental data to the symmetry resolved DOS, we see that below 5.4 eV the

∆2′ and∆1 symmetries contribute to a theoretical peak. However, there is no peak in the ex-

perimental data. Due to the (e,2e) selection rules we expect no intensity from∆2′ symmetry.

The contribution in the region from2.4 eV to 5.4 eV is formed by the∆2 and∆5 states. In this

range in the experiment a peak and a shoulder show up.

Besides selection rules, so-called matrix element effects has to be considered. For example the

primary energy of the incident electron influences the transition probability.In the presented

data this effect is not included, because it is difficult to estimate.

We conclude, that the DOS does not resemble the coincidence spectra. The experimentally ob-

served peak in the energy region from0 eV to 2.4 eV is completely missing in the DOS. On the

other hand is a peak calculated at5.8 eV, which is not observed in the (e,e2) spectrum.
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Figure 4.5 Calculated
density of states (DOS)
for Ag(100) at the Γ-point
(k|| = 0) and convoluted with
a 0.5 eV wide Gaussian com-
pared with the experimentally
obtained sum energy spectrum
(a). The symmetry points are
layer resolved: surface layer
(black), second layer (blue
dotted) and weighted bulk
layer (red). In (b) we see
the total symmetry, (c)∆5,
(d) ∆2′ , (e) ∆2 and (f) ∆1.
Selection rules prohibit∆2′

transition in (e,2e).
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4.1.2 Absolute Pair Emission

As we have the possibility to measure the primary flux, we can quantitatively analyze the in-

tensity distribution of the pair emission as function of the primary energyEp and analyze the

absolute pair emission. In the (e,2e) experiment multiple scattering plays an important role, as

for example in LEED-IV measurements. It is well known, that the LEED-IV intensity changes

with primary energy. Therefore, we also expect variation in dependence ofEp.

We measure the integral coincidence intensity or rather sum up over all pairs emitted in the

energy window. The energy window was adjusted to the primary energy (see Fig. 4.1). The

maximum sum energy (indicated by the grey line) stays at the same position. Theconstant

detection window makes it possible to directly compare the integral spectra, which is identi-

cal to the arrival time histograms. As examples arrival time histogram forEp = 37 eV and

Ep = 52 eV are presented (see Fig. 4.6a and Fig. 4.6b, respectively). From this data the true

counts per second are calculated. The data was obtained in approximately 2hours.
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Figure 4.6 Arrival time histograms (a) atEp = 37 eV and (b)Ep = 52 eV. For different
primary energies FHWM of the peak±0.3 ns (c) is summarized and the ratio of the true
and accidental countsT/A ±0.2 (d) is shown.

Besides the true counts the histogram was analyzed regarding the full widthat half maximum

(FWHM), counts on the rate meter, true counts, the ratio of true and accidental counts (T/A). The

result is summarized in Fig. 4.6. The FHWM lies in the region between 9 and11 ns, whereby the

error of the width is calculated with0.3 ns. The width determined by the flight time dispersion

of the electrons in the hemispheres, as also theoretically calculated in p. 46.

The ratioT/A of the true and the accidental counts has a value about4− 5±0.2 fromEp = 37
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4.1 (e,2e) on Ag(100)

to 47 eV Increasing the primary energy the ratio decreases. At57 eV the ratio is 2. Increasing

the energy further reduces the ratio to 1. It was not possible to keep theT/A ratio at 4 and

acquire the spectrum in a appropriate time, because the true count rate decreases. That is under-

stood mainly by simple geometric arguments. With higher primary energy, more possibilities

of energy sharing between the pairs exist, but still the same energy regionnearEF is probed.

Consequently, less pairs are detected. Another factor influencing the true count rate, is the the

cross section. The reason might be that for higher primary energy the electrons are faster, which

means that the interaction time with the environment decreases. Furthermore, the reflectivity of

the elastically scattered electrons decreases (see Fig. 2.4a). Hence the pair emission decreases.

By measuring the integral spectra and the primary electron flux with the flux meter, the co-

incidence counts per primary electron is calculated by dividing the true counts by the primary

electron flux. On average1×108 primary electrons are necessary to detect one true pair. The

results are plotted as function of the primary energy in Fig. 4.7, represented by black dots. First

we notice, that the coincidence rate is not monotonic as function of the primaryenergy. At

30 eV primary energy4.3×10−7coin/e− are detected. At 37 and39 eV the pairs are decreased

to around3×10−7coin/e−. At 42 eV the coincidence rate increased up to6×10−7coin/e−.

Then at47 eV the rate decrease to1.5×10−7coin/e−, which is 25% of the42 eV value. The

next point52 eV increases to3×10−7coin/e− comparable to the37/39 eV point. The energies

57, 62 and67 eV show very low values around0.3×10−7coin/e−.

Now, we combine the absolute count rate and the energy resolved spectra. First, all counts of

the 2D spectrum are summed up; the result is divided over each point in the 2D spectrum. Each

point is then multiplied with the total absolute coincidence rate per primary electron(we assume

that all regions are modulated equally by the primary flux). Finally, the absolute sum energy

spectra are obtained for each primary energy (see Fig. 4.8). The intensity from spectra 57, 62

and67 eV are multiplied by a factor of 10. The trend of the intensity variations of the spectra

reflects the graph Fig. 4.7.

Besides, that the absolute intensity changes, also the different partial distributions vary. For

example, forEp = 37 eV the sp peak intensity from 0 to2 eV is the half of the d contribution.

Going to42 eV we see that the sp-intensity increases only slightly, in contrast to d, where the

peak height is almost 3 times the sp height. The absolute integral intensity for spfrom 0 to

2 eV and the purely d electrons from 2 to5.4 eV is splitted according to Fig. 4.4. The result

is summarized in Fig. 4.7. The sp (red) and the d (blue) partial intensities followthe trend of

the total counts in general. For the d contribution this is more prominent, because more counts

are covered. A difference between sp and d is that atEp = 52 eV for the total coincidences a

peak appears as well as for d alone, but the peak is missing for sp. But both orbital contribution

change with primary energy.
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Figure 4.7 Absolute coincidence pair intensity in dependence of the primary energy
Ep for Ag (•) and split up for the different orbital regions s (�) and d (∆), according
to Fig. 4.4.
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Figure 4.8 Experimental spectra normalized to coincidence counts per primary electrons
for primary energies from 37 to67 eV.
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4.1.3 Diffraction Effects

We identified contributions of the sp and d orbitals in the sum energy spectra.Large intensity

variations of the bands were observed with primary energy change. We want to shed light into

this phenomena. (e,2e) is a multiple scattering experiment, so diffraction play a role. Weiet al.

[31] report about similar intensity variation on Cu(100). They studied (e,2e) spectra for different

primary energies in the same energy range as here. They calculated the relative intensity of the

partial electron states and made relation to kinematic Bragg diffraction. The model is applied to

Ag(100) and the validity will be discussed.

To quantify the intensity variations of the bands, the relative spectral contributionRSC in de-

pendence of the primary energyEp is introduced

RSCband(Ep) =
Iband
Itotal

. (4.1)

As an example, the sum energy spectra for37 eV and52 eV are shown in Fig. 4.9, sp (d) domi-

nated region is colored in red (blue). The y-scale represents the measured counts. The spectrum

atEp = 37 eV was obtained for around3.5 eV. The peak at3.7 eV collected20×103counts

and the statistic is very good. The spectrum at52 eV was obtained in100min and at3.7 eV,

300 counts are collected. The statistic is still acceptable and trustful. The sum energy spectra

are obtained in the range ofEright−Eleft ≤ 3 eV to integrate over the same area for all energies

and rule out intensity variation artefacts.

The Iband is the integrated intensity of the sum spectrum of the interested orbital band.Itotal

refers to the intensity integration of the whole spectrum, whereby only valuesbelow0 eV are

considered (Esum − Emax
sum ≤ 0).

(a) (b)

Figure 4.9 Sum energy spectra for (a)Ep = 37 eV and (a)Ep = 52 eV. The orbital
charactersspand d are highlighted with red and blue boxes, respectively.

The results of the relative spectral contribution in dependence of the primary energy are pre-

sented in Fig. 4.10. The primary flux dependence cancels by calculating theintensity ratio. The

red empty squares represent the sp orbitals and the empty blue triangles show the d orbitals.
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Firstly one notices, that the sp part shows variations, from 6% up to 29%. In contrast to the

d part where the contribution fluctuates from 30% to 40%. At the lowest energy Ep = 30 eV

both share around the same amount of 29% (30%) for sp (d). The general trend for d is linear

increasement of the contribution up to 40% at67 eV. The only irregularity is a small intensity

drop at57 eV down to 32%.

The development of the sp can be described as follows: From 30 to42 eV the contribution has a

constant value of about 29%. Then a rapid decrease begins and endsat 8% for52 eV. Aferwards

a kink appears at57 eV and theRSC raises to 22%. At62 eV the contribution is decreased to

6% and stays around this value at67 eV.

0.4

0.3

0.2

0.1

0.0

re
la

ti
v

e 
sp

ec
tr

a
l 

co
n

tr
ib

u
ti

o
n

10080604020

primary Energy (eV)

2.5

2.0

1.5

1.0

0.5

0.0

L
E

E
D

 in
ten

sity

sp/total

d/total

I00/I00(max)

LEED

pairs

Figure 4.10 The relative spectral contribution as function of the primary energy for sp
(�) and d (∆) contribution. This is compared with the LEED-IV curve of the (0,0) beam
from a Ag(100) surface [101]. The dashed lines indicate the Bragg peaks of the kinematic
model for pairs (red) and single electrons (black), respectively.

The recent (e,2e) theory describes the incoming primary electrons by LEED states and the out-

going pair by a time reversed LEED state [29, 81]. This formalism emphasizesthe diffraction in

the (e,2e) process. The diffraction takes place in-plane to the surface.

Before handling the pair, we remind the single diffraction of energetic low electrons, which

impinge normal on the surface. The simplest case is that the incoming electronsare just once

weakly scattered by the ion core potential and reflected back out of the surface. This approach

is called the kinematic model. If the wavelengthλ of the electron is equal to twice the lattice

plane distance,d, constructive interference appears.

This is known as the Bragg conditions for normal incidence

nλ = 2d sin θ, n = 1, 2, 3 . . . . (4.2)

Destructive interference appears whenn = 1/2, 3/2, . . . .
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4.1 (e,2e) on Ag(100)

The primary energyE00
p for which the electrons interfere are then the following

E00
p =

n2h2

8md2
− V0, n = 1, 2, 3 . . . . (4.3)

The electron gains energy from the inner potentialV0 when entering the surface. In this equation

the absolute value ofV0 is considered. The inner potential of Ag is around10 eV. The electron

mass and Planck’s constant are given bym andh, respectively. The lattice plane distance isd

(dAg = 2.02 Å).

The kinematic model can be also applied for pairs, whereby the pair is threated as one par-

ticle with defined sum energy and sum momentum. The maximum available energy ofthe

pair is reduced by the amount of the work functionΦ. Compared to the single case, we get

Emax
sum = Ep−Φ. (The equation is valid, when the electrons come from valence states nearEF.)

The Bragg condition for the pair needs to be found. In other words, at which wavelength inter-

ference will occur for the pair. The changeable parameters of Eq. (4.3) are the inner potentialV0
and the massm. We assume the double values ofV0 andm as in the single case.

This leads to the following available energy for the pair

(Ep − Φ) + 2V0 =
~2

2(2m)
k2
sum . (4.4)

Theksum term consists of the parallel partk||p and the normal partk⊥. Just the last one has to be

taken into account, becausek||p ≈ 0. For thek⊥ direction the inference conditions (see Eq. 4.2)

has to be applied. Consequently, we getnλ⊥ = n 2π
k⊥

= 2d and the primary energy is

Ep =
n2h2

16md2
− 2V0 +Φ, n = 1, 2, 3 . . . . (4.5)

This equation can be rearranged by using Eq. (4.3) and expressed more generally for electrons

from other valence band positions, which have the additional energyEvb,

Ep =
1

2
E00

p − 3

2
V0 + φ+ Evb . (4.6)

The primary energy values for the singleE00
p and pairEp case are calculated and summarized

in Tab. 4.1. (The first order give negative energy values, which means that the diffraction oc-

curs inside the solid and cannot be observed outside.) In Fig. 4.10 the Bragg peaks are inserted

for single electron diffraction (black lines) and pair diffraction (red lines) for Evb = 0 eV.

The single kinematic model was introduced to explain the LEED-IV intensity variations. The

LEED-IV curve of the (0,0) beam (taken from [101]) is included in Fig. 4.10. The (0,0) beam is

the one most likely comparable with the pair diffraction, because th momentum of the electrons

of the pair is in opposite direction with equal amount and they add up to 0. The kinematic scat-

tering (single Bragg) could explain the enhancement at 26 and76 eV. The peak at42 eV seems

to be due to multiple scattering, described in a more elaborated dynamical theory, which will

not be considered here. Nevertheless, it is interesting to mention, that the absolute sum energy
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Table 4.1 Calculated Bragg peaks for the (0,0) beam from the Ag(100) surface inkine-
matic approximation (Evb=0). Pair electron diffraction peaks areEp and single diffraction
peaks areE00

p .

order Ep(eV) E00
p (eV)

1 -10.9 -1.0
2 2.6 26.0
3 25.1 70.9
4 56.5 133.0

spectrum (Fig. 4.7) is enhanced at this energy. This means the incoming beam is reflected with

a high probability and ejects another electron.

The Ag(100) LEED-IV curve does not resemble theRSC(sp) curve as it is observed for

Cu(100) [31]. In the present scenario for example the LEED-IV curve shows a minimum at

59 eV, while theRSC(sp) curve shows a peak. This is easily understandable in the sense that

a low LEED intensity means high absorption and high probability to transfer energy to valence

electrons, consequently higher pair emission is expected.

One pair electron Bragg peak is calculated forEvb = 0 for sp orbitals at an energy of56.5 eV.

At Ep = 57 eV a peak appears in theRSCsp plot. Experiment and model match at this point.

However, we have to take into account, that the peak consists of just one data point.

Another peak is expected at25 eV. Indeed, higher intensity is observed atEp = 30 eV. Un-

fortunately, data at lower primary energies is missing. Actually, the data situation is not strong

enough to prove the validity of the diffraction model.

TheRSCd curve is almost constant, compared to theRSCsp orbital. Theoretically for d the

diffraction peaks would be shifted aroundEvb ≈ 4 eV to higher values. Accordingly a peak

would be expected at 29 and60 eV. At Ep = 30 eV the intensity is lowest, in contrary to

the expectation. The same behaviour happens atEp = 59 eV, where a small intensity drop

is observed. Concluding, the d-band does not follow the prediction of themodel. Obviously,

the orbital character plays a role. This would support also the variations of the sp-band. The

sp-band scatters isotropically and the kinematic model is constructed within the effective plane

wave model.

To understand the experimental results better, support from the (e,2e) theory is needed. Calcu-

lations are very time and resource consuming. Hence no theoretical resultsare available. When

the primary electron is diffracted before interaction, one would expect that the relative intensity

variations for s and d orbital are the same. When the outgoing pair is diffracted itself different

behavior of each orbital character seems reasonable to observe.

The question, which possibility is more probable was discussed in the past. The first time diffrac-

tion of the scattered “two-electron quasi particle” was observed by Berakdar et al. [102] on

Cu(100) with a time-of-flight experiment. They fixed the incident energyEp and analyzed the

energy sharing. They observed, that the major contribution originates from the pair back re-

flected from the crystal potential. Samarinet al. [103] also study the Bragg diffraction of the

electron pair. They demonstrate that it is appropriate to consider the electron as a pair rather than
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as individual electrons. When the interaction of the electrons is neglected,then the diffraction

is reduced to diffraction of individual electrons. In both experiments theyanalyzed the cross

section in dependence of the the parallel momentumkx||. In our experiment we observe that the

sum pairk||p = 0. Also in their experiment they observe atk||p = 0 a finite intensity.

To conclude, strong dependence of the primary electron energy on the partial distribution of

the spectra are found. Connection to diffraction effects seems to be reasonable, but is not be

confirmed because of lack of experimental data and theoretical calculations.
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4.2 (e,2e) on NiO/Ag(100)

A key motivation of this work is to explore the coincidence intensity as function of the model

parameterU , which is a parameter for strength of the electron correlation. For this purpose we

choose materials with obviously different correlation strength. In the previous chapter we stud-

ied in detail a Ag(100) crystal,U is close to 0. Hence the electronic structure can be explained

within the effective potential picture. In contrast to transition metal oxides (TMO) as NiO, which

need a more elaborated model to describe the electronic structure. In the model a U of 8 eV is

incorporated for a proper characterization.

We compare the coincidence intensity of both materials. We can measure both materials in the

same experimental run, because NiO film grow well on Ag(100). NiO and Aghave only a

lattice mismatch of 2% and the growth of NiO on Ag(100) is well established (see Sec. 3.3).

The acceleration voltage of the primary electron was fixed at32V, as was the primary flux.

The primary energy changes according to the surface under study toEp(Ag) = 30 eV and

Ep(NiO) = 31.6 eV. The analyzers and lens settings were set to probe the same energy win-

dow. The integral spectrum for both materials have been obtained under essentially the same

conditions for the data acquisition time of19 h (see Fig. 4.11).
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Figure 4.11 Arrival time difference spectrum obtained from a Ag(100) surface (•) and a
15ML NiO/Ag(100) film (N). The acceleration voltage of the primary beam was kept con-
stant at32V. Due to variations of the work function and positions of the chemical potential
the primary energy isEp = 30 eV for Ag(100) andEp = 31.6 eV for NiO/Ag(100). The
data acquisition for both experiments was19 h and the primary flux was constant. The peak
in the spectrum is the signature oftruecoincidences. The width of the peak reflects the time
resolution of the instrument. Taken from Ref. [68].
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The graph shows the counts in dependence of the arrival time difference. Both distributions

display a peak centered atdt ≈ 0 ns. The width of the peaks is in both instances approximately

10 ns which reflects the time resolution of the experiment. The emergence of a peak isa clear

proof of true coincidences. These events stem from the impact of one primary electron.Within

the time resolution of the experiment these correlated electrons leave the sampleat the same

time and hence are detected at the same time. The intensity outside the peak regionis due to

randomcoincidences. These events are caused by the impact of two primary electrons within

the time window of the coincidence circuit (100 ns in our case). Therefore thedt-spectrum gives

us immediately the ratio oftrue to randomcoincidences. The key observation is a significantly

higher intensity peak for NiO (N) compared to Ag (•). For NiO the peak reach its maximum at

80×103counts and for Ag the maximum is at10×103counts. NiO peak height is a factor of 8

higher compared to Ag in this example. The ratio oftrue to randomcoincidences is 8.5 for NiO

compared to 4.7 for Ag.

We conclude that the pair emission from a material described with aU = 8 eV is significantly

increased compared to a material withU ≈ 0. This supports the view that the statements made

about the DPE-intensity versusU can be at least qualitatively extended to an (e,2e) process.

An important question is whether the enhanced coincidence intensity from NiOis a genuine

effect and not a consequence of the finite angular acceptance of the instrument. It is conceivable

that the integrated coincidence intensity from Ag(100) and NiO(100) shows no significant varia-

tion, but that the angular distributions are different such that most of the pairs from the Ag(100)

surface are not within the field of view of the apparatus, as illustrated in Fig.4.12a. The fig-

ure shows schematically the possible emission of Ag and NiO and the angular acceptance of

the Scienta set-up. NiO electrons are colored in grey and show the most probable emission in

direction of the Scienta detectors. For Ag (blue) the emission angle between the pair could be

smaller, consequently not all electrons would be caught by the detector, resulting in a wrong

interpretation of the data. In order to rule out this aspect, a system with higher acceptance angle

was employed, namely a TOF spectrometer [104, 105, 106]. The acceptance angle is indicated

in Fig 4.12a by a dotted circle. Additionally, this instrument is equipped with a channel plate

detector to measure the low primary flux (of the order 10−15 A) in absolute units. In addition

to NiO, other oxides containing Fe, Cr and V were studied and compared to thepure metals.

The structural order and exact chemical state requires further studies, but there is already a clear

picture emerging, see Fig. 4.12b. Making use of the possibility to measure the primary flux we

quote the coincidence intensity as electron pair per incoming primary electron.We consider

all pairs within the angular acceptance and integrate over all energies andplot the pairs in de-

pendence of the primary energy from 18 to28 eV for pure Ni (filled square) and NiO (filled

circle). The other metals (open square) and corresponding oxides (open circle) are measured at

Ep = 22 eV and summarized to two data points. The fluctuations are symbolized by an error

bar.

The NiO pair intensity is one order of magnitude higher compared to Ni. The coincidence inten-

sity of the other oxides is enhanced about a factor of 5 compared to the pure metals. Reasoning

the increased intensity of the oxides to the metals is an intrinsic effect and not the result of ex-
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Figure 4.12 (a) Possible exaggerated emission angles of Ag (blue) and NiO (grey) elec-
trons and experimental angle resolution of the TOF instrument (dashed line)and HDA set-
up (continuous line). (b) Coincidence intensity measured as electron pair per incoming
primary electron. Full circles and squares are the result for NiO and Ni, respectively. The
result for Fe, Cr and V oxides and metal phase have been grouped together and are labeled
with the open circles and squares. They indicate the average value while theerror bars refer
to the variance. The data is taken from Ref. [68].

perimental artifact.

The high count rate of NiO allows us to study the system in more detail in an appropriate time.

First, we analyze the distribution of the pair in dependence of the primary energy and connected

to the theoretical DOS. Furthermore the coincidence intensity of different film thicknesses and

as function of the temperature is shown.

4.2.1 Energy Dependence

To study the energy dependence, a15ML thick NiO was grown on Ag(100). Therefore, pairs

emerging from Ag can be excluded. The energy was varied fromEp = 22.6 to 68.6 eV.

The primary energy values are calculated as follows. In principle, it is similarto Ag. The

difference is, that NiO is an insulator - the Fermi level lies in between the valence band and

the conduction band. For convenience we calculate all energies with respect to the Fermi level,

we set the Fermi level to0 eV. The energy gap isEgap = 4 eV and the work function is

φsample = 5 eV. Whereby the work function can be written asφsample = a + Egap/2 (see

Fig. 4.13).

69



4 Experimental Results

The primary energyEp and the maximum sum energyEmax
sum are therefore calculated as follows

Ep = φfila + eVext − a (4.7)

Emax
sum = Ep − φsample

Emax
sum = φfila + eVext − a− φsample .

For exampleVext = 32 eV results inEp = 31.6 eV. Emax
sum is 26.6 eV, accordingly.

Figure 4.13 Energy levels of the
electron gun and NiO.

In Fig. 4.14a a 2D energy spectrum from a15ML NiO/Ag(100) film forEp = 31.6 eV is shown.

As calculated a clear cut-off intensity is seen atEmax
sum = 26.6 eV and indicated with a black line.

Further on below this line we see a diagonal band which suggests the relevance of valence states

of particular binding energies. This band has an extension parallel to theEmax
sum line of 2.8 eV

and perpendicular to it of1.4 eV (labeled as A).

However, most of the intensity is centered at around the position (Eright = 12 eV, Eleft =

12 eV) and no prominent diagonal lines like in the the case of Ag(100) (see Fig. 4.1a) are visi-

ble. The width of the blob parallel toEmax
sum is around8.4 eV and perpendicular to it about2.8 eV

wide (labeled as B).

To evaluate the extension of the intensity of equal energy sharing the sum energy plot is obtained

for |Eright − Eleft| ≤ 2 eV as indicated by the dashed diagonal lines, Fig. 4.14b. As expected

no clear peak is visible, instead two shoulder like features appear at1 eV belowEF and around

4 eV. At lower energies a constant background tail follows with the same intensityas the peak A.

We use the band structure calculation (see Fig. 2.16b) and compute the DOS as a function of the

binding energy and compare this with theEsum spectrum. The geometry of the experiment and

the almost equal energy of the emitted electrons set the kinematic accessible part of a region in

the Brillouin zone around theΓ-point within ±0.4 Å−1. Furthermore, we employ a Gaussian

broadening of0.5 eV to account for the energy resolution. The DOS is presented in Fig. 4.14c.

Note, however, because of the weak dispersion, the influence of the kinematic restricted region

for thek−point sampling in the BZ is not very strong. Upon the sampling we observe thatthe
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Figure 4.14 Energy spectra from
a 15ML NiO/Ag(100) film excited
with Ep = 31.6 eV. (a) 2D-energy
spectrum, where the solid diagonal
line marks the position ofEmax

sum .
The two dashed diagonal lines indi-
cate the constraint|Eleft−Eright| ≤
2 eV which has been used to com-
pute theEsum spectrum in panel (b).
The energyEmax

sum is indicated by a
vertical dashed line. (c) For com-
parison we have included the cal-
culated DOS spectrum (Fig. 2.16b)
obtained after integration over the
kinematical accessible part of the
Brillouin zone. Further, we convo-
luted this with a Gaussian of0.5 eV
width to take into account the ex-
perimental energy resolution. Taken
from Ref. [68].

binding energy spectrum still displays well separated peaks despite the broadening.

This is in contrast to theEsum spectrum plotted in Fig. 4.14b where only two broad features

(labeled A and B) are visible. The sum energy spectrum is significantly wider. The background

pair emission intensity at lower energies originates from inelastic multiple scattering processes.

These events are not described by band structure calculations and require separate analysis.
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For different primary energies the 2D energy sharing distribution is measured and shown in

Fig. 4.15. The black line indicates the maximum sum energy of the electron pair.For all en-

ergies we see elliptical intensity distribution, the long side is parallel toEmax
sum . In the majority

cases intensities4 eV belowEmax
sum dominate the spectrum. As discussed before this intensity

is associated with d band electrons. However, for the lowest measured energyEp = 22.6 eV

(Fig. 4.15a) intensity1 eV belowEmax
sum belonging to sp electrons are more prominent than the

d blob. The s band has an extension of5.6 eV parallel toEmax
sum , which is the double size as for

Ep = 31.6 eV (presented here again in Fig. 4.15c). The dimension normal toEmax
sum is 1.4 eV

for both primary energies. Furthermore, the d blob forEp = 22.6 eV has a smaller extension of

3.5 eV parallel toEmax
sum compared with the8.4 eV blob forEp = 31.6 eV. Normal toEmax

sum the

dimension is 2.1 to2.8 eV.

The spectrum obtained withEp = 26.6 eV (Fig. 4.15b) shows a broadening of the s band paral-

lel toEmax
sum of 4.2 eV and perpendicular to it has also a value of1.4 eV. The width of the d band

is parallel4.6 eV and perpendicular2.1 eV.

Figure 4.15 2D energy spectra of a15ML NiO/Ag film for primary energies from 22.6
to 68.6 eV (panel (a)-(i)). The black line indicates the maximum sum energyEmax

sum . The
color scale indicates the intensity in counts.

The extension parallel toEmax
sum gives information about the energy sharing of the electron pair.
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The sum energyEsum is constant. In the middle of the spectra both electrons carry the same

energy and the difference between them is 0. In the 2D energy spectra (Fig. 4.15) we see that

the highest intensity yields from this conditions. Coulomb interaction is the driving factor for

this result. If Coulomb interaction would be neglected, an intensity minimum would appear.

ForEp = 31.6 eV the difference between both d electrons are8 eV and forEp = 22.6 eV the

energy difference is only2 eV.

The 2D energy distributions aboveEp = 31.6 eV vary just slightly with changing primary

energy. Looking at the sum energy spectra for selected energies, obtained in the same fashion

as in Fig. 4.14, the observation is confirmed. The spectra forEp = 22.6, 26.6, 31.6, 48.6 and

68.6 eV are presented in Fig. 4.16. The spectra of 22.6 and26.6 eV are colored in grey, because

the “A peak” is more prominent compared to the “B peak”. The spectra aboveEp = 31.6 eV

are colored in black and show among each other no difference. This indicates, that we study the

initial state of the system. Different exciting conditions give the same result.
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Figure 4.16 Sum energy
spectra (|Eleft − Eright| ≤
2 eV) of a 15ML NiO/Ag
film are shown for pri-
mary energies from 22.6
to 68.6 eV.
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4.2.2 Thickness Dependence

In the beginning of the chapter we compared the integral coincidence intensity of NiO to Ag

and we found out, that for NiO the intensity is almost one order of magnitude higher. In other

words, ten times more electrons are emitted from the surface in the detection range. Different

explanation are imaginable. As pointed out earlier, the effectiveU for NiO is higher than for

Ag and theoretically a higher count rate would be expected. An other explanation could be

the higher mean free path of insulators compared to metals at energies due to the energy gap

(Egap(NiO) = 4.3 eV). The mean free path is the average traveling length of an electron in the

solid before collision. A well established method to determine the mean free path isthe over

layer method.

We deposited NiO on Ag(100) and follow the (e,2e) intensity of NiO. All existingdata points

for the mean free path are summarized in an “universal curve”, where the electron energy versus

escape depth is plotted [49]. The mean free path of Ag for single electronsin the energy range

from 30 and60 eV is around5−6 Å, the primary electrons travel in this depth inside the surface.

The “universal curve” is only an approximation of the escape depth andnot a general function

of all materials. It is very difficult to obtain reliable data, especially from older literature. One

difficulty is to determine the exact film thickness by applying the overlayer method. In our ex-

periment, we are sure about this aspect, because of the observed MEEDoscillation (Fig. 3.10)

and reported STM data [94, 107]. In particular, values for compounds are rarely to be found

in the literature. Recently the inelastic mean free path of CoO was published Offiet al. [108].

At an energy value of9 eV the IMFP is stated with8 Å, which corresponds to approx.3.8ML

(1ML=̂2.1 Å [90]). This value is in the same range as the experimental values for Au, Ag[109]

and Cu [110]. To our knowledge, for electron pairs exists no data on themean free path available.

After having demonstrated our ability to control the film thickness we prepared different sam-

ples and performed coincidence experiments. From the arrival time histograms (like Fig. 3.1)

we can determine the number oftruecounts. With the known acquisition time we quote thetrue

coincidence rate. Since the primary flux is known we finally obtain the coincidence intensity per

incoming primary electron. In Fig. 4.17 we present the thickness dependence of this quantity at

room temperature. The lowest measured film thickness is2.5ML, because from2ML on the

growth take place in a layer-by-layer fashion. The highest film thicknessis 14.8ML. At this

thickness the coincidence rate is saturated. The intensity of the2.5ML film is more than 60%

of of the thickest film.

The overall thickness dependence of the coincidence intensity can be described by an exponen-

tial behavior

In = ISubstrate + I∞(1− exp(−n/λn cos θ)) . (4.8)

ISubstrate indicates the intensity from the substrate, in our experiment Ag. The coincidence rate

is 0.5×10−7coin/e− and it is included in Fig. 4.17 asN. I∞ represents the thick saturated

overlayer.n defines the numbers of overlayers.In is the intensity of the particular overlayer

andλn is the inelastic mean free path (IMFP) which is defined as the distance over which the
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Figure 4.17 Summary of the coincidence intensity for NiO/Ag(100) (◦) films as a func-
tion of the film thickness. At0ML the coincidence intensity of Ag (N) is used as off-set to
evaluate the mean free pathλ of NiO electron pair. The black line indicates the fit function
according to Eq. (4.8). Coincidence intensity of CoO (�), Ni (◦) and Co (•) are shown, but
not considered in the fit. Primary electrons were accelerated to32V.

probability of an electron escaping without significant energy loss due to inelastic process drops

to e−1 of its original value.θ is the detection angle (in this experimentθ = 45◦).

Applying Eq. (4.8) to the Ag and NiO data of Fig. 4.17 results inλn = 2.6± 0.9ML.

In our experiment an electron pair is emitted, meaning two electrons need to travel outside the

surface and overcome the surface barrier. The measuredλn is therefore the half of the value ob-

tained in a single electron experiment. One can corroborate this, if we consider the attenuation

of the primary beam and the attenuation of the two outgoing electrons and the emission geom-

etry. Using recently obtained values for the similar system CoO/Ag(100) in theenergy regime

of our studies explains our effective attenuation length [108]. Although the mean free path in

metals is significantly shorter than those in CoO [42, 111, 112, 113] in the kinetic energy range

of this study, this fact is not responsible for the high coincidence intensity for NiO. This can be

immediately read from Fig. 4.17 where also data points for Ni and Co polycrystalline films are

shown. Even the2.5ML NiO film has a larger intensity than the metallic films. In Fig. 4.17

we also included intensity value for a13ML CoO/Ag(100) films. The coincidence intensity is

essentially identical to those of the NiO films.

We can clearly see that the intensity levels for NiO and CoO are significantly higher compared to

the metallic samples. As discussed before NiO and CoO can be regarded as “highly correlated”

materials due to the need of including an additional parameterU describing the electron correla-

tion. As our experimental technique is in particular sensitive to the electron-electron interaction
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we observe a strong coincidence intensity.

4.2.3 Temperature Dependence

NiO is an insulator and also an antiferromagnet. Below the Néel temperatureTN the spins are

ordered. Above the Néel temperature the long range order vanishes. The film thickness changes

the Néel temperature.

Via magnetic linear dichroism experiments the magnetic properties of NiO films werestudied

[114, 115, 116]. These measurements provided the thickness dependence ofTN , see Tab. 4.2.

Interestingly, a coverage of3ML NiO/Ag(100) revealed aTN = 390K [116], but for NiO on

a MgO(100) surface an ordering temperature below40K was measured. According to [4] for

5ML is TN = 295K and it increases for20ML to TN = 470K.

Table 4.2 Thickness dependence of NiO films on a Ag(100) and MgO(100) surface [114,
115, 116].

NiO/Ag NiO/MgO

TN(3ML) = 390K TN(3ML) < 40K
TN(5ML) = 295K
TN(10ML) = 430K
TN(20ML) = 470K

TN(30ML) = 535K

We cooled down three samples with film thicknesses of 2.5, 6 and14.8ML to 110K to be

under the Néel temperature. At room temperature the2.5ML film is most likely aboveTN. The

6.4ML film is within the critical point and the14.8ML is underTN. First of all, we observed

no difference in the single count rate for both temperatures.
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Figure 4.18 Arrival time histogram for (a)2.4ML and (b)6ML thick NiO/Ag(100) film.
The measurements were performed at either300K (◦) or 110K (•). The data acquisition
time for each spectrum was1 h.
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4.2 (e,2e) on NiO/Ag(100)

Furthermore, we obtained the integral coincidence spectra for all conditions. The belonging

spectra are identical, as can be seen in Fig. 4.18 for2.4ML (a) and6ML (b).

In Fig. 4.19 the coincidence signal as function of the film thickness is summarized, including

data at RT (red) and100K (blue). We observe no difference between the data points at RT and

100K.

An explanation of this result is that local interaction are probed in the coincidence experiment.

Local interaction means electron-electron interaction between nearest neighbours. This interac-

tion energy is for NiO in the range of4 − 8 eV NiO (see Sec. 2.4.2). Whereas the temperature

change from 300 to110K is associated with the mean thermal energy of25meV.

Besides cooling down, we increased the temperature up to500K, and observed no change in the

count rate.

The current theoretical description of the (e,2e) and DPE process states that the observed inten-

sity arises from the local correlation. This can be understood within on the basis of the exchange-

correlation hole [55, 56]. This important concept of solid state theory states that each electron is

surrounded by a reduced electronic charge density. Furthermore, theintegration yields a charge

deficit of exactly one elementary charge. This means that the interaction of this electron with

other electrons is efficiently screened over distances which are larger than the extension of the

exchange-correlation hole. It is commonly assumed that the spatial extension of it is a few Å.
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Figure 4.19 Summary of the coincidence intensity for NiO/Ag(100) films as a function
of the thickness. We show the data measured at300K (◦) and110K (•). The dashed line
is a guide for the eye.

In order to have a finite electron pair emission intensity it is required that the electrons interact

which occurs only within close proximity of each other. This fact is implemented by the theo-

retical description of pair emission via a screened Coulomb interaction with a screening length
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of a few Å [81, 117]. This quantity does not depend on the temperature which extends to the

coincidence intensity, too. In particular, no changes are expected if the Néel temperatureTN is

exceeded where the long range magnetic order disappears.

On the other hand, there is clear experimental evidence that the intensity in Auger and photo

electron coincidence studies changes at the Néel temperature for CoO [26, 118]. They studied

Co Auger transition, which involves two valence electrons, in coincidence with the Co 3p pho-

toelectron. The coincidence Auger spectra obtained for two geometries revealed a difference

which vanished once the Néel temperature was crossed. This observation was ascribed to a col-

lapse of the short range order atTN.

From this point of view, it is important to determine whether the (e,2e) processdisplays a de-

pendence on the order parameter to confirm current (e,2e) theory.
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4.3 (e,2e) on Transition Metals

4.3 (e,2e) on Transition Metals

This section will concentrate on the coincidence intensity of transition metals. These metals

are in particular interesting for coincidence experiments, because of the partial or fully filled

d-valence band. The d-shell contains up to 10 electrons, the d-bands are flat, so the electrons are

localized. Hence the electrons tend to interact stronger with each other thanwith sp electrons,

which should be visible in the pair emission signal. In this work we investigated in addition to a

Ag(100) crystal films of Fe, Co, Ni, Cu and Pd. The metals were evaporated onto the Ag crystal

via MBE.

The film composition was measured by Auger spectroscopy to assure that no signal from the

substrate influences the result. The coincidence experiment is even more surface sensitive than

the Auger measurement. The films are polycrystalline, but the morphology hasno effect on the

signal, because we probe the local electron-electron interaction.

The conditions for the (e,2e) experiments were the same for all metals. That means equal pri-

mary energy ofEp = 30 eV. The ratio between the true and the accidental eventsT/A was kept

around 3.8.

A typical (e,2e) spectrum of a polycrystalline Ni film is presented in Fig. 4.20. In Fig. 4.20a

we see the 2D energy distribution of the emitted pair. The maximum sum energy edge is seen

clearly. In Fig. 4.20b the sum energy of the pair is plotted (Emax
sum is subtracted). At the Fermi

edge we can observe enhanced intensity, also at an energy of4.5 eV.

Although, analyzing the structure of the spectrum is out of the scope of thiswork, we would like

to make several notes. It is reasonable, to have an enhanced intensity atthe Fermi edge, because

the DOS atEF is very high. Furthermore, we can identify structure in the sum energy spec-

trum. The blurred structures cannot be attributed to the experimental resolution, because when

we measure the Ag(100) crystal under the same conditions, we are able to see sharp features.
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Figure 4.20 Polycrystalline Ni film (Ep = 30 eV) (a) 2D energy distribution, (b) sum
energy spectrum (|Eright − Eleft| ≤ 4 eV).

The integral coincidence counts were measured for the mentioned materials and summarized in

Fig. 4.21a. The coincidence pairs per primary electron vary from 3 to6 × 10−7 counts. The
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Figure 4.21 (a) Coincidence pairs per primary energy for Fe, Co, Ni, Cu, Pd and Ag. (b)
Theoretical coincidence intensities. Values taken from Tab. 4.3 (�) and Tab. 4.4 (�).

highest count rate shows Pd. It is followed by Fe. Co and Ag are the next ones with almost the

same value. Then Ni appears. The lowest emission is observed for Cu.

Table 4.3 Thomas-Fermi screening lengthλTF and strengthqTF and the theoretical coin-
cidence intensityIcoin for the investigated metals (ki−kj is set to0). The Fermi energyEF

is taken from Ref. [63].

EF(eV) kF(108/cm) λTF(Å) qTF(1/Å) Icoin(1/Å
4)

Fe 11.33 1.73 0.49 2.04 0.058
Co 10.5 1.67 0.50 2.00 0.062
Ni 9.21 1.56 0.52 1.92 0.071
Cu 8.5 1.50 0.53 1.89 0.077
Pd 6.82 1.34 0.57 1.75 0.096
Ag 6.54 1.32 0.56 1.79 0.100

One could explain the count rate differences with the different screening lengthλTF. The values

are calculated for the investigated metals using the Fermi energyEF calculated by Moruzziet al.

[63]. EF is converted in the wave vectorkF, assuming that the Fermi surface is a sphere. The

results are used as the input of Eq. 2.39 to calculateλTF. The results are summarized in Tab. 4.3.

The screening length and the electron-electron interaction are strongly related. Furthermore, we

assume that the coincidence signal is strongly depended on the electron-electron interaction.

80



4.3 (e,2e) on Transition Metals

Combining this two statements results in

Icoincidence ∝
∣∣∣∣

1

(ki − kj)2 + q2TF

∣∣∣∣
2

, (4.9)

ki − kj refers to the momentum transfer from the initial to the final state. Equation 4.9 is the

Fourier transform from the so-called Yukawa potential,V (r12) = −k exp(qTF r12)/r12. The

Fourier transform provides the amplitude of the scattering event. Assuming,that the momentum

transfer is equal for all metals, because the experimental conditions are the same, the coinci-

dence intensityIcoincidence is higher when the screening strengthqTF is smaller or rather the

screening lengthλTF is larger.

The increasing of the coincidence intensity with smaller screening parameter isillustrated in

Fig. 4.22 as an example for a C-60 cluster. The cross-section is plotted as function of the impact

energy. For impact energies below100 eV, the cross section increases with smaller screening

strength, which results in a higher coincidence intensity.

Figure 4.22 The total ionization cross-
section for the electron scattering from
C60 as function of the impact energy. The
cross section is calculated for various val-
ues ofqTF [61].

The comparison between experimental results and theoretical calculations (Fig. 4.21b�) shows

no agreement. For example, the calculated value ofIcoin is the lowest of all elements. But in the

experiment, the value is the second highest.

Therefore, the assumption of isotropic electron distribution is too simple and cannot be used in

this case. The next step is, to calculate the screening length with more realistic model.

In the literature the screening length is calculated for Fe(100) [97], Cu(111) [59] and Cu (001)

[100], using a more sophisticated band structure model. The Cu values fordifferent directions

are almost the same. The screening lengthλTF for Fe is larger than of Cu. The coincidence

intensityIcoin is obtained with Eq. 4.9. The resulting intensityIcoin of Fe is higher compared to

Cu (Tab. 4.4).
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Table 4.4 Thomas-Fermi screening lengthλTF and strengthqTF and the theoretical coin-
cidence intensityIcoin for the investigated metals (ki − kj is set to0).

λTF(Å) qTF(1/Å) Icoin(1/Å
4)

Fe(100) [97] 0.59 1.70 0.12
Cu(111) [59] 0.46 2.20 0.04
Cu(001) [100] 0.47 2.12 0.05
Ag(100) 0.60 1.67 0.13

To complement the evaluation, the DOS for Ag(100) at the Fermi energy is calculated by Jürgen

Henk. The bulk value is0.259 states/(eV · primitive cell). The lattice constant is4.04 Å. The

screening length is thereforλTF = 0.60 Å and the coincidence intensityIcoin = 0.13.

The three elements are added in Fig. 4.21 labeled with�. The theoretical values of Fe and

Ag are almost the same. The theoretical value of Cu is less than the half of them.The same

behaviour for this elements is observed for the measured coincidence counts.
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4.4 Pair vs. Single Electron Emission

After studying the coincidence intensities for different materials and primaryenergies the ques-

tion is, how likely is the probability that two electrons are emitted by one incoming electron.

To give an answer the absolute pair emission per primary electron is plotted in dependence of

single counts per primary electron. All absolute data points discussed in the previous sections

are summarized in Fig. 4.23. The Ag data of different primary energies is coloured inN. The

NiO data of different film thicknesses is highlighted with a◦. The data point of the15ML CoO

film is �. The metal films (Fe, Co, Ni, Cu, Pd) are marked in◦.
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Figure 4.23 Summarized pair intensity in dependence of the single count rate for NiO in
different film thicknesses (◦), 15ML CoO film (�), Ag for different primary energies (N)
and metal films of Fe, Co, Ni, Cu, Pd (◦).

Single and coincidence counts are proportional to each other for all datapoints. For example,

when the single electron emission is high, the electron pair emission is high, too.

From this fact alone it is obvious that the pair emission process must be a rather efficient process.

This may not be at first glance obvious since of the order 106 primary electrons are required to

detect a coincidence pair. However, it has to be remembered that each spectrometer captures

only a fraction of the half space.

The solid angleΩ is calculated as follows

Ω = 2π
(
1− cos

(α
2

))
. (4.10)

In our experiment the acceptance angle is±15◦ (α = 30◦). This results in a solid angle of

0.21 sr1. Hence we cover with one analyzer3.4% of the hemisphere. This percentage is labeled

with S. For the single electron emission the value is scaled directly to the intensity (Iπsingle =

Isingle/S). For the pair emission the intensity goes with the square of the solid angle (Iπpair =

1sr stands for steradian and is the SI unit of the solid angle.
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Ipair/S
2).

In the NiO experiment we measured around one electron pair while 1000 single counts were

detected. If we could cover the whole solid angle, we would detectIπpair = 865 andIπsingle =

29412.

The pair emission efficiencyηpair is the ratio of the emitted pairs over the whole hemisphere to

the single emission

ηpair =
Iπpair
Iπsingle

=
Ipair
Isingle

× 1

S
. (4.11)

When we assume isotropic emission in space, this efficiencyηpair is for NiO 3%. In other

words, three of 100 detected electrons belong to an electron pair. Actually, the solid angle is

even smaller, because when the electrons enter the hemisphere, they haveto pass through a slit

and some electrons are cut off. The3% is the lower boundary of the pair efficiency.

In Fig. 4.24 the pair emission efficiencyηpair is plotted as function of the acceptance angleα/2

for NiO. If α/2 is decreased about5 ◦, ηpair is increased to6%.
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Figure 4.24 Pair
emission efficiency
ηpair as function of
the acceptance angle
α/2 for NiO.
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5 Conclusions and Outlook

In this work the interaction between electrons was studied by (e,2e) coincidence measurements.

The surface was excited with an electron and an emitted electron pair was detected. The electron

correlation strength can be described byU . Experimentally, the value ofU can be changed by

using different materials.

In this thesis for the first time, the transition metal oxides NiO and CoO were investigated with

(e,2e) as so-called strongly correlated materials with a value ofU in the range of8 eV. Ag was

chosen as a weakly correlated material with a value ofU ≈ 0.

We observed that the pair emission signal of NiO compared to Ag was enhanced by a factor of

10. This shows the first evidence, that the pair emission probability is strongly dependent on the

correlation of the electrons. For the first time a connection between electroncorrelation and the

coincidence intensity was shown. Our result was supported by theoretical pair emission calcu-

lations [13]. In addition, we systematically investigated the coincidence intensityof transition

metals such as Fe, Co, Ni, Cu and Pd. We observed higher coincidence intensity for the TMOs

compared to these metals.

Due to the high coincidence count rate of NiO, for the first time the pair emissionintensity was

measured in dependence of the film thickness and temperature. We successfully grew NiO on

Ag(100) and monitored the film thickness with MEED.

It can be exclude, that the enhancement of the coincidence signal is dueto a larger mean free

path in the insulator NiO compared to Ag. The absolute coincidence pairs per primary electron

were studied for different NiO film thickness. The signal saturated exponentially with NiO film

thickness. With the so-called over-layer method, we obtained for the first time, the IMFP of an

electron pair withλ = 2.6± 0.9ML.

Furthermore, NiO is an antiferromagnet. The Néel temperature changes withfilm thickness. For

different film thicknesses we compared the coincidence signal below andabove the Néel tem-

perature. We observed, that the pair emission intensity was equal for bothtemperatures. This is

explained by the spatial range of the energy involved.

The antiferromagnetic coupling is in the long range order. Whereas, the correlation energyU is

the energy penalty two electrons have to pay to stay at one lattice site. This reveals that the local

electron correlation is probed, being a key aspect of the experimental set-up.

The sum energy signal of NiO and Ag pairs were compared with the DOS. Weobserved, that

pair emission just occurred, where electronic states were available. We were not expecting to

mimic the DOS, because we probed a many particle system and we measured all electron inter-

actions. We showed, that the DOS was not valid as interpretation of our data.
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In the case of NiO the DOS showed sharp peaks, but the features in the coincidence spectra were

broad. The broadening of the features reflects the strong interaction ofthe electrons.

The Ag spectrum has low DOS in the region nearEf . However, in the experiment high intensi-

ties were measured.

An improvement to previous experiments was the ability to measure the primary electron flux.

This allowed the determination of the single/coincidence count rate per incomingelectron. The

spectra were divided into regions with different orbital characters with the help of a theoretical

band structure calculation. We systematically studied the electron pair emission as function of

the primary energy (Ep = 30 to 67 eV). The relative spectral contribution from the electrons

nearEf were strongly affected by the primary electron energy and displayed a non-monotonic

behavior.

This phenomena could be explained by pair diffraction on the Ag(100) surface, as stated for

Cu(100) in Ref. [31]. A kinematic pair diffraction model described the results reasonably well.

The approach is justified by current (e,2e) theory, which characterizes the in-coming and out-

going electrons by LEED and time reversed LEED-states, respectively.

The ability to measure the primary electron flux enabled us to study the relation between the

single and the coincidence counts for the first time. We noticed, that a high single count rate

resulted in high coincidence count rate. Furthermore, we found out thatthe pair emission is a

rather efficient process.

A natural extension of this work would be to investigate the electron pair emission of TMO

compared to metals by exciting the surface with other particles, as photons or positrons. In this

way, we would gain a deeper knowledge of the electron correlation.

In the future, it would be also highly interesting to study the pair emission process of other highly

correlated systems. Promising materials are superconductors, which can not be explained in an

independent particle picture. For example within the BCS theory electrons form a Cooper pair.
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Coincidence Logic
Technically the arrival time histogram can be obtained as follows: one electron serves as start

signal (“red”) and the other one as stop (“blue”). The signals are picked up from the MCP. The

time difference of the signals are converted in an amplitude via Time-To-Amplitude-Converter

(TAC). If the signals reach as the same time, the difference is0 ± 10 ns. To collect all data and

the peak is shifted in the middle of the time window by delaying the "blue" signal around100 ns.

A schematic circuit can be found in Fig. .1.

Figure .1 Schematic time to amplitude con-
verter circuit. The MCP signal from both
detectors, “red” and “blue”, is transfered to
the Time-to-Amplitude-Converter-Unit. The
“red” signal serves as start signal and the
“blue” as stop signal. The arrival time dif-
ference of these two signals within200 ns is
considered. If the signals reach as the same
time, the difference is0 ± 10 ns. To collect
all data and shift the peak in the middle of
the time window, the "blue" signal is delayed
around100 ns.

Electron Trajectories inside the Hemisphere
The trajectories equation of the electrons are derived shortly. The electric potentialφ(r) inside

the hemisphere can be described by

φ(r) = −k
r
+ C . (.1)

Whereby

k = e
(U1 − U2)R1R2

R2 −R1
. (.2)

In our set upR1 = 160mm andR2 = 240mm

C = −eU2R2 − U1R1

R2 −R1
. (.3)

The equation of motion the electron has to full fill (written in cylindrical coordinates) is

m

2
(ṙ2 + r2ϕ̇2)− k

r
= E . (.4)
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Figure .2 Schematic coincidence logic circuit is presented. The "red" and "blue" signals
from MCP define the time and the signals from the anode provide the energy information
of the electron pair. Via a logic unit both signals are trigged together.

The angular momentumL is

L = mϕ̇r2 . (.5)

The velocity of the electron on the trajectory isdr/dt = dr/dϕ · ϕ̇ = dr/dϕ · L/(mr2).
Including this equation in Eq. (.4) and some transformation results in the following differential

equation and substitutions

dr

dϕ
=
mr2

L︸︷︷︸
dr

du

√√√√√√
2E

m
+

(
k

L

)2

︸ ︷︷ ︸
β2

−
(
k

L

)2

− 2k

mr
+

(
L

mr

)2

︸ ︷︷ ︸
u2

. (.6)

The differential equation is reduced to and the solution is

dϕ =
du√
β2 − u2

→֒ u = β cos(ϕ− ϕ0) . (.7)

The trajectory is therefore

r(ϕ) =
L2/(mk)

1− βL/K · cos(ϕ− ϕ0)
=

p

1− ǫ · cos(ϕ− ϕ0)
. (.8)

The equation describes an elliptic conic section with the parametersp denoted as the semi-latus

rectum of the ellipse and the eccentricityǫ =
√
1 + 2EL2/(mk2). When the value0 < ǫ < 1
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the pathway describes an ellipse. Hence the energyE is negative, more precisely the energy

has to full fill E = Ekin − 2Epass. An important parameter that influence the trajectory, is the

entrance angleα.

The absolute value of the angular momentum

L(α)|ϕ=0 = mv0r0 = r0
√
2mEpass · cosα . (.9)

Primary Flux Meter Circuit
The filterbox circuit diagram of the flux meter is presented in Fig. .3. A high voltage of+1620V

was applied at HV in. The voltage is divided in110V for the MCP back,1505V for the MCP

front and4.2V to the Anode. Addionally a grid voltage of10 eV was applied to repel the

energetic low electrons. Furthermore it can be applied a voltage to the case tomanipulate the

ground potential. Pulse out is coneted to a rate meter. The pulse transformerinside the filterbox

add up signal from MCP and Anode.

Figure .3 Circuit diagram of the flux meter.

Extraction of True Events
How the true counts are extracted from the experimental data is explained in the following. The

histogram gives information about true and random events. To determine the random back-

ground level, the histogram is fitted with a Gaussian peak for convenience.It has to be em-

phasized that the count distribution is only approximatively Gaussian. For this analyze only the

offset of the Gaussian is considered, which is the average uniform backgroundb.

The total random countsAall in the dwell timet are

Aall = t · b . (.10)

The random countsA under the true peak are

A =
b · w · 2 · t
tmax − tmin

, (.11)
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Appendix

w is the width of the peak and estimated with FHWM of the Gaussian.

All true countsT in the experiment are defined as the difference between the average of all total

countsall and the average random countsb multiplied by the dwell timet

T = (all − b) · t . (.12)

In the experiment the total coincidence rate per secondCcps is monitored a rate meter, including

random and true events.

Tcps =
T · Ccps

t · all
. (.13)
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