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1. Introduction

1. Introduction

Many industrially important polymeric materials are semicrystalline. Their macro-
scopic chemical and mechanical properties are governed by the interplay between the
well-ordered crystalline domains and the mobile-amorphous regions, both possessing
individual microscopic features, such as domain geometry or size and chain mobility. A
multitude of experimental techniques is available for the investigation of such heteroge-
neous polymer structures, e. g., Small Angle X-Ray and Neutron Scattering (SAXS and
SANS), Electron and Atomic Force Microscopy (EM and AFM), Raman and fluorescence
spectroscopy or thermal analysis. As Nuclear Magnetic Resonance (NMR) spectroscopy
experiments detect spin interactions in and between molecules, they can provide very
local information on dynamics and structure and are therefore eminently suited for the
investigation of semicrystalline polymers.

The beginnings of NMR trace back to studies of Bloch and Purcell et al. who, indepen-
dently from each other, detected first NMR signals shortly after the end of the second
world war. This discovery was rewarded with the Nobel prize for physics for Bloch and
Purcell in 1952. At that time, all fundamental parameters influencing the NMR signal,
such as the chemical shift, the dipolar splitting, indirect spin-spin couplings, quadrupo-
lar couplings and molecular dynamics, have already been known and a general NMR
theory was on hand [1].

During this early years of NMR the measurements based upon the continuous-wave
sweep method yielding frequency spectra directly. Yet, the introduction of pulsed NMR
by R. Ernst in 1964 in combination with the Fourier transform to generate analyzable
spectra from the directly detected time-domain signals represented an important step
forward in the development of NMR spectroscopy, as it brought about a dramatic in-
crease in sensitivity of the method [2]. This progress opened up new fields of research
and is the state of the art until today. For his work and his services in two-dimensional
NMR Ernst received the Nobel prize for chemistry in 1991 [1,2].

The shift from high-performance electromagnets to superconducting magnets in the
1960s [3] enabled a significant increase in spectral resolution. Since then lots of ad-
vancements of NMR techniques have been made with regard to the diverse fields of
applications, e. g., the development of multiple-pulse sequences, Magnetic Resonance
Imaging (MRI) or Pulsed Field Gradient (PFG) NMR and the introduction of Magic-
Angle Spinning (MAS) or two-dimensional spectroscopy [1]. To achieve higher sen-
sitivity and spectral resolution, magnetic fields of increasing strength are required.
Currently, superconducting magnets with proton Larmor frequencies up to 1 GHz are
available [4]. Yet, such magnets are heavy, bulky, immobile and expensive in purchase
and maintenance. Moreover, the operation of high-field spectrometers is rather com-
plex. Another option for an enhancement of the resolution consists in fast Magic-Angle
Spinning of the sample in order to average out spin interactions which lead to broad
spectral lines [5]. The largest rotation frequencies attainable at present range at about
80 kHz [6]. Probe heads and rotors suited for this ultrafast rotation, however, are expen-
sive. Nevertheless current trends in solid-state NMR tend toward maximum magnetic
field strengths and rotation frequencies [7], leading to highly elaborate, cost-intensive
and interference-prone technology.

Yet, robust and cheap low-field proton NMR may provide valuable insights in structure
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1. Introduction

and dynamics of semicrystalline polymers. Low-field spectrometers are easy to handle
since they use permanent magnets and comparably simple technology. Admittedly, due
to the weak magnetic field and its rather strong inhomogeneity, chemical resolution can-
not be achieved here. Hence, low-field devices are mainly used for standard relaxometry
applications in industry. However, beyond that, they offer the opportunity to investigate
proton dipolar couplings, the strength of which does not depend on the magnetic field
strength. As the proton dipolar coupling strength is an indicator for segmental dynamics
in polymers, low-field NMR is a suitable method for the investigation of chain dynam-
ics, e. g., in crystallites and mobile-amorphous domains of semicrystalline polymers or
in polymer melts. Moreover, differences in chain mobility between the individual phases
of a semicrystalline polymer can be observed by low-field NMR, enabling the detection
of crystallinity and domain sizes [8]. Due to the exploitation of an internal mobility
contrast, a particular sample pretreatment, such as staining, is not required here as
opposed to other methods, e. g., EM.

Besides the demonstration of the versatile capabilities of low-field NMR spectroscopy
for the investigation of semicrystalline polymers, the objective of this thesis is the explo-
ration of the relation between polymer chain mobility and the semicrystalline structure.
For this purpose, two polymer systems, poly(ε-caprolactone) (PCL) and poly(ethylene)
(PE) have been investigated by low-field 1H NMR spectroscopy. Despite of their rather
similar chemical structure they seem to differ in crystallite chain mobility. While PE is
an αc-mobile polymer with chains performing helical jump motions within the crystal-
lites, PCL is said to be crystal-fixed. As a start, diverse low-field NMR methods had to
be adapted to the application to these polymers, such as

• FID and MSE measurements for the determination of the phase composition,

• spin-diffusion and Saturation-Recovery experiments for the exploration of domain
sizes and

• the MSE sequence to study the intermediate-regime chain mobility within the
polymer crystallites.

Hence, after a short introduction regarding semicrystalline polymers and the basics of
low-field NMR in general in Chapters 2 and 3, these NMR methods, which primarily
have been used for the investigations presented here, are explicated in Chapter 4. They
have furthermore been utilized to study diverse specific problems of polymer-physical or
methodological interest:

• The chain dynamics in PCL and PE crystallites has been investigated with regard
to the questions whether PCL in fact can be classified as a crystal-fixed polymer
and whether the jump rate of the local chain-flip process in PE crystallites depends
on the phase morphology (see Chapter 5).

• The crystallization of PCL has been studied in terms of reproducibility of the crys-
tallization isotherms measured by low-field NMR (see Chapter 6).

• The method of proton spin diffusion has been established for the determination of
PCL domain sizes by low-field NMR (see Chapter 7).

• The influence of chain topology on chain mobility and the semicrystalline structure
has been explored by comparing linear and macrocylic PCL with regard to melt
mobility, crystal growth, crystallinity and domain sizes (see Chapter 8).
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1. Introduction

The majority of the investigations have been performed by means of low-field Bruker
minispec spectrometers with a permanent magnet (field strength B0 ∼ 0.5 T) at a proton
Larmor frequency of about 20 MHz. Only for Section 5.1 two high-field NMR techniques
have been used exceptionally, in order to extend the time range of the dynamics inves-
tigations. Moreover, to corroborate the low-field NMR results, complementary methods
of the experimental polymer physics have been applied. Details concerning the experi-
mental techniques, settings and samples are given in Appendix A.
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2. Semicrystalline Polymers

2. Semicrystalline Polymers

Polymers are long chain molecules, mostly hydrocarbons, which consist of many cova-
lently-bonded molecular units, named monomers [9, 10]. They are of particular impor-
tance in industry and everyday life, e. g., in the form of molded materials, plastic films
and synthetic fibers. As their macroscopic properties, such as tensile strength, rigid-
ity, elasticity, temperature and fatigue resistance, depend on molecular structure and
dynamics as well as on the assembly of the chains, investigations of these features are
of much interest. Basically, depending on the assembly of the chains, a distinction is
made between purely amorphous and semicrystalline polymers. This work focuses on
investigations of the latter.

In a polymer melt the chains adopt entangled random-coil conformations with statisti-
cally determined backbone bond angles, lacking long-range chain order and thus form-
ing liquid-like amorphous material [9]. If the chains exhibit a sufficiently regular chem-
ical constitution and linear architecture, the material is able to crystallize at tempera-
tures below the melting point by partial disentanglement and stretching of chains. The
stretched chain parts take on helical conformations of minimal intramolecular confor-
mational energy and pack parallely into three-dimensional crystalline arrays so as to
minmize the packing energy [10]. Here, a crystalline unit cell can be defined similar to
those in anorganic crystals.

The thermodynamic equilibrium state is represented by the extended chain crystal com-
prising completely stretched chains. However, the stretching of entangled chains poses
an entropic barrier to crystallization. Hence, the evolving structure is not the one with
minimum free energy but the one, which forms most rapidly [10]. Entanglements and
other topological impurities, such as chemical defects, loops, chain ends, crosslinks or
short chain branches, which cannot be resolved and stretched during the available time,
are rejected from the crystallites and concentrated in amorphous regions between them.
Thus a semicrystalline structure is formed, usually consisting of lamellae of highly or-
dered crystalline material and disordered amorphous domains with almost isotropic
chain orientation and high chain mobility in between (see Fig. 2.1) [9, 10]. It is the
combination of characteristics of the crystalline and amorphous phase, which induces
the rigid but flexible consistency of semicrystalline polymers.

The deformed entanglements within the amorphous phase cause an increase in the free
energy as compared to the melt and impose a pressure upon the crystalline lamellae,
thus stabilizing them at a certain thickness [11]. This thickness in chain direction is
typically low, i. e. in the range of 10 nm, while the lateral lamellar extensions are in the
micrometer range [9, 10]. The crystalline lamellae arrange themselves in stacks which
form superstructures, such as spherulites [10].

The transition zone between crystalline and amorphous regions was and still is a matter
of debate [9, 12–15]. According to Flory the border between the two domains must be
less sharp than in monomeric systems, as a portion of the well-ordered chains, which
leave the crystallite, have to disperse into the disordered amorphous phase, where the
multitude of possible chain conformations results in a larger space requirement of the
single chains [13, 16]. Therefore, diffuse interphase regions are formed, with a thick-
ness of a few nanometers, which are characterized by partial order and restricted mo-
bility of the chain segments as compared to the mobile-amorphous phase [9, 17]. In-
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2. Semicrystalline Polymers

Figure 2.1.: Arrangement of polymer chains in
a lamellar semicrystalline struc-
ture with domain thicknesses dc,
da and di of the crystalline lamel-
lae, mobile-amorphous regions and
interphase regions, respectively.

Figure 2.2.: Chemical structure of poly(ε-capro-
lactone) (PCL, upper part) and
poly(ethylene) (PE, lower part).

vestigations of semicrystalline polymers using diverse experimental methods, such as
(Time-Modulated) Differential Scanning Calorimetry (TM DSC), dielectric and dynamic-
mechanical spectroscopy, in fact militate in favor of the existence of a rigid-amorphous
interphase [15, 18, 19]. The structure of the interphase is affected, e. g., by the free
energy of chain folds, the chain density at the crystallite surface and the space require-
ment of chain segments in the crystalline and amorphous phase and hence is polymer
specific [9,13].

For creating optimized polymer structures profound knowledge of polymer crystalliza-
tion is necessary. However, the crystallization process is not clarified completely on a
molecular level. It is known, that the crystal growth, proceeding at the lateral faces of
the lamellae, is a thermally activated process with a barrier in Gibbs free energy, which
has to be overcome in order to attach chain stems to the growth front. However, the
nature of the barrier and its reason remain indistinct [10, 20]. Both, enthalpic [21, 22]
and entropic [23,24] barriers are subject of crystallization theories [20]. While the clas-
sical model of crystallization kinetics by Hoffman and Lauritzen is based on the as-
sumption of a successive, thermally activated attachment of single chain stems to the
crystal growth front, more current multi-stage models presume a pre-arrangement of
chains within a mesomorphic phase, before the actual crystallization takes place [23,25].
Other models propose collective local ordering processes of several polymer chains at
once or spinodal-like processes during crystallization [26, 27]. Although certain effects
of molecular weight on domain thicknesses have been proven experimentally [9,28–30],
crystallization theories still do not address this topic. Moreover, the influence of chain
topology, the structure of the mobile-amorphous phase (and the interphase) as well as
the role of entanglements prior to and during crystallization is currently under discus-
sion [11,31–38].

Besides the phase structure of the polymers also chain dynamics influence the mechan-
ical properties. Molecular motions are typically characterized by a correlation time τc,
describing an average time required for an orientational change [39], or a motional
rate k ∝ 1/τc. Generally, there is a hierarchy of dynamical processes in polymers, in-
cluding very fast subsegmental motions, conformational changes of a few neighboring
monomers, slower cooperative motions of longer chain segments and even motions of
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the whole chain via reptation and free diffusion [10,40,41]. The different motional pro-
cesses are usually named α, β and γ according to the order of their emergence in an
experiment, commencing with the process at the highest temperature, i. e. the lowest
motional rate and largest correlation time, respectively. However, the denotation does
not contain information about the origin of a molecular motion [10,17,42].

Compared to a purely amorphous polymer, the dynamical processes in a semicrystalline
polymer are much more complex and less uniform as a result of the motional restrictions
arising when chains are partially fixed in the crystallites [10,42]. Local processes, such
as side chain motions, take place at high motional rates, i. e. small correlation times. As
in purely amorphous polymers, there is often a distribution of rates, e. g., due to the cou-
pling of motions of different side groups [10,17]. Cooperative segmental motions, which
form the basis of the viscoelasticity of polymer melts and lead to the glass transition
when freezing in at decreasing temperature, can be found in the amorphous regions of
semicrystalline polymers as well. They usually exhibit a distribution of motional rates,
too. However, in comparison to purely amorphous polymers, the trapping of entangle-
ments in the mobile-amorphous domains causes changes in the rate of the segmental
motions and the temperature dependence of this rate and results in a broadening of
the rate distribution [10,42]. The motional constraints may even induce new relaxation
modes [10]. Motions of whole chains at low rates, which require chain disentanglement
and are known to occur in polymer melts, are usually suppressed in semicrystalline
polymers due to the fixation of the chains in the crystallites [10].

Additional dynamical processes may occur in the polymer crystallites, e. g., microscopic
chain diffusion as a result of helical jumps of whole repeat units. Such a motion, a
so-called αc process [43, 44], is thermally activated with a polymer-specific activation
energy [42] depending, e. g., on the length of the monomeric unit [45].

The microscopic and macroscopic properties of a semicrystalline polymer depend on the
actual structure of and dynamics in the material. There are certain parameters to define
the polymer morphology, such as the crystallinity or, more generally, the phase compo-
sition, the domain thicknesses and thickness distributions, the extent and structure of
the crystalline surfaces and the internal structure of the distinct polymer phases [9].
The term crystallinity describes the portion of crystalline material within a sample. A
distinction is made between the volume fraction, as obtained from Small Angle X-ray
Scattering (SAXS) or density measurements, and the mass fraction determined by DSC
or NMR. Typical crystallinity values of semicrystalline polymers range between a few
percent and 90%, depending on the molecular structure and the crystallization condi-
tions. They deviate slightly according to the experimental technique and the under-
lying physical quantity used for crystallinity determination [9]. Polymer lamellae can
be investigated by means of Electron and Atomic Force Microscopy and crystalline and
amorphous-domain thicknesses as well as their distributions can be measured, e. g.,
in SAXS experiments. For studying dynamics within the crystalline and amorphous
regions NMR spectroscopy is well-suited.

In this work we investigate poly(ε-caprolactone) (PCL) and poly(ethylene) (PE) with
molecular weights above the entanglement limit. Both are well-known semicrystalline
polymers of industrial importance. Their chemical structure is depicted in Fig. 2.2 and
a list of the samples used herein can be found in Appendix A.

PCL is an aliphatic polyester of medium crystallinity, exhibiting a well-manageable DSC
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2. Semicrystalline Polymers

melting point and a glass transition close to 60°C and -60°C, respectively [46]. Because
of its biodegradability, non-toxicity and excellent blend compatibility PCL is a candidate
for potential biomedical applications, e. g., as drug delivery medium or artificial tissue
material [47]. PE is a polyolefin with a melting point close to 130°C and a glass transi-
tion at about -120°C [48]. As the chemically simplest polymer it is frequently used as a
model system in polymer physics research. It is produced industrially on a large scale
and has versatile fields of application in everyday life, e. g., as packaging material or in
household articles [46].

PCL and PE resemble each other in chain conformation and geometry of the crystalline
unit cell. The chains of both polymers contain CH2 groups crystallizing in a (more or
less) planar all-trans conformation forming orthorhombic unit cells. The cell dimensions
of PCL perpendicular to the chain axis (a = 7.496 Å and b = 4.974 Å at 25°C [49]) are
similar to those of PE (a = 7.45 Å and b = 4.93 Å at 25°C [50]). By contrast the repeat
units of PCL are significantly longer than for PE due to additional ester groups replacing
every sixth CH2 group. This results in an elongation of the PCL unit cell in chain
direction (c = 17.297 Å at 25°C [49,51,52]) compared to PE (c = 2.534 Å at 25°C [50]).

Depending on the mobility of the polymer chains within the crystallites (see above) a
distinction is made between crystal-fixed and αc-mobile polymers [44]. PE like PEO,
POM and iPP, is αc-mobile with chains performing helical jumps within the crystallites,
as it has been proven, e. g., by NMR measurements [44]. This mobility is connected to
mechanical polymer properties, such as creep, extrudability and ultradrawability [44].
On the other hand, PCL is said to be crystal-fixed like Nylons, PET and sPP, i. e. the
chains do not translate through the crystallites. This classification shall be confirmed
in Section 5.1, while the helical chain flips in PE will be investigated in Section 5.2.
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3. Low-Field Proton Nuclear Magnetic Resonance

To give an introduction to the application of 1H low-field time-domain NMR, some NMR
basics are summarized here in short. Detailed information can be found in NMR text-
books, such as Refs. [53,54].

3.1. Nuclear Spins and Magnetization

Nuclear Magnetic Resonance (NMR) spectroscopy relies on the existence of the nuclear
spin I. This spin is an intrinsic property of diverse atomic nuclei. Although it exhibits
(quantum-mechanical) characteristics of an angular momentum, it does not result from
a rotation of the nucleus. Atomic nuclei contain nucleons, i. e. protons and neutrons,
which both carry a spin. Depending on the number of nucleons there are different com-
binations of the nucleon spins to form a net nuclear spin. As the energy differences
between the individual combinations are usually large (∼ 1011 kJ/mol) compared to the
thermal energy (∼ 2.5 kJ/mol), it is most likely to find a nucleus in the state of lowest
energy. Typically, the nuclear spin quantum number I (see Appendix C), which charac-
terizes the nuclear spin in this ground state, is used to specify the nucleus, e. g., 1H and
13C nuclei carry spin 1/2 (i. e. I = 1/2), while 12C nuclei do not possess a spin (I = 0)
and are NMR-inactive. Nuclear-spin quantum numbers between 0 and 7 can be found
in nature, however there are no nuclei with I=2 [53].

The nuclear spin is related to a magnetic dipole moment µ:

µ = γ · I

The proportionality factor between both vector quantities is the magnetogyric ratio γ
of the respective nucleus, which can take positive or negative values. The magnetic
moment of a nucleus arises from the magnetic moments of all nucleons involved as well
as the electric currents of the charged nucleons. Summing up all magnetic moments per
volume unit yields the macroscopic magnetizationM . Due to the isotropic orientational
distribution of the magnetic moments, there is no macroscopic magnetization in absence
of a magnetic field. However, when a sample is brought into a magnetic field of strength
B0 a torque D will act upon the magnetic moments µ perpendicular to µ and B0:

D = µ×B0

This torque is related to the spin I via the time derivative

D =
∂

∂t
I ,

causing the spin vector I to turn towards D. As a consequence, there is a precession
of I about the direction of the magnetic field B0. This process is actually of quantum-
mechanical origin but it shows the same behavior as known for macroscopic angular
momenta. The spin precession takes place at an angular frequency ω0, named Larmor
frequency:

ω0 = −γ ·B0

It adopts values in the megahertz range, e. g., ω0 ≈ 2π×20 MHz for 1H nuclei in the low-
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3. Low-Field Proton Nuclear Magnetic Resonance

field spectrometers used for this thesis with a magnetic field strength of about 0.5 T.

3.2. The Free Induction Decay

Based on the orientation of nuclear magnetic moments in the magnetic field a very small
longitudinal magnetization Mz evolves along B0. This feature is referred to as nuclear
paramagnetism [53]. The build-up of this magnetization is characterized by the spin-
lattice relaxation time constant T1, which typically ranges between milliseconds and
seconds.

NMR does not detect the longitudinal magnetization, but transverse magnetization Mx

in the plane perpendicular to the magnetic fieldB0, generated by the action of rf pulses.
Such pulses can be described as weak oscillating magnetic fields of strength B1 which
are in resonance with the spin precession [53, 55] and are switched on over a period
of time, i. e. the pulse duration. They cause a rotation of the originally longitudinal
magnetization about the pulse irradiation axis during the duration of the pulse appli-
cation. This rotation is actually another precession (see above) performed about the
B1 field. In the special case of a 90° pulse the magnetization is flipped into the trans-
verse plane, where the magnetic moments precess about B0, so that the macroscopic
transverse magnetization Mx precesses as well.

In order to detect a signal, one exploits the fact that the rotating magnetization gener-
ates a time-variable magnetic field, which induces an ac voltage in a coil wound around
the sample. This voltage is proportional to the magnetization and can be recorded as a
function of acquisition time using a sensitive microwave detector.

Yet, electronic movements, dipolar moments etc. in the environment of the spins induce
small local magnetic fields, which vary with the position in the sample and fluctuate
due to thermal molecular motions. Thus, the effective local field at the position of a
spin, comprising the static magnetic field and the fluctuating field, varies in orientation
and intensity. Because of this fluctuation also the precession frequency of the transver-
sal component of the individual magnetic moments vary in space and time, so that the
initial phase coherence is lost after a certain time. Hence, the transverse magnetization
decays to zero. The signal measured after pulse irradiation is therefore referred to as
the Free Induction Decay (FID). The signal decay is characterized by the spin-spin re-
laxation time constant T2. It contains information on molecular dynamics, but is also
influenced by the inhomogeneity of the static magnetic field and residual dipolar cou-
plings. After the application of the pulse, moreover, the longitudinal magnetization is
built up again with its characteristic time constant T1.

The Fourier transformation of the time-domain signal, the NMR spectrum, contains a
spectral line at the Larmor frequency ω0. The width ∆ν1/2 of this line correlates with
T2. Yet, in the largest part of this work we want to investigate time-domain signals after
one pulse or a complex series of pulses.

As the nuclear spin is a quantum-mechanical phenomenon the simple macroscopic de-
scription does not suffice to explain the effects of complex pulse sequences. A short
introduction to the quantum-mechanical basics of NMR is given in Appendix C.
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3. Low-Field Proton Nuclear Magnetic Resonance

3.3. Dipolar Interactions and their Influence on the NMR Signal

The energy of a nuclear spin system in a magnetic field splits into 2I + 1 energy levels.
This Zeeman effect, resulting from the interaction of the spin system with the magnetic
field, dominates the behavior of the system (see Appendix C). However, it does not yield
information about the structure of or the dynamics within the material, which both are
of scientific interest. Yet, although inducing magnetic fields much smaller than B0, the
internal interaction contributions within the spin system can afford this task. The spin
interactions which are most important for 1H solid-state NMR are

• the chemical shielding interaction, i. e. the indirect magnetic interaction between
the external magnetic field and the nuclear spins via the electronic environment
of the spins and

• the direct pairwise dipole-dipole coupling of nuclear spins.

Other interactions, such as the J coupling, are of minor importance in solid-state NMR
[53]. The chemical shielding causes a magnetic-field-strength-dependent shift ∆ωCS of
NMR spectral lines, i. e. the Chemical Shift (CS),

∆ωCS = −δγB0 ,

where δ ranges between 0 and 10 ppm (parts per million) for protons in polymers. This
work is mostly concerned with low-field NMR. In this case, because of the small mag-
netic field strength B0 ≈ 0.5 T and Larmor frequency ω0 ≈ 2π·20 MHz, there is only a
small line shift due to chemical shielding interactions up to 200 Hz. At the same time
the inhomogeneity of the magnetic field results in an intrinsic spectral line width of the
spectrometer of ∼ 2 to 4 kHz, precluding a resolution of chemical shifts. For this reason
the dipolar coupling, which is independent of B0, is the dominating interaction here.

Dipolar couplings. A nuclear magnetic dipole moment µ associated with the nuclear
spin I generates a small magnetic field B in its environment at a distance r [56]:

B = −µ
r3

+ 3
(µ · r)r

r5

This field acts upon the dipole moments of surrounding spins and vice versa, resulting
in a direct dipolar coupling of spins through the space (see Fig. 3.1).

The magnetic interaction energy Emag between two spin-carrying nuclei j and k of the
same species is described as follows [56]:

Emag = µj ·Bk = −µk ·Bj = ~2γ2
(
Ij · Ik
r3

− 3
(Ij · r)(Ik · r)

r5

)
From this expression the dipolar coupling Hamiltonian (see Appendix C) can be derived
as a quantum-mechanical analogue of the interaction energy using the correspondence
principle [57]. As an approximation for a very strong external static magnetic field
compared to the local fields arising from the dipolar couplings (secular approximation,
see Appendix C) the strength of the dipolar coupling between two spins of the same
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3. Low-Field Proton Nuclear Magnetic Resonance

Figure 3.1.: Dipolar interaction
between magnetic
dipole moments.

Figure 3.2.: Angular (left picture) and distance (right pic-
ture) dependence of the dipolar coupling strength
given by Eq. 3.1, with P2 being the second Legen-
dre polynomial. The dashed line in the left plot
marks the Magic Angle, where P2 = 0.

species is given in the form of an angular frequency ωD (see Appendix C):

ωD = −µ0~
4π

γ2

r3
1

2

(
3 cos2(ϑ)− 1

)
(3.1)

The coupling strength depends on the distance r between the nuclei and the angle ϑ

of the spin-spin interconnection vector r with respect to the magnetic field B0 as de-
picted in Fig. 3.2. The orientational dependence is expressed by the second Legendre
polynomial P2 = 1

2(3 cos2(θ)− 1) and the quantity µ0 represents the magnetic constant.

The NMR signal of dipolarly coupled spins. The dipolar couplings in a sample
influence the shape of the NMR signal in time and frequency domain. As described
in Appendix C pairs of dipolarly coupled spins produce a doublet of spectral lines at
positions

ω = ω0 ± (3/2)〈ωD〉t
instead of a single line at ω = ω0. Here, the angle brackets represent the time average
on the NMR time scale. As a multitude of possible orientations of spin-spin interconnec-
tion vectors exists in a rigid powder sample, associated with lots of different coupling
strengths ωD, the outcome is a superposition of spectral lines at different frequencies
and finally a dipolarly broadened spectral line [58] with a characteristic shape, the so-
called Pake pattern (see Fig. 3.3). Measurements of less ideal, real samples often show
broad, rather featureless spectra instead. As an example the Fourier transform of an
Abragam function (see Section 4.1) is plotted in the picture at the lower right of Fig. 3.3.
In the time domain, the superposition of the different frequency components results in
an accelerated decay with a reduced T2 value as compared to the signal of a non-coupled
system (see left column of Fig. 3.3).

Since the dipolar coupling strength varies with (1/r3), sample regions of higher den-
sity exhibit stronger couplings than those with larger average distances of the nuclei.
Furthermore, molecular motions within a sample may change the orientation angle ϑ
of the spin pairs. As a result, motions may average out the dipolar couplings (see Ap-
pendix C), when they are fast enough, i. e. when the correlation time τc of the motions is
small compared to the inverse coupling strength ω−1D . In case of coupled proton pairs of
CH2 groups, e. g., this is the case for correlation times τc � 50 µs and fluctuation rates
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1/τc � 20 kHz, respectively. NMR is sensitive to the averaged dipolar coupling strength
on the NMR time scale only. Hence, due to a partial pre-averaging of the couplings, e. g.,
very fast anisotropic vibrational motions in the picosecond range induce a lowering of
the effective coupling strength detected by NMR, in comparison to the value calculated
for the static case [53].

On the grounds of the influence of the dipolar couplings on the NMR signal 1H low-field
solid-state NMR is sensitive to segmental mobility in organic systems, such as poly-
mers. Therefore, it can be applied to study the phase composition in polymers based
on heterogeneities in molecular mobility, e. g., for measurements of the cystallinity in
semicrystalline polymers or glassy fractions in filled elastomers, as well as for the de-
termination of domain sizes. Moreover, it is also well-suited to study chain mobility in
polymer crystallites, amorphous regions and melts or elastomers.
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Figure 3.3.: Calculated 1H NMR time-domain signal (FID, left column) and frequency spectrum (right col-
umn) for non-coupled spins for on-resonant and off-resonant measurement [53] (upper line),
for dipolarly coupled spin pairs with different, fixed angles ϑ of the spin-spin interconnection
vector with respect to the magnetic field (mid line) and for an isotropic distribution of angles
ϑ (powder sample) for a rigid system and under fast isothermal motion (lower line). A true T2

decay due to molecular dynamics was simulated by an exponential decay in the time domain
signal with a T2 time constant of 0.1 ms resulting in a Lorentzian shape of the spectral line
with a width at half height of 20 kHz. The curves in the mid and lower line were calculated
for the on-resonant conditions of the non-coupled system, using a distance r = 1.80 Å between
the coupling nuclei. The Magic Angle referred to in the mid left picture is the angle at which
P2 is 0. For the powder a Pake Pattern is found in the frequency domain (lower right picture)
which is averaged to a narrow line by fast isothermal motion. The dashed grey curve shows
the Fourier transform of an Abragam function for comparison. For further explanations see
Appendix C.
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4. Low-Field Proton NMR Applications for the
Investigation of Semicrystalline Polymers

4.1. The Free Induction Decay of Semicrystalline Polymers

A number of experimental techniques is available for the determination of crystallini-
ties in semicrystalline polymers, such as Small and Wide Angle X-Ray Scattering (SAXS,
WAXS), DSC, density and NMR measurements. Yet, they all deal with different mea-
surement quantities. While, e. g., SAXS measurements detect electron density differ-
ences to distinguish between crystalline and amorphous material and DSC investiga-
tions rely on the changes in heat capacity or latent heat of the polymer during melting
or crystallization, in low-field time-domain NMR the mass of immobilized material can
be measured, based on differences in dipolar coupling strengths between the polymer
phases, influencing the shape of the NMR signal.

In the crystallites the polymer chains are packed regularly and densely, with mean
proton distances being slightly smaller than in the mobile-amorphous regions.1 Due
to the ordered arrangement of stems in the crystallites, the chain mobility is largely
restricted, enabling only minor orientational changes of the proton spin interconnection
vectors. Hence, the protons residing within the crystalline domains are subject to strong
dipolar couplings (ωD/2π ≈ 20 kHz), inducing a broadened 1H NMR spectrum and a
rapidly decaying time-domain (FID) signal with a short T2 relaxation time of about 20µs,
correspondingly (see Section 3 and Appendix C). Partial averaging of the couplings due
to very anisotropic molecular motions with correlation times shorter than the inverse
coupling strength, as present in the case of αc-mobile polymers, slightly narrows the
spectrum and delays the time-domain signal decay (see Section 5.2).

Far above the glass transition temperature the chains in the amorphous domains of
a semicrystalline polymer exhibit fast and almost isotropic mobility, resulting in an
averaging of the dipolar couplings on the NMR time scale and leading to a significantly
reduced residual coupling strength as opposed to the value of the crystalline regions.
Therefore, the NMR spectral line is narrow and the time-domain signal decays slowly
with a long T2 time constant (see below). In contrast to the features of the crystallite
signal, here, line width and T2 depend drastically on temperature, influencing chain
mobility and density.

The fact that the crystallite and amorphous-phase signal of a semicrystalline polymer
can be distinguished according to their spectral line widths has already been known in
the 60s when continuous-wave NMR methods have been well-established [59–61]. Later
on, also the decomposition of time-domain signals (FIDs) by means of extrapolation or
fit methods was used to derive crystallinity data [62,63].

Empirical Description of the FID of Semicrystalline Polymers. The shape of
the 1H FID in semicrystalline polymers is governed by the interaction of many proton
spins. While there are analytical expressions to describe the FID for systems containing
isolated groups of a few interacting spins [64], precise calculations for larger groups are
very complex or even impossible [65]. However, it is known that, in case of dominating

1For example, at 27°C the density of PCL amounts to 1.137 g/cm3 and 1.075 g/cm3 in the crystalline and
amorphous domains, respectively (see Appendix E).
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dipolar interactions between neighboring spins, Pake patterns arise, which are addi-
tionally broadened due to interactions with more distant spins. Yet, strong interactions
between more than just next neighbors generally result in broad, rather unresolved
spectral lines [66]. Such line shapes may be correlated to time-domain signals exhibit-
ing a characteristic oscillation [66]. This oscillation is detectable in the crystalline-phase
signal of PCL and PE at acquisition times between 0.02 ms and 0.05 ms (cf. Fig. 4.1 and
Refs. [67, 68]) and is attributed to strong dipolar interactions due to regular interpro-
ton distances within the crystallites [66]. From the fact that the oscillation does not
disappear near the glass transition temperature Tg (see Fig. 4.2 (a)), it is clear that
this feature in fact originates from the packing of structures smaller than the chain
segments, e. g. the monomers, as the segmental motions freeze at Tg.

The search for a suitable function for fitting the crystallite signal of PCL and PE was
simplified by means of the series expansion of the FID [69] given by

f(t) = 1−M2
t2

2!
+M4

t4

4!
− · · ·+ . . . , (4.1)

which relies on the moments of line shape (M2, M4, ...) and bears resemblance to the
series expansion of the so-called Abragam function, a superposition of the Fourier trans-
forms of a Gaussian and a box function [57,70]:

f(t) = e−0.5(at)
2 sin(bt)

bt
= 1−

(
a2 +

b2

3

)
t2

2!
+

(
3a4 + 2a2b2 +

b4

5

)
t4

4!
− · · ·+ . . . (4.2)

In fact, the Abragam function fits the FID data of PCL and PE crystallites well and is
known to be suited for the description of signals of other polymers, too [63]. Possibly,
the inverse Fourier transform of a Pake pattern could also reproduce the shape of the
crystallite signal of the polymers investigated herein. However, no line splitting could
be found in the Fourier transforms of the FID signal, meaning that it either does not
exist or that it is superimposed by signal arising from more mobile sample parts (see
Fig. 4.14 (b)). For reasons of simplicity, the Abragam function is used as a fit function
for the crystalline-phase signal contribution herein.

A comparison between the series expansions 4.1 and 4.2 given above shows that the sec-
ond moment M2 of the absorption line shape can be calculated from the fit parameters
a and b according to

M2 = a2 +
1

3
b2 . (4.3)

It yields information about the average local dipolar coupling a proton ’feels’ within the
sample [63] and is sensitive to the proton density and molecular motions, which partially
average the dipolar couplings [66]. Hence, it may serve as an indicator for chain motions
in polymer crystallites (see Section 5.2).

The time-domain signal of the mobile-amorphous phase decays slowly at temperatures
far above Tg. To describe this decay quantitatively, Brereton derived a formula based
on theoretical considerations for dynamic polymer chains, whose end-to-end distances
obey a Gaussian distribution and for which the motions of the submolecule bond vectors
are specified by a single correlation time [71]. As pointed out by Dadayli et al., the ap-
pearance of this complex function of Brereton is similar to that of a sum of a stretched
exponential and one or two monoexponential functions [72]. However, the Brereton
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function does not suffice to characterize the amorphous-phase signal (see Ref. [67]), as-
sumedly because there is a multitude of possible bond vector relaxation times instead
of only a single one (see Chapter 2). In case of the low-field measurements described
herein, as a further aspect, we have to take into account the rather large inhomogene-
ity of the magnetic field (see Chapter 3.3), resulting in an additional variation of spin
precession frequencies within the sample volume and a dephasing of the magnetization,
i. e. an additional contribution to the decay of the amorphous-phase signal. Empirically,
the amorphous-phase low-field time-domain signal can be described conveniently by a
modified (stretched or compressed) exponential function

f(t) = e−(t/T
∗
2a)

νa (4.4)

with shape parameters T ∗2a and νa, as long as the fit interval is suitably restricted to
short acquisition times [8,73].

Often, a third component is necessary to fit the FID of a semicrystalline polymer appro-
priately (cf. Ref. [67]). This signal contribution is usually ascribed to a rigid-amorphous
interphase [8, 68]. Yet, according to the considerations of Hansen et al. and Dadayli
et al. it could also be classified as part of the mobile-amorphous-phase signal [67, 72].
Here, we want to follow the first interpretation, as the additional signal contribution
usually exhibits a decay time constant ranging between the ones ascribed to the crys-
tallites and the mobile-amorphous phase, thus indicating intermediate dipolar coupling
strengths. A rigid-amorphous interphase has been identified before in PCL [68] and
PE [12, 14, 74–78] by means of NMR investigations, but hints have also been found for
other polymers by comparing crystallinity results from WAXS or density measurements
with those from DSC [79]. We specify the interphase signal by a second modified expo-
nential function

f(t) = e−(t/T
∗
2i)
νi (4.5)

with shape parameters T ∗2i and νi. However, the signal description using an interphase
with fixed shape parameters is a simplification, as there is a gradient of chain mobil-
ity when chains pass over from the well-ordered, rather rigid crystallite to the mobile-
amorphous phase (see Section 4.4.1).

Determination of the Signal Fractions. In order to evaluate the signal contribu-
tions of the three sample phases (see Fig. 4.1 (b)) the initial 200 µs of the FID, detected
after a 90° pulse, are fitted using a weighted sum of the three functions 4.2, 4.4 and 4.5:

f(t) = gce
−0.5(at)2 sin bt

bt
+ gie

−(t/T ∗2i)
νi + gae

−(t/T ∗2a)
νa (4.6)

with the weighting factors gc, gi and ga and the shape parameters a, b, T ∗2i, T
∗
2a, νi and

νa of the polymer phases. At longer acquisition times the influence of magnetic field
inhomogeneities rises and no additional information about structure or dynamics in
the sample is available. In comparison, a fit with only two components, neglecting the
interphase contribution, has shortcomings in the region of the signal oscillation (see
Fig. 4.1 (a)).

To ensure a stable fit with meaningful results, the three weighting factors gc, gi and ga
and the six shape parameters a, b, T ∗2i, T

∗
2a, νi and νa have to be restricted to positive
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values. Moreover, the constraint

gc + gi + gi = Itot,T (t = 0)

has to be fulfilled, where Itot,T (t = 0) is the total signal intensity at the acquisition
time t = 0.2 Due to the well-defined shape of the FID of PCL and PE in the region of
the oscillation (see Fig. 4.1), a fit with free shape parameters is usually possible with
sufficient fit quality. However, fixing shape parameters to known values obtained, e. g.,
from filter experiments (see Section 4.4.1) of course stabilizes and accelerates the fitting
procedure. In both cases the fit residuals show almost no oscillations and the relative
deviation between the fit and the measured data does not exceed 2%. This is well within
the range found by Hansen at al. for FID signals of PE fitted by diverse combinations of
fit functions [67].

The signal intensities sp of the three polymer phases p relative to the total signal inten-
sity Itot,T (t = 0) of the (non-filtered) signal can be evaluated from the weighting factors
gc, gi and ga by normalization according to

sp =
gp

Itot,T (t = 0)
,

with p = c, i and a denoting the crystalline phase, rigid-amorphous interphase and
mobile-amorphous phase, respectively.

(a) (b)

Figure 4.1.: FID of PCL, detected after a 90° pulse at T = 30°C, (a) in comparison to fits with two or three
components comprising an Abragam function and one or two modified exponential functions
(see text) and (b) in comparison to the Curie-corrected melt curve measured at 90°C (see text).
The data in (a) and (b) were normalized to the initial intensity of the melt curve as obtained
by extrapolation (dash-dotted line in (b)). The dashed lines and the solid black line represent
the phase-specific signal contributions and the complete time-domain signal, respectively, as
derived in a three component fit to the FID signal. τrec designates the receiver dead time.

The proton-mass-averaged signal intensities sp from the FID signal detected after a 90°
pulse correspond to the mass fractions fp of the sample (see Fig. 4.1 (b)). Uncertain-
ties of the obtained fractions may arise from the measurement statistics (< 0.5%), the

2Note, that a fit to FID signals of PCL and PE with the parameters gc, gi and ga = Itot,T (t = 0) − gc − gi

produces the same results and is equally stable as a fit with the parameters gr = gc + gi, gri = gi/gr and
ga = Itot,T (t = 0)− gr, as used in Ref. [8].

Dissertation of Kerstin Schäler Page 17



4. Low-Field Proton NMR Applications for the Investigation of Semicrystalline Polymers

fitting procedure and small temperature deviations during the measurements. From
the scatter of the mass fraction data obtained by fits with free shape parameters (see
e. g. Fig. 4.2 (b) and Fig. 5.12) we estimate the relative uncertainty of the fractions to be
smaller than 5%.

In order to enable a comparison with volume crystallinities obtained, e. g., from SAXS
measurements, the mass fractions fp can be converted to volume fractions fp,V via

fp,V =

(
fp/%H,p

)∑
j={c, i, a}

(
fj/%H,j

) , (4.7)

taking into account the proton spin densities %H,p of the phases p, calculated by multi-
plying the mass density %p of the individual phase by the weight fraction ϕ of protons in
a polymer chain molecule (ϕ ≈ 0.088 for PCL):

%H,p = ϕ · %p . (4.8)

Due to the rather similar spin densities of the individual polymer phases, mass and
volume fractions, e. g., of PCL deviate by only 1% to 2% of the absolute quantities, which
is indistinguishable within the uncertainty of the measurement. The mass or volume
fraction of the crystalline-phase material is usually referred to as crystallinity.

Each 1H low-field NMR time-domain signal of PCL and PE originating, e. g., from spin-
diffusion or Saturation-Recovery experiments can in principle be analyzed in the way
described above. However, the receiver dead time τrec of the spectrometer, which is re-
quired to ensure the complete decay of the pulse intensity and ranges between 11 µs
and 15 µs for the low-field devices used here, prevents a detection of the complete FID
signal. The initial part of the rapidly decaying signal related to the crystallites is lost,
because signal acquisition is not possible during the dead time. Hence, the total inten-
sity Itot,T (t = 0) is usually unknown (see Fig. 4.1 (a)). Quantitative data fits are only
possible, if Itot,T (t = 0) can be estimated based on additional information. For example,
in the case of a molten sample, there is no rapid initial signal decay due to the lack
of crystallites. Therefore, Itot,Tm(t = 0) at the temperature Tm of the melt is obtained
easily by an extrapolation of the measured FID data to t = 0 (see Fig. 4.1 (b)). Further-
more, to account for changes of the signal intensity due to the different measurement
temperature, a correction can be made here according to Curie’s law [70],

Itot,T1(t = 0) = Itot,T2(t = 0)
T2
T1

, (4.9)

with T1 and T2 being the temperatures of the two FID measurements. Such a Curie
correction is necessary in general, to obtain comparable signal intensities from mea-
surements at different temperatures. However, equation 4.9 is applicable only if the
recycle delay between the individual signal-acquisition scans is long enough to enable
complete T1 relaxation.

As an example, in Fig. 4.2 (a) the FID signals of PCL at different measurement tem-
peratures between the glass transition and the melting point are shown. The curves
are rescaled using Curie’s law (Eq. 4.9). Fits according to the explanations above, using
free shape parameters, yield the sample fractions given in Fig. 4.2 (b). A significant de-
crease in crystallinity and increase in the mobile-amorphous fraction is detected when
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approaching the melting temperature Tf, due to the onset of melting of the less stable
crystallites (pre-melting) [17].

At low temperatures the measured fractions are largely influenced by the glass tran-
sition of polymer chains on the NMR time scale. The thermodynamic glass transition
as detected by DSC at cooling rates of about 10 K/s happens to be close to the kinetic
glass transition measured at frequencies in the range of Hertz, which is based on fluc-
tuations inside the sample with typical correlation times on the order of seconds [10].
Yet, the NMR glass transition is generated by the freezing of motions with correlation
times in the range of the inverse dipolar coupling strength, i. e. at about 50 µs. It occurs
at temperatures Tg,NMR which are 30°C to 60°C higher than the DSC glass transition
temperature Tg,DSC. When, due to a decrease in temperature, segmental motions in the
amorphous phase are slowed down to correlation times higher than some tens of mi-
croseconds, i. e. longer than the duration of the measurement, the averaging of dipolar
couplings, being responsible for the slow signal decay, is canceled. In this case, the sig-
nal of the (now rigid) chains within the amorphous phase cannot be distinguished from
interphase (or even crystallite) signal anymore. Hence, with decreasing temperature
around and below Tg,NMR a rising part of amorphous-phase signal is evaluated as inter-
phase signal. For this reason the rise of the mobile-amorphous-phase fraction in favor of
the interphase fraction below Tg,NMR (see Fig. 4.2 (b)) is not a true increase of the mass
fraction but an artifact arising from the freezing of segmental motions of the polymer
chains on the NMR time scale.

(a) (b)

Figure 4.2.: (a) FID signals, detected after a 90° pulse, for PCL at different temperatures between the
glass transition and the melting point. The intensities have been corrected according to
Eq. 4.9 and normalized to Itot,T (t = 0), determined by extrapolation of the melt curve (see
text). τrec denotes the receiver dead time; (b) Signal fractions for PCL, obtained from fits
to the FID signals in (a) with free shape parameters and a reference intensity Itot,T(t = 0)
derived from an extrapolation of the melt curve (see text). Above Tg,NMR the signal fractions
represent the sample mass fractions fc, fa and fi of crystalline, mobile-amorphous and rigid-
amorphous phase, respectively. The solid lines in (b) serve as guides to the eye.

This freezing and unfreezing of chain dynamics is also reflected in the temperature
dependence of the shape parameters T ∗2a and νa of the amorphous-phase time-domain
signal (see Fig. 4.3). Starting at Tg,DSC, at increasing temperatures the onset of the
so-called motional narrowing of the NMR spectrum is visible, corresponding to a rise

Dissertation of Kerstin Schäler Page 19



4. Low-Field Proton NMR Applications for the Investigation of Semicrystalline Polymers

of the relaxation time constant T ∗2a due to increasingly averaged dipolar couplings as a
result of growing chain mobility. Moreover, below the NMR glass transition the distri-
bution parameter νa of the modified exponential fit function 4.4 takes values below 1
(see Fig. 4.3 (b)), indicating a distribution of signals from different micro-environments
with different relaxation time constants, reflecting the strong dynamic heterogeneity of
the amorphous regions in the glassy state [73].

Above the NMR glass transition, where all chains within the amorphous regions are
mobile, a T ∗2a plateau is reached. Despite a further temperature increase, the chain mo-
bility rises only slightly as a result of mobility constraints, such as chain entanglements.
Only after the onset of pre-melting a further increase in mobility and T ∗2a is detected (see
Fig. 4.3 (a)).

(a) (b)

Figure 4.3.: Shape parameters for the mobile-amorphous phase of PCL as a function of temperature ob-
tained from fits to MAPE-filtered FIDs measured at different temperatures. The solid lines
are guides to the eye.

In summary, the measurement of 1H low-field NMR FID signals provides the opportu-
nity to determine the crystallinity, or more generally the phase fractions, of semicrys-
talline polymers and allows the investigation of chain mobility within the amorphous
phase to some extent. The measurement relies on mobility differences between the
individual polymer phases and can therefore only yield meaningful phase fractions at
temperatures far above the DSC glass transition. The experiment itself requires only a
short measurement time and the data analysis is usually straightforward and can easily
be generalized. However, the fit function has to be adapted for every new sample sys-
tem. In the case of PCL and PE an interphase fraction has to be assumed to fit the data.
A comparison of crystallinities as obtained from NMR, SAXS and DSC measurements
will be given in Section 6.

4.2. The Magic Sandwich Echo

The Magic Sandwich Echo (MSE) sequence is a so-called time-reversing pulse sequence
[80]. It refocuses rapidly decaying NMR signals, which are governed by the action of
strong multiple dipolar couplings between the nuclear spins of the sample, by reversing
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the dipolar dephasing [81,82].

(a) (b)

Figure 4.4.: Schematic plot of the ’simple’ FID (a) and the Magic Sandwich Echo (MSE) (b) sequence. All
pulses are 90° pulses. The signal loss in the FID caused by the receiver dead-time prob-
lem is overcome by using the MSE sequence. The waiting time τ in the MSE sequence is
calculated as τ = (2τp90 + 4τϕ)nMSE, with τp90, τϕ and nMSE being the 90° pulse length, the
phase-switching time and the number of MSE cycles, respectively. The duration of the MSE
sequence is tseq = 6τ . The MSE phase cycle is ϕ1 = x x x x x x x x, ϕ2 = y y y y x x x x,
ϕ3 = x x x x y y y y.

The pulse sequence is depicted in Fig. 4.4 (b). It contains a 90° pulse followed by a
delay τ and a so-called sandwich part of duration 4τ , comprising two 90° pulses of the
same pulse phase with two pulse blocks, consisting of 4 90° pulses each, in between.
The pulses within each block exhibit the same phase and the phases of the second block
are inverted compared to the ones of the first block.3 After another delay τ the echo is
generated.

Besides the MSE sequence there is a number of other sequences for the refocusing of
signal losses due to dipolar dephasing [17, 80, 84]. A main advantage of the sequence
used here is that it serves to bridge the receiver dead time τrec, which causes a signal loss
in the FID after a 90° pulse (see Fig. 4.4 (a) and Section 4.1), because the echo appears
only at a distinct time τ after the last pulse of the sequence. By choosing τ at least
as long as τrec, a virtually dead-time free time-domain signal can be acquired. Besides,
a second echo is generated in the middle of the sequence after 3τ which, however, is
not usable, because it appears too soon after the previous pulse. For simplification, in
the following FID’s detected after a single 90° pulse will be termed ’FID’ signals, while
FID’s detected after the application of the MSE pulse sequence will be referred to as
’MSE’ signals.

The mode of action of the MSE sequence can be described as a time reversal of the
effects of dipolar couplings on the spin system. It is based on the averaging of dipolar
couplings to zero during the sequence, leaving the system at t = 6τ in a state where
dipolar interactions seemingly have never been present before. This refocusing effect
can be understood by applying Average Hamiltonian theory to the dipolar Hamiltonian
of the sandwich part of the pulse sequence (for further explanations see Appendix D.1).

Two adaptations of the sequence have been made compared to the original version.
3The inversion of the pulse phases in the second block does not serve to refocus the signal but is necessary

for the compensation of possible phase imperfections [83].
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First, to account for phase-switching times between adjacent pulses which are required
by the spectrometer, the long burst pulses suggested in Ref. [80] were substituted by
blocks of 90° pulses as described above. Moreover, by inverting the phase of the last
pulse compared to the original MSE sequence, in a so-called mixed version we combined
the MSE with a Hahn echo, in order to refocus signal losses due to magnetic field inho-
mogeneities additionally (see Appendix D.1.1) [85,86].

The refocusing action of the MSE sequence relies on the fulfillment of two conditions:

• ωD = const. during the whole sequence and

• ωD � 1/(6τ) [83,86].

Changes of the dipolar coupling strength ωD during the sequence hamper a complete
averaging of the couplings to zero and cause an inefficient signal refocusing and thus a
signal loss compared to the FID (see Fig.4.5 (a)). This feature provides the opportunity to
investigate molecular dynamics on an intermediate time scale, i. e. on the order of tens
to hundreds of microseconds, which alter the dipolar couplings during the sequence [83,
86–88]. With increasing sequence length the echo amplitude decays with a relaxation
time T2 characterizing the motion (see Section 5.2).

A complete averaging of couplings during the sequence can be achieved only in case
of a short sequence comprising δ pulses. However, pulses of finite lengths with phase-
switching times in between as well as pulse imperfections of the pulse phase or the
pulse homogeneity cause changes of the mean coupling strength during the different
parts of the sequence, which prevent a complete averaging and result in an increasing
signal loss at rising sequence length tseq [80]. By introducing a small perturbance into
the Average Hamiltonian in a quantum-mechanical calculation, Rhim et al. found that
the echo attenuation is a result of a too long sequence compared to the inverse coupling
strength (see second condition above) and obeys a t2seq dependence (see Appendix D.1.1)
[80]. The signal loss due to strong dipolar couplings is demonstrated in Fig. 4.5 (b)
for the case of PCL. The indirect dependence of the refocusing efficiency on the inverse
coupling strength can be exploited for filter purposes, i. e. to discard signal from strongly
coupled spins by tuning the sequence length [89,90].

Since, compared to the FID, the decay of the echo intensity as a function of the sequence
length tseq is usually slow and the corresponding spectrum is narrowed appreciably [91],
the MSE sequence is furthermore applied for line-narrowing purposes in Magnetic Res-
onance Imaging (MRI) [83,85,92].

During the MSE measurements for this work, it turned out that the echo position is
slightly shifted to shorter times compared to the expected position marked in Fig. 4.4.
This shift increases at rising sequence length, induced by an increase of either the
phase-switching time τϕ or the number nMSE of MSE cycles. The latter is demonstrated
in Fig. 4.6, presenting a linear dependence of the time difference between measured and
expected echo position on nMSE and the sequence length. Yet, the finite pulse lengths
can be ruled out as a reason for the shift of the echo position, because an elongation and
attenuation of the pulses causes a signal attenuation, but no additional time shift of the
echo. Presumably, the shift effect results from imperfect pulse phases, and therefore
grows with an increasing number of pulses.

Because a symmetric pulse sequence is favorable for the complete refocusing of signal
losses due to off-resonance effects by the hidden Hahn echo within the sequence and for
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(a) (b)

Figure 4.5.: FID detected after a 90° pulse and after the MSE pulse sequence with nMSE = 1 for melt-
crystallized PE at 93°C (a) and melt-crystallized PCL at 45°C (b). The dashed red lines
represent fits by means of Eq. 4.6 to the ’simple’ FID signal with free shape parameters and
to the MSE curves with fixed shape parameters obtained from the fit to the FID curves. The
signal loss in the MSE compared to the FID curve in (a) is mainly induced by molecular mo-
tions whereas in (b) it results from too strong dipolar couplings (see text), as here molecular
motions (see Section 5.2) on an intermediate time scale can be excluded (see Section 5.1). The
signal curves in (a) and (b) were normalized to the total signal intensity obtained from the
extrapolation of the corresponding, Curie-corrected melt curves (see Section 4.1).

the efficiency of the averaging of dipolar couplings [82] (see Appendix D.1.1), it may be
reasonable to shorten the interval τ prior to the sandwich part of the MSE sequence
in order to compensate for the reduced time between the last sandwich pulse and the
detected echo position.

Determination of signal fractions from MSE curves. Like the FID signals also
the MSE curves show the typical features of the time-domain signal for semicrystalline
polymers. They can be decomposed into three signal contributions and fitted by means
of Eq. 4.6.4 The fits are defined better than for the FID, as here the complete signal
is present starting at the echo top. To take into account the shift of the echo position,
before further analysis the MSE curves have to be time-shifted in a way that the echo
top is situated at zero time. This is in particular meaningful because fits to non-shifted
MSE data using Eq. 4.6 prove to be rather unstable and yield shape parameters and
fractions which may differ severely from the values for time-corrected curves. To permit
an appropriate time correction, the signal should be acquired directly after the last
’sandwich’ pulse and the corresponding receiver dead time. This ensures that the echo
top itself is detected in fact.

In the fits to MSE curves occasionally it is beneficial to consider the echo shift directly,
by introducing a shift parameter ∆t into Eq. 4.6, replacing t by t + ∆t. For the faint
echos after long sequences, i. e. in case of large nMSE or τϕ, ∆t should be used as a fixed
parameter, determined from a linear extrapolation of ∆t as a function of the sequence
length tseq for short sequences.

If the time shift is corrected in a suitable way, for short tseq (nMSE = 1 and τϕ ≤ 2.5 µs)

4A fit with only two contributions, neglecting the interphase, overestimates the initial intensity of the
MSE curve.
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(a) (b)

Figure 4.6.: (a) Magic Sandwich Echo (MSE) signals for PCL at 40°C detected directly at the end of the
receiver dead time τrec = 11µs for different numbers nMSE of MSE cycles. The straight lines
mark the expected, theoretical echo positions. In order to illustrate the deviation between
expected and measured echo position, in the inset the measured curves are time-shifted in
a way that the expected echo positions appear at t = 0. In (b) the time difference between
expected and measured echo position is depicted as a function of the number nMSE of MSE
cycles.

the shape of the MSE signal resembles the one of the FID closely for PCL and PE5 (see
Fig. 4.5 (b)). This is in agreement with literature results [80,82].

With increasing sequence length (τϕ > 2.5 µs) the shape of the crystallite contribution to
the MSE signal changes compared to the FID (cf. Ref. [80]). However, when ∆t is used
as a variable time-shift parameter in the fits, nevertheless the shape parameters a and
b can be kept constant with sufficient quality of the fit.

Also for the shortest possible MSE sequence the measurement curves show a phase-
specific signal loss when compared to the FID signal as a result of the phase-specific
refocusing efficiency, which depends on the respective dipolar coupling strength and the
possible occurrence of dynamics on an intermediate time scale. Such effects are known
for the Solid Echo sequence as well [8,76], where they seem to be even stronger. Like the
dipolar coupling strength and motional rates, the signal loss depends on temperature.

In Fig. 4.7 the phase-specific MSE signal loss is depicted for PCL as a function of temper-
ature between the glass transition and the melting point in relation to the corresponding
mass fractions derived from the FID. For PCL a rather constant portion of MSE crystal-
lite signal is lost over the whole temperature range due to strong dipolar interactions.
On the other hand the mobile-amorphous phase hardly exhibits any loss at high temper-
atures, but a rising deficit at decreasing temperatures around and below the NMR glass
transition, resulting from the slow-down of segmental motions to the intermediate time
scale and further, accompanied by rising dipolar coupling strengths. The highest loss is
found for the PCL interphase, supposedly as a result of dynamics on an intermediate
time scale.

To obtain loss-corrected signal fractions, phase-specific correction factors Ccorr,p can be
determined at every measurement temperature by comparing the signal intensities

5However, insufficient phase cycling can induce distortions of the signal shape, presumably due to pulse-
phase imperfections. For a quick check a comparison of the MSE and the FID signal is reasonable. Here,
e. g., MSE intensities being larger than in the corresponding FID give hints to an artifact.
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Figure 4.7.: Phase-specific signal loss due to the
action of the MSE sequence (nMSE = 1,
τϕ = 2.2µs) in PCL as a function of
the measurement temperature T , ob-
tained by comparison of the normal-
ized signal intensities sp from fits to
the MSE curves with the mass frac-
tions derived from the corresponding
FID signals. The loss values are given
relative to the sample mass fraction of
the respective phase. The solid lines
serve as guides to the eye.

gMSE,p and gFID,p of each phase p, derived from fits using Eq. 4.6 to the MSE and the
corresponding FID signal, both measured at the same gain:

Ccorr,p =
gFID,p

gMSE,p

Once these factors are known for a certain temperature, they can be used to calculate
corrected signal fractions also for filtered MSE experiments (see Section 4.3), performed
by using the same experimental parameters as for the ’pure’ MSE measurement.

The MSE sequence can also be applied to determine the mass fractions of a semicrys-
talline polymer, if molecular dynamics on the time scale of the sequence length are ab-
sent. Here, it is favorable to use the shortest possible sequence6 for the measurement,
in order to obtain a signal whose shape and intensity resemble the ones of the FID
closely. The advantage of using the MSE signal instead of the FID is the better fitting
quality and stability in case of the MSE, arising from the fact that there is no missing
signal part due to the receiver dead time (see Fig. 4.4). However, here, the signal frac-
tions obtained from the fit have to be converted to mass fractions by correction for MSE
signal loss by means of suitable correction factors (see above). These again have to be
determined by means of the corresponding FID. The mass fractions obtained from fits
to the MSE signal deviate from the FID results by up to 2% on an absolute scale. This
is usually within the uncertainty limits.

In summary, the Magic Sandwich Echo sequence serves to overcome the receiver dead
time problem of the FID measurement and can be applied to measure sample mass
fractions in semicrystalline polymers (see Chapter 8) although corrections of the phase-
specific intensity loss due to the MSE sequence are necessary. Yet, the possible appli-
cations of the MSE sequence exceed the generation of a virtually dead-time free FID by
far. Rather, the MSE sequence can be used as a dipolar mobile-phase filter and allows
the investigation of molecular dynamics on an intermediate time scale (see Section 5.2).

6The shortest possible sequence is the one where nMSE = 1 and τϕ is as small as possible without violating
the condition τ = (2τp90 + 4τϕ) ≥ τrec (cf. Fig. 4.4 (b)).

Dissertation of Kerstin Schäler Page 25



4. Low-Field Proton NMR Applications for the Investigation of Semicrystalline Polymers

4.3. Proton Spin Diffusion in Semicrystalline Polymers

The process of 1H spin diffusion has been known for many years and is frequently ex-
ploited in order to explore microdomain structures and sizes in heterogeneous poly-
mer systems [77, 78, 93–105]. Existing work on NMR spin-diffusion measurements is
predominantly concerned with block copolymers [94–96, 104, 106–112], periodic copoly-
mers [113, 114] and semicrystalline polymers [77, 95, 97, 115–119]. However, the ex-
periments are not bound to longe-range order or periodic structures. Investigations,
e. g., in purely amorphous polymers [102, 120] and blends of them are possible as well
[100, 105, 121–125]. Up to now, moreover, there is a number of studies on more ’ex-
otic’ materials, such as core-shell latex particles [126–129] and water layers around
them [130], polymeric proton exchange membranes [99], hybrid siloxane networks [131],
amphiphilic co-networks [132] and membrane proteins [133,134]. Glassy layers in filled
elastomers represent a further potential field of application.

Apart from being non-destructive one main advantage of the method is that it does not
necessitate sample modification before measurement, such as staining, deuteration or
any other kind of contrast enhancement, as it exploits pre-existing differences in NMR
interaction strengths. Length scales of a few up to a few hundred nanometers are acces-
sible by spin-diffusion NMR, as comparable to SAXS measurements [17]. Furthermore
spin-diffusion measurements provide information about interphases, which are difficult
to obtain by other techniques [103,111,126,127], and using appropriate filter sequences
they also serve to gain information about interactions of neighboring proton spins via
the investigation of spin dynamics [135].

In semicrystalline polymers spin-diffusion experiments enable the determination of lam-
ellar thicknesses, provided that spin-diffusion coefficients are known. Vice versa, with
known domain sizes spin-diffusion coefficients can be obtained. Additionally, informa-
tion can be gained about the dimensionality of the spin-diffusion process [101] and hence
about details of the polymer-phase morphology.

Macroscopic magnetization relies on the magnetic dipole moments of the nuclei in a
sample and is coupled to their spin states. The term spin diffusion denotes the transfer
of magnetization between neighboring spins mediated by dipolar couplings [17]. This
transfer is not a true diffusion process involving material transport7 but it is based on a
quantum-mechanical exchange process which, in a simplified picture, can be visualized
as reversible spin flip-flop processes. It occurs, if magnetization is distributed nonuni-
formly over a sample with the result that these differences will be compensated after
a certain time. The effect was named by Bloembergen in 1949, who found drastically
accelerated T1 relaxation in anorganic crystal compounds in the presence of paramag-
netic impurities with relaxation times deviating from the theoretical value by a factor
of 106 [136]. He discovered a magnetization transfer (i. e. spin diffusion) from the sur-
roundings of the rapidly relaxing paramagnetic centers to the more slowly relaxing bulk
material to be the reason for this behavior.

Based on a quantum-mechanical calculation (see Appendix F.1) it can easily be demon-
strated for a system of isolated pairs of spins 1/2, that a magnetization transfer in fact
takes place under dipolar interaction [17]. The transfer is efficient only if the dipolar

7However, the designation spin diffusion is well-established because at appropriate length scales the
magnetization transfer can be described by Fick’s second law for diffusion [17,116,136,137].
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coupling strength is larger than the difference between the resonance frequencies of the
nuclei involved. In essence, in the NMR spectrum there must be an adequate overlap
of the spectral lines of these coupling nuclei [17]. In polymers the density of protons is
high and their distances are small, e. g. ∼0.18 nm between the two protons of a CH2

group, usually resulting in an efficient proton spin-diffusion process due to strong dipo-
lar couplings (∼20 kHz) compared to the chemical shift frequency difference amounting,
e. g., to up to 4 kHz for a 400 MHz spectrometer (δ ∼ 1 ppm to 10 ppm). By contrast,
owing two their small natural abundance of 1.1 %, distances between the NMR-active
13C nuclei in polymers are typically larger (∼0.8 nm) and accordingly the resulting dipo-
lar couplings are considerably weaker (∼15 Hz) than for protons and low compared to
typical chemical shift frequency differences (in the range of kilohertz), so that direct
spin diffusion between these nuclei is very inefficient. It proceeds slowly, i. e. with time
constants of tens of seconds, and can usually be neglected [17,138]. Nevertheless there
are techniques which allow for the detection of 13C spin diffusion [17].

Contrary to material diffusion, spin diffusion is a coherent process, which can be re-
versed by inversion of the dipolar interaction. The Magic Sandwich Echo (MSE) se-
quence is an example for a sequence accomplishing a time reversal (see Section 4.2).

4.3.1. The Spin-Diffusion Experiment

(a)

(b)

Figure 4.8.: Basic scheme of a 1H NMR low-
field spin-diffusion experiment:
(a) generalized pulse sequence,
(b) development of the magne-
tization profile in a two-domain
sample system during the ex-
periment [17, 139]; the bottom
row depicts the free induction
decay (FID) of the transverse
magnetization measured at the
corresponding points in time,
exemplarily for the case of a
mobile-phase-selected low-field
experiment.

Spin-diffusion experiments in heterogeneous polymer systems allow the observation of
magnetization transfer from source to sink domains. For this pupose magnetization
in one of the polymer phases (denoted as source) is selected while it is depleted in the
rest of the system (referred to as sink) by means of specific filter sequences (see Sec-
tion 4.4). Thus, spatial gradients of magnetization are generated between source and
sink domains within the sample, which induce a magnetization transfer (i. e. spin dif-
fusion) during the subsequent mixing time τdiff towards the initially non-polarized sink
phase, until at long τdiff the magnetization is evenly distributed again (see Fig. 4.8).
The redistribution of magnetization among the polymer phases can directly be observed
in the corresponding signal intensity, provided that phase-selective signal detection is
possible. This is the case only if the polymer phases exhibit differences in NMR interac-
tions, such as chemical shift, dipolar coupling strength, relaxation times and so on. In
this case the equilibrium intensities of the NMR signals provide information about the
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phase composition of the sample.

In the course of the spin-diffusion process the magnetization first reaches structures
close to the magnetization source. Therefore information about the local arrangement
of the polymer phases can be deduced. Furthermore the speed of the re-equilibration
depends on the domain sizes and dipolar coupling strengths within the phases. The uni-
form magnetization distribution is, e. g., reached rapidly for small domains and strong
couplings. Thus, the development of magnetization with increasing mixing time τdiff
yields information on domain sizes (and geometry) and on characteristic spin-diffusion
coefficients of the phases (see Chapter 7).

The selection of magnetization as the first step of a spin-diffusion experiment is ac-
complished by a filter sequence (see Section 4.4) on the basis of differences in NMR
interaction strengths of the individual polymer phases in the sample. However, because
of a lack in chemical shift resolution, in low-field measurements one usually exploits
differences in local chain mobility and dipolar coupling strength between the phases for
filtering the magnetization as well as for phase-specific detection. Hence, only systems
with dynamic heterogeneity on an appropriate length scale are suited for this purpose.

4.3.2. The Differential Equation for Spin Diffusion

Experimental proton spin-diffusion data can be analyzed based on a solution of the dif-
ferential equation describing the spin-diffusion process. This equation is easily derived
under the assumption of a linear arrangement of spins in a row [17]. In this case the de-
velopment of magnetization Mi in direction of the magnetic field at the site i of one spin,
exchanging magnetization with its neighboring spins at i − 1 and i + 1 with a constant
rate R during a time ∆t via dipolar couplings, can be described by a Master equation:

∆Mi

∆t
= (RMi+1 −RMi) + (RMi−1 −RMi) .

Reformulating this equation yields

∆Mi

∆t
= D

(Mi+1 −Mi)− (Mi −Mi−1)

(∆x)2
, (4.10)

with ∆x andD = R(∆x)2 being the distance between the spins in the row and the (in this
case constant) spin-diffusion coefficient, respectively. For 1H spin diffusion in polymers,
because of the high proton density, it is allowed to transform this discrete equation
into a continuous one, i. e. to approach ∆t → 0 and ∆x → 0. In this limit one finds a
continuous differential equation, Fick’s second law for one-dimensional magnetization
transport, with the spatial coordinate x, the time coordinate t and a constant diffusion
coefficient D:

∂M(x, t)

∂t
= D

∂2M(x, t)

∂x2
. (4.11)

The general equation for a k-dimensional process and a variable diffusion coefficient D
reads:

∂M(r, t)

∂t
= ∇ (D(r, t)∇M(r, t)) =

1

rk−1
∂

∂r

(
rk−1D

∂M(r, t)

∂r

)
. (4.12)

Here, r is the spatial coordinate and k the number of orthogonal dimensions along which
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a gradient of magnetization exists [102]. Depending on the diffusion scenario the dimen-
sion parameter k can adopt the following values [139]:

k =


1 for a lamellar system,
2 for cylinders in a matrix and
3 for spheres or cubes in a matrix.

In case of a constant diffusion coefficient D and a lamellar arrangement of domains
Eq. 4.12 reduces to Eq. 4.11.

If there are further reasons for changes in magnetization apart from spin diffusion,
for instance due to additional magnetization sources or sinks or material transport,
corresponding terms have to be incorporated into the diffusion equation. True chain
diffusion through the crystallites takes place, e. g., in PE or poly(ethylene oxide) [140].
If spin and chain diffusion occur on a similar time scale, a second diffusion term has to
be supplemented to Eq. 4.12. However, this is not necessary for crystal-fixed polymers.
Effects of longitudinal relaxation are introduced by means of an additional term 1

T1
(M0−

M(r, t)) [141, 142] (cf. Section 7.3), where M0 denotes the equilibrium magnetization at
long times t→∞ und T1 is the longitudinal relaxation time constant.

The spin-diffusion equation 4.12 was solved analytically by many authors for special ge-
ometries similar to the situation in heterogeneous polymer systems, i. e. arrangements
of two or three polymer phases and distinct dimensionality k of the spin-diffusion pro-
cess, considering different initial and boundary conditions [89,95,97,101,102,116,139,
142–144]. Solutions for k > 1 can be derived by k-fold multiplication of the solution for
k = 1, if the diffusion process is assumed to be uniform in each of the dimensions [139].
A one-dimensional geometry corresponds, e. g., to the idea of the idealized lamellar ar-
rangement of crystallites in a semicrystalline polymer and will be used for data analysis
in Chapter 7.

Regrettably, analytical solutions of Eq. 4.12 are complex and difficult to handle. Further-
more, they cannot be obtained under consideration of T1 relaxation for the geometries
named above. This does not pose a problem for the analysis of spin-diffusion data, if
either spin diffusion or T1 relaxation clearly dominates the time development of magne-
tization. The former applies for very slow T1 relaxation compared to the characteristic
spin-diffusion time (d2/D) [141, 145], i. e. T1 >> (d2/D), the latter in the opposite case
T1 << (d2/D). Here, (d2/D) is the time needed to transfer magnetization through a re-
gion of thickness d assuming a constant diffusion coefficientD. However, once spin diffu-
sion and T1 relaxation take place on the same time scale, (d2/D) ≈ T1, the relaxation has
to be taken into account in the analysis, as it influences the development of longitudi-
nal magnetization during the mixing time.8 In semicrystalline polymers typical domain
sizes d amount to ∼10 nm and spin-diffusion coefficients range between 0.1 nm2/ms
and 1 nm2/ms, resulting in characteristic diffusion times (d2/D) between 100 ms and
1000 ms. In strong magnetic fields longitudinal relaxation usually proceeds slowly, with
typical proton T1 values at 400 MHz being in the range of seconds. Hence, the magneti-
zation development is dominated by spin diffusion. Yet, at low field strengths T1 is much
smaller, ranging between ∼ 50 ms and several hundreds of milliseconds for a 20 MHz

8On the other hand, in a Saturation-Recovery experiment for the determination of T1, spin diffusion
occuring during the waiting period τsatr has to be considered (see Section 5.1).

Dissertation of Kerstin Schäler Page 29



4. Low-Field Proton NMR Applications for the Investigation of Semicrystalline Polymers

Figure 4.9.: Magnetization development in a simulated spin-diffusion experiment for a one-dimensional
three-phase system, i. e. a periodic sequential arrangement of source and sink domains with
interphases between them, under the influence of T1 relaxation for different settings of T1.
Without the effect of T1 relaxation, the intensity ratio at long mixing times τdiff represents the
mass fractions of the distinct phases in the system. The simulation parameters are given in
the table. The simulation is adapted to an experimental setup where longitudinal relaxation
causes an intensity decay due to alternating storage of magnetization along and opposite to
the direction of the magnetic field in subsequent scans.

spectrometer. Here, T1 is in the order of the characteristic spin-diffusion time and T1
relaxation cannot be neglected. Fig. 4.9 shows the effect of T1 relaxation on the mag-
netization development in a spin-diffusion experiment simulated for a one-dimensional
spin-diffusion scenario.

There are methods for reducing the T1 influence in spin-diffusion experiments. One op-
tion is the alternating storage of magnetization along and opposite to the direction of
the magnetic field by a so-called z filter after the selection period in subsequent scans,
to partially eliminate relaxation effects from consecutive measurements [17]. This tech-
nique works properly only if the magnetization is destroyed after the selection period.
Yet, this is not possible in a spin-diffusion experiment, as in this case no magnetization
transfer could take place anymore [146]. For magnetization unequal to zero this proce-
dure induces a decay of magnetization (see Fig. 4.9), which can be analyzed more conve-
niently than a build-up resulting from measurements without z filter. It was therefore
used in all spin-diffusion measurements discussed in the following. As an alternative a
180° pulse can be inserted during the mixing time τdiff in a way that T1 effects before and
after the pulse cancel each other out. However, this method operates effectively only in
case of a single relaxation time of the whole system [146]. As the different components
of a heterogeneous polymer system usually differ in their T1 time constants, there is
no other option up to now than to solve the differential equation 4.12 numerically after
introduction of a T1 relaxation term [8,108,109,141,147] (see Section 7.3).

4.4. NMR Filter Sequences

A variety of filter sequences usable for low-field spin-diffusion experiments can be found
in literature. So-called T2 filters relying on different T2 relaxation times of the polymer
components serve to select magnetization in mobile polymer phases. Well-known ex-
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amples of this type are the Hahn echo filter [96, 133, 134, 148] and the Goldman-Shen
filter [76,113,116,117,131,147,149–151]. Yet, the latter creates signal disturbances, the
origin of which still seems to be under discussion [8,117,150].9 Dipolar filters base upon
the differences in dipolar coupling strengths between the polymer phases. A part of this
filter class including, e. g., the 12-pulse sequence [94,98,106–108,112,120,127,132,153],
the Magic Sandwich Echo (MSE) [89,95,110,144] and the Magic And Polarization Echo
(MAPE) [8] exploits the incomplete averaging of the dipolar couplings in case of long
sequence durations in terms of long cycle times in the Average Hamiltonian sense (see
Appendix D.1.1) to achieve a filter action. They allow for the selection of magnetiza-
tion in mobile polymer components. For selecting rigid-phase magnetization double-
quantum filters can be employed [78,97,101,103,144], as originally proposed by Graf et
al. [154] for 2D measurements in combination with sample spinning and refined by Ba
and Ripmeester [155] for usage in static 1D experiments.

(a) (b)

Figure 4.10.: Schematic sketch of the MAPE dipolar filter sequence (a) and the double-quantum filter
sequence (b). Both include a z filter for usage in spin-diffusion experiments (see Section 4.3).
The narrow bars in the plots denote 90° pulse and the broad ones in (b) represent 180°
pulses. The two ’sandwich’ pulse blocks of length 2τM in the MAPE sequence in (a) are
composed of four 90° pulses each, separated by intervals (2)τϕ as in the case of the MSE
sequence (see Figs. 4.4 and D.2). The duration of the MAPE filter amounts to 6τM with
τM = 2τp90 + 4τϕ. The MAPE phase cycle is ϕ1 = y y , ϕ2 = y y and ϕ3 = x x and the DQ
phase cycle is ϕDQ = y x y x.

For the investigations presented in this thesis, two filter sequences were used, which
proved to work well in blockcopolymers [8,156]:

• the MAPE sequence and

• a double-quantum filter.

Both sequences are depicted schematically in Fig. 4.10. Their adaptation to an appli-
cation to semicrystalline polymers is demonstrated for the case of PCL in the following
subsections. As an example, Fig. 4.11 shows the filtered time-domain signals in compar-
ison to the FID and MSE signal for PCL.

9The utilization of T1 filters in spin-diffusion experiments is unfavorable. In case the difference of the
apparent T1 relaxation times between the polymer components is high enough to be appropriate for
filtering, spin diffusion must be very slow, as otherwise it would soon have equilibrated the magnetiza-
tion discrepancy due to this T1 difference in a T1 measurement and only a small apparent T1 gap would
have resulted. Such a slow spin-diffusion process, however, can only transfer magnetization over very
short distances precluding a meaningful analysis of the diffusion data [17]. Moreover, T1,% filters, e. g.,
the Packer sequence for selecting rigid-phase magnetization [141], cause problems inasmuch as spin
diffusion already occurs during the filtering process. Thus, the beginning of the spin-diffusion process
is not accessible for detection and therefore small domain sizes cannot be measured [17,152].
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Figure 4.11.: Comparison of a FID and MSE sig-
nal for PCL at 45°C with signals from
spin-diffusion experiments for a very
short mixing time τdiff = 0.21 ms,
using a MAPE (τϕ = 37 µs) and a
double-quantum filter (τDQ = 13.8 µs)
as depicted in Fig. 4.10. All signals
were normalized with respect to the
total FID intensity at t = 0, de-
rived from a Curie-corrected FID of
the molten sample.

4.4.1. The MAPE Dipolar Filter Sequence

Similar to the MSE sequence the MAPE sequence comprises a ‘sandwich‘ part consist-
ing of blocks of 90° pulses between two flanking pulses (see Fig. 4.10 (a)). Moreover, as
for the MSE, the mode of action is based on the refocusing of rapidly decaying signal due
to strong dipolar interactions (see Appendix D.1.2). In contrast to the MSE sequence,
here the ‘sandwich‘ pulses are directly applied to longitudinal magnetization (polariza-
tion) instead of tranverse magnetization. The generated echo is therefore named Magic
and Polarization Echo (MAPE) [8]. As the MAPE refocusing efficiency is reduced in
case of too strong dipolar couplings (cf. Section 4.2), the MAPE sequence, like the MSE
sequence, can be used as a dipolar filter. Omitting the unnecessary generation of trans-
verse magnetization, it is even more direct than the MSE filter.

The MAPE dipolar filter serves to select magnetization in the slowly relaxing mobile-
amorphous phase of a semicrystalline polymer due to weak dipolar couplings there. For
this purpose the filter length 6τM has to be set in a way, that the refocusing condition
6τM � 1/ωD (see Section 4.2) is violated for the rather strongly coupled crystalline and
interphase regions, but fulfilled for the weakly coupled mobile-amorphous phase, so
that the crystalline-phase and interphase signal is filtered out from the total signal and
discarded. The parameter for tuning the filter action is the inter-pulse spacing τϕ.

In Fig. 4.12 (a) MAPE-filtered time-domain signals, detected after application of the
MSE sequence, are depicted to demonstrate the effect of the filter length variation. In
case of PCL it is not possible to choose a perfect filter duration because a clear criterion
to distinguish between the interphase and the mobile-amorphous-phase signal cannot
be discerned. The curve shapes are rather unspecific except for the shortest durations.
Fitting the data with a modified (stretched or compressed) exponential I0 exp(−t/T ∗2 )ν ,
starting with the curves for the longest filter, reveals a continuous change in curve shape
as indicated by a continuous decay of T ∗2 and ν (see Fig. 4.12 (b)). This finding hints at
a gradient of mobility through the rigid-amorphous and mobile-amorphous phase. Such
gradients have been found before, e. g., in investigations on segmented poly(urethanes)
using a Goldman-Shen filter [151]. When fitting the MAPE-filtered data with a sum of
three modified exponentials, starting with the curve for the shortest filter, one of the
three fit contributions disappears at an inter-pulse spacing τϕ between 14 µs and 18 µs,
and a second one between 36 µs and 38 µs. These vanishing components are interpreted
as crystallite and interphase signal component, respectively. Hence, for PCL one MAPE
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(a) (b)

Figure 4.12.: (a) MAPE-filtered MSE curves for PCL at 45°C, detected in spin-diffusion experiments with
a short mixing time τdiff = 10 µs and different inter-pulse delays τϕ in the MAPE ’sandwich’
blocks. The inset shows the curve chosen as the amorphous-phase signal with a correspond-
ing fit using a modified (stretched or compressed) exponential function; (b) Parameters T ∗2
and ν from a fit with a single modified exponential function to the data depicted in (a) as a
function of the MAPE inter-pulse delay τϕ (see text).

cycle with an inter-pulse delay τϕ = 37 µs was used throughout the measurements to
isolate the signal of the mobile-amorphous phase.

Mobile-phase-filtered signals are easily detected by using the spin-diffusion sequence
depicted in Fig. 4.8 with the MAPE filter and a very short mixing time to avoid spin
diffusion. From these signals the shape parameters T ∗2a and νa can be determined sep-
arately by a fit with a modified exponential function as described in Section 4.1 and
used as fixed parameters in fits to FID or MSE signals to stabilize and accelerate the fit.
But, as the choice of the MAPE filter length affects the shape of the signal ascribed to
the mobile-amorphous phase, it slightly influences the mobile-amorphous fraction, mea-
sured in the sample, as well as the shape parameters of the interphase signal and the
detected interphase fraction, obtained from a fit to the FID or MSE. The effect cannot be
avoided and represents a source of uncertainty in the determination of the phase frac-
tions. It should, in particular, be considered when comparing data sets detected with
different MAPE filter lengths. For PCL, an elongation of the MAPE inter-pulse delay by
about 8 µs (from τϕ = 38 µs to 46 µs) results in a decrease of the fraction of the mobile-
amorphous phase and an increase of the fraction of the rigid-amorphous interphase by
up to 2 % each, while the sum of both fraction stays constant. A shortening of the filter
length, however, causes stronger deviations.

4.4.2. The Double-Quantum Filter Sequence

Strong dipolar couplings between spins create a complex network of interacting spins in
which multi-quantum coherences, involving orientation correlations between interact-
ing spins (see Appendix C) [53], can be excited by certain rf-pulse sequences [54, 155].
For the investigations presented herein, a well-known and simple pulse sequence for
excitation of multi-quantum coherences was used as a double-quantum filter for the
selection of magnetization in the rigid polymer phase (see Fig. 4.10 (b)) [154,155,157].
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The mode of action of the sequence is demonstrated for a system of isolated pairs of spins
1/2 in the Appendix D.2 and shall be described here only briefly. The sequence is devided
into a preparation and a reconversion part. The former, comprising two 90° pulses,
separated by a short time interval τDQ, accomplishes the field-independent excitation
of double-quantum coherences in the sample.10 As such a coherence itself cannot be
detected directly, it is reconverted into longitudinal magnetization in the second half
of the sequence by repeating the first half, however, applying a 4-step phase cycle over
the pulse pair (see Appendix D.2). Signal detection is achieved here by means of the
MSE sequence for refocusing rapidly decaying crystallite signal. (In practice this is
again realized by using the spin-diffusion sequence depicted in Fig. 4.8 with a very short
mixing time.) The 180° pulses in the middle of the excitation and reconversion parts
eliminate effects due to resonance offsets and magnetic field inhomogeneity during the
corresponding period in the sequence [157,158].

The efficiency of the excitation and reconversion of double-quantum (DQ) coherences,
i. e. the portion of originally longitudinal magnetization which is converted into DQ
coherence and reconverted back into magnetization, depends on the product of the
strength of the dipolar interactions between the spins and the duration of the excitation
time τDQ [54]. The longer the excitation time (within a certain range) or the stronger
the couplings, the more magnetization is converted, and the higher is the final signal
intensity.11 Using a short, fixed excitation time τDQ, the sequence excites DQ coherences
efficiently only in strongly coupled sample regions, such as the crystallites in semicrys-
talline polymers. Hence, the measured signal intensity originates from these regions
only. This filter effect shall be used here to select crystallite magnetization. As the T1
relaxation does not affect DQ coherences, it does not influence the filtered signal also
for long filter durations [155]. This feature makes the filter suited for spin-diffusion
experiments. However, there is a strong signal loss due to the filter, as only a portion of
the crystallite signal is converted into DQ coherence and back.

Figure 4.13.: Double-quantum-filtered MSE sig-
nals for PCL at 30°C, detected in
spin-diffusion experiments with a
short mixing time τdiff = 20 µs, for
varying excitation times τDQ. The in-
set shows the total signal intensities
at t = 0 as a function of τDQ.

By changing the excitation duration τDQ the filter action can be tuned. In the ideal case,
only magnetization from spins in crystalline regions should be selected. In Fig. 4.13 DQ-
filtered MSE signals of PCL are depicted for different excitation times. As expected, with

10Additionally, the sequence also excites higher order coherences, but only to a negligible extent at the
short excitation times τDQ used here [40].

11This provides the opportunity to derive the dipolar coupling strength, e. g., in polymer networks, by
measuring the reconverted double-quantum intensity as a function of τDQ [40].
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increasing τDQ magnetization from more weakly coupled spins in the interphase and
the mobile-amorphous phase is increasingly selected, indicated by the rising portion of
slowly decaying signal. The total signal intensity is built up until a maximum is reached
at τDQ,max ≈ 16 µs. It decays again at higher τDQ due to molecular motions which change
the dipolar coupling strength on the time scale of the sequence length and thus hamper
an efficient reconversion of DQ coherences [40].

At every excitation time τDQ the filtered PCL signal contains a slowly decaying mobile-
phase-like component (see Fig. 4.13) which even does not vanish near the DSC glass
transition (where it still originates 4% of the total signal intensity at τDQ = 13 µs). Such
a deficit in DQ filter efficiency is known from literature (cf. Ref. [95]) and is present also
for a poly(styrene)-poly(butadiene) diblock copolymer (see Fig. 4.15). Actually, fitting
the DQ-filtered MSE signals of PCL with an appropriate quality is possible only us-
ing a three-component function as given by Eq. 4.6, while a two-component function is
less suited to describe the data (see Fig. 4.14 (a)). Accordingly, the frequency spectrum,
i. e. the Fourier transform of the filtered MSE signal, shows a superposition of a broad
line related to the crystallites and two smaller, more narrow components, which seem-
ingly correspond to interphase and mobile-amorphous phase (see Fig. 4.14 (b)). More-
over, at very short mixing times τdiff < 0.1 ms the signal component associated with the
mobile-amorphous phase is enlarged compared to longer mixing times τdiff ≈ 0.21 ms.
This is probably a filter artifact, the reason of which remains unclear. The diffusion of
magnetization from crystallites to the interphase sets in already at τdiff ≈ 0.5 ms, and
proceeds to parts of the mobile-amorphous phase during the first 3 ms. This should be
considered when selecting the settings for the measurement of crystalline-phase-filtered
signals.

(a) (b)

Figure 4.14.: (a) Double-quantum-filtered MSE signal for PCL at 45°C, detected in a spin-diffusion ex-
periments with a short mixing time τdiff for an excitation time τDQ = 16 µs compared to fits
using two and three components (see text); (b) normalized Fourier transform of the signal in
(a) with Fourier transformed fit components from the three-component fit, marked c, i and
a, denoting crystalline-phase, interphase and mobile-amorphous-phase signal, respectively.

Powder Averaging. For glassy samples it is known that the magnetization left by
the DQ filter is inhomogeneous in its strength throughout the material, because, accord-
ing to the orientation of the interconnection vectors of dipolarly coupling spins (cf. Sec-
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tion 3.3), different chain segments exhibit different coupling strengths. At short exci-
tation times τDQ < τDQ,max, longitudinal magnetization arising from the most strongly
coupled spins is selected. It originates from dense sample regions with spin interconnec-
tion vectors being oriented preferably in the direction of the magnetic field. In absence
of further rf pulses this magnetization is now redistributed within the sample, due to 1H
spin diffusion, reaching also more weakly coupled parts of the glass with unfavorable
spin pair orientation. After a suitably long mixing time τdiff a re-equilibration of the
magnetization is accomplished (cf. [158]). This equilibrating process is called powder
averaging and is accompanied by a decrease in the average dipolar coupling strength of
the polarized material to an equilibrium value, reached for the uniformly magnetized
glass.

The powder averaging is demonstrated in Fig. 4.15 for a poly(styrene)-poly(butadiene)
(PS-PB) block copolymer at 45°C with a glassy PS phase and a rubbery phase containing
mainly PB [159]. Here, the DQ filter was used to select magnetization from the glassy
PS phase. The decrease in the measured, mean coupling strength during the equilibra-
tion is reflected by the slow-down of the decay of the DQ-filtered MSE signal and the
decrease in the second moment M2 of the line shape with increasing mixing time τdiff,
approaching the equilibrium value derived from an unfiltered MSE signal.

Figure 4.15.: Double-quantum-filtered MSE signals for a PS PB block copolymer at 45°C (upper left) and
PCL at 30°C (upper right), detected in spin-diffusion experiments for a short excitation
times τDQ at varying mixing time τdiff as indicated in the plots, and second moment M2 of
the line shape for the same samples and temperatures (lower row; left: PS PB, right: PCL)
as a function of the mixing time τdiff for various excitation times τDQ. The intensity in the
upper-row graphs, obtained as spectrometer output data, is given in arbitrary units.

At long excitation times τDQ > τDQ,max the filter selects magnetization from rather

Dissertation of Kerstin Schäler Page 36



4. Low-Field Proton NMR Applications for the Investigation of Semicrystalline Polymers

weakly coupled regions within the glassy phase (and interphase), while it depletes mag-
netization from the strongly coupled glassy regions. This occurs in analogy to the filter
action of the MAPE (and MSE) filter at long filter durations

(
� ω−1D

)
, due to imper-

fections of the sequence which cause an insufficient time averaging of the spin inter-
actions12 [155] inducing a loss of signal from strongly coupled regions.13 Here, the re-
equilibration is accomplished by a magnetization transfer from more weakly to more
strongly coupled spins within the glassy domains, leading to an increase of the aver-
age coupling strength of the polarized material and the second moment M2 with rising
mixing time (see Fig. 4.15).

However, the situation is different in semicrystalline polymers, such as PCL. As demon-
strated in the right column of Fig. 4.15, indeed M2 of the crystallites, determined from
DQ-filtered MSE signals, decreases with rising excitation time, as a result of the de-
creasing average coupling strength of the material excited by the filter (see above). At
large excitation times τDQ > τDQ,max also values below the equilibrium value for uni-
formly magnetized crystallites (derived from a non-filtered MSE signal) are reached.
However, no equilibration due to a redistribution of magnetization can be seen at rising
mixing time. Instead, the second moment M2 of the line shape and hence the dipolar
coupling strength remains constant.

These findings can be explained by considering the phase morphology in PCL. In the
crystalline lamellae with their (more or less) all-trans chain conformation, the spin-spin
interconnection vectors of the two protons bonded to a carbon atom all have the same
direction with respect to the magnetic field (see Fig. 4.16) and hence exhibit the same
coupling strength.14 Moreover, within their stacks the lamellae are arranged parallely.
Thus, after application of the DQ filter magnetization should be distributed uniformly
within the crystalline material of a stack of lamellae according to the distinct orien-
tation of the spin pairs and the corresponding coupling strength. Yet, as in a powder
sample the stacks are isotropic in their orientational distribution (see Fig. 4.17), differ-
ent stacks possess different magnetization levels. The measurement results depicted
in Fig. 4.15 indicate that missing magnetization in one stack cannot be compensated
by spin diffusion from other stacks with a higher magnetization level at short mixing
times. The lack in magnetization transfer is presumably caused by a missing direct
contact between the lamellae of different stacks, which forces magnetization to pass
the amorphous regions first. However, the latter process is slow because of the small
diffusion coefficient of the mobile-amorphous phase (see Section 7.1). By contrast, the
glassy PS regions in the block copolymer contain chains with different segmental orien-
tations and thus varying dipolar coupling strengths throughout the individual domains,
enabling the equilibration at short mixing times.

Because of the missing equilibration of the magnetization distribution within the crys-
talline phase of PCL, for filtering purposes an excitation time τDQ should be used, which
directly generates the most uniform magnetization distribution in all crystallites. One
can easily find an excitation time, where M2 of the filtered signal agrees well with the

12In the case of too long sequences (or too strong couplings, respectively) higher order effects in the Average
Hamiltonian become too large to be neglected (see Appendix D.1)

13Hence, the DQ filter is in principle also suitable as a mobile-phase filter, when an appropriately long
excitation time is used (cf. Ref. [95]).

14The mean dipolar coupling strength is dominated by the coupling between those geminal protons as a
result of their close proximity.
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Figure 4.16.: Structure of the PCL monomer
within the crystallites [49, 51].
The black, blue and red spheres
represent the carbon, hydrogen
an oxygen atoms, respectively.

Figure 4.17.: Schematic plot of isotropically oriented
stacks of lamellae within a semicrys-
talline polymer, with crystallites and
amorphous regions marked in orange
and grey, respectively.

one of the non-filtered MSE. However, at this value the filtered signal comprises a signif-
icant interphase portion. Hence, a compromise has to be made, considering the purest
possible crystallite signal with the highest possible intensity and the most uniform dis-
tribution of magnetization within all crystallites. The purest crystalline-phase signal is
attained in PCL for an excitation time τDQ = 13.8 µs and a short mixing time of ∼ 0.2 ms.
In this case ∼ 10 % of additional signal (relative to the intensity of the crystalline-phase
signal) from the interphase (∼ 7%) and the mobile-amorphous phase (∼ 3%) are de-
tected. However, here, the lamellar stacks are not polarized completely and uniformly.
The average coupling strength of the regions in which magnetization is selected by the
filter, is slightly higher than in case of a uniform distribution of magnetization, indicated
by a slightly higher second moment M2. Hence, the values of the shape parameters a
and b, derived from a fit to a DQ-filtered MSE and a pure MSE, differ. Nevertheless, for
fits to data from DQ-filtered spin-diffusion experiments it seems reasonable to keep a

and b fixed at values obtained from fits to the non-filtered MSE signal, in order to ensure
a high fitting speed and stability. In doing so, the fitting quality proved to be sufficient.
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5. Dynamics in Crystallites of Semicrystalline Polymers

In semicrystalline polymers dynamics take place within the mobile-amorphous domains,
but also within crystallites and interphase regions, with correlation times, which may
range from picoseconds to seconds and longer. Investigations of the dynamical processes
are relevant with regard to material design, as molecular motions in a polymeric ma-
terial are related to its macroscopic characteristics, such as brittleness, load capacity,
mechanic moduli, creep or drawability [17,43,44,160]. According to their time scale rel-
ative to the time scale of the inverse interaction frequency, motions are usually classified
into fast, intermediate and slow motions (see Fig. 5.1). A number of NMR techniques
is available for studying dynamical processes with respect to their characteristic corre-
lation time, amplitude and geometry. Depending on the motional regime, they rely on
different effects of the dynamics on the NMR signal [53].

Figure 5.1.: Classification of motions in polymers according to their correlation time τc or motional rate
k ∝ 1/(τc) relative to the time scale of the (inverse) NMR interaction frequency.

In this chapter, chain dynamics within the PCL crystallites shall be examined, using
different low-field and high-field NMR techniques. Here, the focus is placed on the
investigation of possible intermediate-regime motions, which might give hints to an αc
process, i. e. helical jumps within the crystallites. The presence of such motions in PE
crystallites is well-known from literature (see Section 5.2). In the second part of this
chapter the time scale of this chain flip motion will be studied quantitatively, by means
of the MSE sequence and compared for different sample morphologies and molecular
weights.

5.1. Investigation of PCL Crystallite Dynamics on Different Time
Scales

As known from literature, the linear aliphatic polyamide Nylon does not exhibit an αc
process [44], because of its long repeat unit and the high energetic barrier for rota-
tional and translational motions of the crystalline chain stems, which would require the
breaking of hydrogen bonds between the stems [45]. The molecular structure of PCL
is very similar to the one of Nylon and accordingly one would assume that PCL is a
crystal-fixed polymer as well. However, from a comparison of simulated spectral line
shapes with measured Chemical-Shift Anisotropy (CSA) patterns, Kaji and Horii con-
cluded that jump motions of the methylene groups in the intermediate to slow-motion
regime take place in PCL crystallites [161]. Moreover, Ito et al. detected a mechanical α
relaxation and a decay of the second moment of the NMR proton line shape in different
linear aliphatic polyesters with long repeat units, which also indicates the occurrence of
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an αc process within the crystallites [162].1 Yet, they did not investigate PCL directly,
but samples with even numbers of methylene groups between the COO groups. Still, a
consistent overall picture of PCL crystallite dynamics is missing. Hence, here investi-
gations on PCL dynamics were performed by means of 1H low-field T1, FID and MSE
measurements as well as 13C high-field DIPSHIFT and CODEX experiments, in order
to clarify, which kinds of motions take place in PCL crystallites.

Spin-Lattice Relaxation in PCL. The term spin-lattice relaxation designates the
build-up of longitudinal magnetization in a static magnetic field (see Section 3.1) due to
the energy exchange of the nuclear spins with their environment, the so-called lattice.
This process is induced by fast fluctuations of the local, effective magnetic field strength,
mediated by, e. g., the varying dipolar coupling strengths between the spins as a result
of molecular dynamics [17, 53]. Motions taking place with rates close to the Larmor
frequency ω0 enable an effective energy transfer between the spins and the lattice and
cause a fast relaxation with a short relaxation time constant T1. At much higher or lower
rates an efficient coupling between the spins and the lattice is not possible, resulting in
a slow relaxation with a high value of T1 [65,164].

As temperature variations cause changes in the correlation time and the rate of molec-
ular motions, T1 measurements at different temperatures can give information about
the time scale of motions within a sample to a certain extent. In order to determine 1H
T1 relaxation time constants of PCL, Saturation-Recovery experiments [55] have been
performed for an industrially produced PCL sample (Mn = 42.5 g/mol) between 27°C and
50°C using the low-field spectrometer (B0 = 0.5 T). Here, the longitudinal magnetization
was destroyed by means of a saturation comb of 90° pulses and rebuilt during an incre-
mented waiting period τSatr. In order to avoid signal loss during the receiver dead time,
the MSE sequence was used to detect the rebuilt signal. Fig. 5.2 (a) exemplarily depicts
measured signals at 45°C for different values of τSatr. It demonstrates the build-up of
magnetization at increasing waiting time. The signal contributions of the different poly-
mer phases have been evaluated by fitting the measured signals by means of Eq. 4.6.
They were corrected for MSE signal loss, according to the explanations in Section 4.2.

As shown in Fig. 5.2 (b) for the mobile-amorphous and the crystalline phase, the magne-
tization build-up cannot be described by a monoexponentially rising function. The rea-
son for this finding is, beside a possible distribution of T1 time constants, the occurrence
of proton spin diffusion (see Section 4.3) on the time scale of the spin-lattice relaxation,
inducing a mixing of information from both processes in the measured data [8,145,165].
In the case of PCL, the mobile-amorphous phase, with its fast intrinsic T1 relaxation
and magnetization build-up, acts as a source of magnetization for the more slowly re-
laxing rigid-amorphous interphase and crystalline phase. Hence, during the relaxation
it transfers magnetization into these phases via spin diffusion,thus modifying the shape
of the build-up curves of all three phases.

Here, a fit to the total build-up curve of the complete sample, using a sum of mo-
noexponentially rising functions, will neither yield reliable information on the num-
ber of individual physical phases within the sample, nor true T1 relaxation time con-

1The origin of the mechanical α process is not clarified completely. In PE, e. g., two α processes were found.
One of them seems to result from block slips and the other one is said to originate from the diffusive
chain motion through the crystallites, which is based on local chain flips, i. e. the αc process [163].
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(a) (b)

Figure 5.2.: Saturation-Recovery measurement of PCL (Mn = 42.5 kg/mol) at 45°C: (a) Measured data
for different build-up times τSatr between 0 and 2000 ms, detected by means of the MSE
sequence. The inset shows the normalized and corrected signal intensities sc, sa and si of
crystalline phase, mobile-amorphous phase and interphase, respectively, as a function of τSatr

(see text). The label τrec designates the receiver dead time; (b) Signal intensities of the mobile-
amorphous phase and the crystalline phase, as given in the inset of (a), but normalized to
a plateau value of 1. The dash-dotted lines represent fits with monoexponentially rising
functions and the solid lines depict linear fits to the initial curve rises with a close-up view
given in the inset.

stants [145,147]. Such true time constants can only be obtained by taking into account
the spin-diffusion process [142], e. g., by model fits with simulated build-up curves. How-
ever, from the Saturation-Recovery build-up curves of the individual phases, time con-
stants T1,ini can be estimated from the very initial slope by fitting the initial curve rise
by means of a linear function and by evaluating the time, at which the fit curve meets
the plateau intensity of the build-up curve at long τSatr (see Fig. 5.2 (b)). In case of a
suitably narrow fitting region, the T1,ini values determined this way are hardly distorted
by spin diffusion, because, at the beginning of the build-up process, the magnetization
levels of all phases are equal (Mz = 0) and a driving force for spin diffusion does not
exist [152].

Figure 5.3.: Relaxation time constants T1,ini of the
individual PCL phases as a function of
the inverse measurement temperature,
derived from Saturation-Recovery mea-
surements of industrially produced PCL
(Mn = 42.5 kg/mol). The solid lines
are guides to the eye. The dashed,
straight lines mark the melting tem-
perature Tf and the lower temperature
limit, at which chain dynamics within
the mobile-amorphous phase start to
freeze, so that a time-domain signal
decomposition becomes unreliable (see
Section 4.1).
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By examining these T1,ini time constants of PCL in the investigated temperature range
(see Fig. 5.3), two trends can be found:

• T1,ini decreases with decreasing temperature for all three polymer phases and

• the time constants of the mobile-amorphous phase are considerably smaller than
the ones of the crystalline phase, while the values for the interphase lie in between.

For a Debye process, i. e. a motional process characterized by a single correlation time
τc and a monoexponential decay of the correlation function, the correlation-time de-
pendence of the T1 relaxation time constant can be described by an inverse Lorentzian
function with a sharp minimum where the motional rate (1/τc) equals the angular Lar-
mor frequency ω0 of the spins [17, 53]. Assuming an Arrhenius dependency of τc on
the temperature T , the T1 curve can be represented as a function of temperature (see
Fig. 5.4) [17]. In case of the low-field spectrometer used here with a magnetic field
strength of 0.5 T, a T1 minimum would indicate a motion with a correlation time τc of
about 8 ns. In polymers, however, the situation is usually more complex. Here, dif-
ferent motional processes, characterized by distributions of correlation times, occur on
different time scales (see, e. g., Ref. [42]). While the existence of several motional pro-
cesses with strongly differing correlation times results in the occurrence of several T1
minima, a distribution of correlation times in a narrow range causes a broadening of the
T1 minimum (see Fig. 5.4).

For PCL no T1 minimum can be found in the investigated temperature range at the
magnetic field strength of 0.5 T. The slow decay at decreasing temperature hints at a
broad distribution of correlations times τc. The measured temperature trend shows,
that the motions which bring about the T1 relaxation are fast compared to the (angular)
Larmor frequency of the proton spins (ω0 ≈ 2π×20 MHz), i. e. τc < 8 ns (cf. Fig. 5.4).

The order of the T1 relaxation time constants of the different polymer phases

T1c > T1i > T1a ,

with the labels c,i and a naming the crystalline phase, mobile-amorphous phase and
interphase, is already known for the PCL carbon atoms [161], but also for PE [76, 152].
The fact, that each polymer phase exhibits an own, specific T1 temperature dependence,
indicates that the motional processes within the crystallites and the amorphous regions

Figure 5.4.: Dependence of T1 on the inverse tem-
perature for a Debye process with a
single correlation time τc (see text)
and for a superposition of 5 De-
bye processes with different correla-
tion times. All curves were calculated
under the assumption, that τc(T ) fol-
lows an Arrhenius dependence τc(T ) =
τ0 exp(EA/kT ). The labels ’fast’ and
’slow’ refer to a classification of a mo-
tional rate compared to the Larmor fre-
quency ω0.
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are of basically different origin.

Presumably, the T1 relaxation within the mobile-amorphous domains is induced by fast,
cooperative segmental motions or even faster local motions, which are known in the
form of the α, β and γ relaxation from dielectric spectroscopy measurements of PCL
[166–168] and have been detected in dynamic-mechanical experiments as well [169].
These relaxation processes might exhibit motional rates larger than ω0 ≈ 2π×20 MHz
in the temperature range investigated here. However, a direct determination of the
correlation time of these processes by dielectric spectroscopy is not possible, because at
such high temperatures the signal is superimposed by the conductivity of free ions and
the interfacial polarization [168].

In the fast limit, i. e. for motions being very fast compared to ω0, the value of T1 depends
on the strength 〈B2

flukt〉 of the local magnetic field fluctuations arising from the variation
of the dipolar couplings between spins due to the molecular motions [53]:

T1 ∝
1

〈B2
flukt〉

Hence, the increased T1 values of the interphase, compared to the ones of the mobile-
amorphous phase, can be explained by the smaller amplitude of motions within the in-
terphase due to the restriction of mobility which follows from the fixation of the chains in
the crystallites at one end and reduces the fluctuation strength of the dipolar couplings.

In the crystalline region the enhanced packing density of the chains and their dimin-
ished mobility do not permit segmental reorientations. Here, presumably fast vibrations
of the methylene groups take place at small amplitudes, which cause small fluctuations
of the dipolar couplings and result in large T1 values.

High-field NMR DIPSHIFT Measurements of PCL. In order to obtain more de-
tailed information on the fast (and intermediate-regime) dynamics within the PCL crys-
tallites, measurements using the so-called DIPSHIFT (Dipolar Chemical Shift Correla-
tion) sequence [170], a high-field NMR technique, have been performed for PCL. The
DIPSHIFT experiment is a separated local-field experiment [171, 172], which enables
the measurement of heteronuclear dipolar coupling strengths of the different chemical
groups within the repeat unit from high-resolution NMR spectra derived under Magic-
Angle Spinning (MAS) [170]. As the tensor of the dipolar interaction between 13C and
1H nuclei is axially symmetric and oriented along the C-H bond, it is a viable probe of
dynamic processes, which change the orientation of the C-H bond with respect to the di-
rection of the magnetic field. Thus, DIPSHIFT experiments, probing the strength of this
interaction, are well-suited to investigate the mobility of the methylene groups within
the crystalline PCL chains. The mode of action of the DIPSHIFT sequence is explained
in Refs. [170,173]. A short description of the sequence as well as information about the
experimental settings is given in Appendix A.

DIPSHIFT experiments have been performed at about 25°C and subsequently at 52°C
for an industrially produced PCL sample, which before had been crystallized isother-
mally at 45°C for 4 days. A high-resolution 13C CP spectrum measured at about 25°C
is shown in Fig. 5.5 (a). The peak assignment for the different carbon nuclei (see inset
in Fig. 5.5 (a)) was adopted from literature [174, 175]. However, the assignment of the
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(a) (b)

Figure 5.5.: (a) CP spectrum of PCL (Mn = 42.5 kg/mol), detected at about 25°C with a 400 MHz spec-
trometer using a CP contact time of 1500 µs at a Magic-Angle-Spinning (MAS) frequency
of 5 kHz. The chemical shift is given relative to the reference peak position of TMS. The
peaks are assigned to the carbon atoms in the PCL repeat unit according to the numbering
shown in the upper left. The label appendices c and n designate signal of the crystalline and
the non-crystalline phase, respectively, and the label SSB marks spinning side bands. (b)
Close-up of the peak region of the carbon nucleus C6, marked by the black rectangle in (a).
Additionally, a fit to the signal with a sum of three Lorentzian functions is depicted. The
three contributions labeled c, i and a are ascribed to the crystalline-phase, interphase and
mobile-amorphous-phase signal, respectively.

carbon nuclei C3 and C4 in the middle of the repeat unit seems to be unclear. Their
denotation might be interchanged.2 For all peaks in the PCL spectrum a splitting into a
crystalline-phase and an amorphous-phase contribution is observed due to the γ-gauche
effect [17]. Yet, the overlap of the peaks of the C3 and C4 nucleus complicates the sepa-
ration of these signals.

The 13C spectra measured in the DIPSHIFT experiments were analyzed by peak decon-
volution by means of a fit to each peak region using a sum of two or three Lorentzian
functions, with the individual fit contributions representing the signal of crystalline
phase, mobile-amorphous phase and, if necessary, the interphase (cf. Fig. 5.5 (b)).

With increasing time t1, during which the spin system develops under the action of the
heteronuclear 13C-1H dipolar coupling in the DIPSHIFT experiment (see Appendix A),
the signal intensity varies in a characteristic way, involving information about the
strength ωD,CH of the 13C-1H coupling [170]. In Fig. 5.6 the normalized signal contri-
butions of the individual carbon nuclei in the repeat units of the PCL crystallites are
depicted for the measurement at about 25°C. We find the same results qualitatively and
quantitatively for the experiment performed at 52°C. As glycine molecules for most prac-
tical purposes may be considered to be rigid on the intermediate and slow time scale,
for comparison measured data for the methylene carbon nucleus in glycine at 25°C are
shown. The strength ωD,CH of the heteronuclear coupling is represented by the depth
of the dip in the DIPSHIFT curve (see Fig. 5.6). In the presence of slow dynamics with
rates k ∝ (1/τc) � ωD,CH the full coupling strength is observed, resulting in a strong

2Hence, in Figs. 5.6, 5.7 and 5.8 question marks were put to the corresponding labels in the legends to
highlight this fact.
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Figure 5.6.: Crystallite signal intensity contributions of the different carbon atoms in the PCL repeat
unit as a function of the normalized time t1/TR obtained in a DIPSHIFT experiment (see
Appendix A for details) of industrially produced PCL (Mn = 42.5 k/mol) at about 25°C. TR

designated the rotor period. The numbering of the PCL carbon atoms is given in Fig. 5.5 (a).
The intensities are normalized to the one of the first point at t1 = 0. The uncertainties of the
intensities, resulting from the peak deconvolution, are in the range of the symbol size. For
comparison signal intensities for the carbon nucleus in the glycine CH2 group and simulated
DIPSHIFT curves for different 13C-1H dipolar coupling strengths are plotted (see text).

decay with low intensities at times t1 ranging around half a rotor period TR/2. On the
other hand, fast molecular motions with rates k � ωD,CH cause a partial pre-averaging
of the couplings, so that a reduced mean coupling strength is detected and the decay is
more slowly and shallow causing higher intensities at times t1 close to TR/2 [170].

In order to obtain quantitative results for dipolar coupling strengths ωD,CH, the mea-
sured data were compared to simulated DIPSHIFT curves, calculated for a CH2 group at
different coupling strengths (see Fig. 5.6).3 The deviation of the simulated curves from
the measured data presumably arises from the superposition of the crystallite peaks
in the spectrum with signal from mobile or rigid-amorphous material, which cannot be
removed completely by fitting.

For glycine, a coupling strength νD,CH = ωD,CH/(2π) = (19 ± 1) kHz was determined (see
Fig. 5.6). This value is slightly reduced compared to the static case (νD,CH ≈ 23 kHz [17]),
due to a pre-averaging as a result of fast vibrational motions of the CH2 group with a
rate in the range of terahertz or higher [177,178]. As the DIPSHIFT curves for the C2,
C6 and the C4 (or C3) nucleus are very similar to the one of glycine, the same coupling
strength of (19 ± 1) kHz is present here. Hence, there is a similar pre-averaging of
couplings due to fast motions of the methylene groups at rates larger than some hun-
dreds of kilohertz for these nuclei. A smaller coupling strength νD,CH = (17 ± 1) kHz and
(16 ± 1) kHz was found for the C5 and the C3 (or C4) nuclei, respectively, which reside
more distant from the carboxyl groups. This reduction hints at the pre-averaging of cou-
plings due to fast motions with an enhanced motional amplitude of the corresponding
methylene groups compared to the ones close to the carboxyl groups [170].

3The simulated curves represent 13C FID signals for a CH2 group under the action of heteronuclear
dipolar couplings and Magic-Angle Spinning (MAS), considering a powder average. The computation
of the curves has been accomplished in analogy to the calculations of the FID under the action of the
Chemical-Shift Anisotropy in Ref. [176] and is described in the supporting information of Ref. [173].
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The ratio between the experimentally derived coupling strength νD,CH and the value for
the static case νD,CH,stat is referred to as the order parameter S of the motion and can
be related to the motional amplitude. Here, we find

S =
νD,CH

νD,CH,stat
=

νD,CH

21.1 kHz
=


0.90 for C2, C6 and C4 (or C3),
0.81 for C5 and
0.76 for C3 (or C4).

The value of νD,CH,stat was estimated [53] via

νD,CH,stat =
1

2π

(
µ0
4π

~
γCγH

r3C-H

)
,

using the C-H distance rC-H in the methylene groups of PCL, known from X-ray diffrac-
tion measurements [49], and the magnetogyric ratios γC and γH of the carbon and proton
spins. If a two-site jump is assumed exemplarily for the fast motions of the methylene
groups according to the approach of Kaji and Horii [161], the calculated order parame-
ters for PCL correspond to jump angles of 5° to 10° for the methylene groups close to the
carboxyl groups (C2 and C6) and of 15° to 20° for the more distant methylene groups
(C5 and C3 or C4) in middle of the repeat unit (cf. Fig. 1 in Ref. [170]).

Hence, from the results of DIPSHIFT measurements one can conclude, that, while the
carboxyl groups remain rather rigid (see Ref. [161]), because they are stabilized by the
dense chain packing and dipolar interactions between the chain stems within the crys-
tallites, the methylene groups perform fast, presumably vibrational motions. The mo-
tional rates k are higher than some hundreds of kilohertz at least. Yet, the amplitude of
these fast motions is larger for the CH2 groups which are more distant from the carboxyl
groups. This finding is consistent with the results of 13C T1 measurements of Kaji and
Horii, indicating higher motional amplitudes of the methylene groups in the middle of
the repeat units, compared to the positions close to the COO groups, at motional rates
in the range of 100 MHz [161]. A similar picture of the fast mobility in the repeat units
was found for the crystalline regions of Nylon-66. Here, the methylene groups perform
librations at rates around 0.1 THz [179, 180], and the almost rigid amide linkages act
as pinning points on the neighboring methylene groups, restricting their mobility [179].
The fact, that the mobility of a chain part may affect the motions of neighboring chain
regions, is also known for precisely branched PE, where the rotation of the branches
causes twists or rotations of the neighboring methylene groups [181].

In case of very slow or very fast chain dynamics, compared to the strength ωD,CH of the
static heteronuclear dipolar couplings, the DIPSHIFT intensity reaches its initial value
at a time t1 = TR [170]. However, dynamics on an intermediate time scale, i. e. with
rates k on the order of ωD,CH (k = 10 - 100 kHz), cause a decrease of the final intensity
at t1 = TR, as they originate changes of the coupling strength during the MAS rotor pe-
riod, impeding a complete signal refocusing after a full sample rotation [170]. Although
glycine is rigid on an intermediate time scale, a signal decrease at t1 = TR was detected
for the 13C nucleus in the glycine CH2 group as a result of imperfections of the pulse
sequence [182]. Compared to the DIPSHIFT signal intensity of glycine, the PCL data
do not exhibit a significant decrease at t1 = TR at 25°C (see Fig. 5.6) and at 52°C. Hence,
jump or rotational motions of the methylene groups in crystalline PCL regions on an
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intermediate time scale can be excluded in the investigated temperature range.

Low-Field FID and MSE Measurements of PCL. Molecular dynamics in the PCL
crystallites on the intermediate time scale, i. e. at rates between kilohertz and mega-
hertz, would also affect proton low-field time-domain NMR signals

• by changing the shape of the FID crystallite signal contribution accompanied by a
considerable reduction of the second moment M2 of the absorption line shape and

• by decreasing the MSE refocusing efficiency, causing an increased MSE signal loss
and a change in the shape of the crystallite-signal intensity decay as a function of
the MSE sequence length,

compared to the signal of completely rigid crystallites.

Anisotropic chain motions within the crystallites cause a partial averaging of homonu-
clear dipolar couplings, when the motional rate exceeds the coupling strength of about
20 kHz [183, 184], involving a reduction of the spectral line width and of M2 compared
to the static case. This effect turns M2 into an indicator for chain motions in crystallites
at rate larger than ∼20 kHz.

Investigating the FID signals of PCL as a function of temperature, the shape parameters
a and b, obtained from fits to the signals using Eq. 4.6 (see Section 4.1), proved to depend
slightly on temperature. The second moment M2, calculated from these parameters via
Eq. 4.3, decays slightly and uniformly at increasing temperature (see Fig. 5.13). The
reason for this decay is the thermal lattice expansion caused by very fast motions4 of
small amplitudes at around 10° [185–188], which induce a slight decrease of the dipolar
coupling strength due to increasing mean proton distances. By contrast, motions on an
intermediate time scale would cause a second, stronger decay ofM2, as it is visible for PE
in Fig. 5.13 discussed in Section 5.2. Ito et al. actually found such a decay for a number
of linear aliphatic polyesters with long repeat units and an even number of methylene
groups between the carboxyl groups, accompanied by the occurrence of a mechanical α
relaxation [162].

As depicted in Fig. 4.7 for a sample of industrially produced PCL (Mn = 42.5 kg/mol),
the signal loss of crystalline-phase signal due to the MSE sequence is small and almost
constant at temperatures above 0°C, where the signal contributions of the three polymer
phases can be separated clearly. Thus, the refocusing efficiency is constantly high. The
signal loss is not caused by intermediate motions but by technical imperfections in the
presence of strong dipolar couplings (see Section 4.2), which is proved by the Gaussian
shape of the decay of the crystalline-phase signal intensity as a function of the MSE
sequence length (see Fig. 5.15).

Hence, like the results of the 13C DIPSHIFT experiments also the findings from 1H
low-field NMR measurements support the assumption, that there is no dynamics on an
intermediate time scale of about 1 kHz to 1000 kHz in PCL crystallites.

High-field NMR CODEX Experiments of PCL. Kaji and Horii have performed two-
dimensional switching-angle sample-spinning (2D SASS) 13C NMR measurements of

4The correlation time τc and the rate k of these motions are in the picosecond and terahertz range, respec-
tively [185–188].
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PCL (Mn = 80 kg/mol) at 41°C. After comparison of measured and simulated 13C spectra,
they concluded that jump motions of the PCL methylene groups take place around the
chain axis with rather large amplitudes of about 60° to 90° at rates k between 0.1 kHz
and 1 kHz, i. e. on the intermediate to slow time scale [161].5 However, as described
above, at least motions in the intermediate time regime can be excluded in our PCL sam-
ple. Yet, compared to the studies of Kaji and Horii, the methods used here probe motions
on the basis of different NMR interactions. While Kaji and Horii investigated changes
in the Chemical-Shift Anisotropy (CSA) of 13C nuclei with an interaction strength ωCSA
of ∼1.85 kHz for static methylene groups and ∼7.5 kHz for static carboxyl groups in the
200 MHz spectrometer used for their measurements [189], the 13C DIPSHIFT and the
low-field proton NMR experiments detected the heteronuclear and homonuclear dipolar
coupling interaction, respectively, with interaction strengths (ωD,CH/2π) and (ωD/2π) of
about 20 kHz each, in static methylene groups. The sensitivity of the individual meth-
ods for intermediate motions is different, depending on the ratio of the motional rate
and the interaction strength probed by the experiment.6 Moreover, the individual inter-
action tensors are oriented differently with respect to the motional axis, which may also
cause different sensitivities, and the response behavior of the methods to motions of a
certain amplitude may differ as well.

Hence, in order to check the conclusions of Kaji and Horii concerning the time scale of
motions in the PCL crystallites, investigations by means of the CODEX (Centerband-
Only Detection of Exchange) sequence [190] have been performed for an industrially
produced PCL sample (Mn = 42.5 kg/mol). The CODEX experiment is a one-dimensional
solid-state NMR exchange experiment, used for the detection and characterization of
slow segmental reorientations with rates in the range of hertz to kilohertz. Like the
method of Kaji and Horii [161], it probes changes of the CSA of 13C nuclei due to molec-
ular motions. The experiment permits the determination of the correlation function
of a motion, the correlation time τc and the motional amplitude for each spin position
exhibiting a resolved peak in the high-resolution spectrum, obtained by MAS. The rein-
troduction of the CSA, which is cancelled by sample spinning, is accomplished by a
series of rotor-synchronized 180° pulses, applied prior to and after a long mixing time
τmix, during which molecular motion may occur [190–192]. The mode of operation of
the CODEX sequence is explained in Refs. [190–192]. A short description as well as
information about the experimental settings is given in Appendix A.

In the CODEX experiment slow segmental or molecular reorientations result in a signal
decay at increasing mixing time τmix or increasing number N of 180° pulses in the CSA
recoupling periods [190, 192]. With the help of a suitable model for the geometry of a
motion, the dependency of the normalized signal intensity I/Iref (see Appendix A) on
the length NTR of the recoupling periods, with TR denoting the length of a rotor period,
yields information about the amplitude of motion [192]. This NTR dependency was mea-
sured for PCL at about 25°C and 50°C after the isothermal crystallization of the sample
at 45°C for some days and a storage time at room temperature. From the resulting 13C
CODEX exchange and reference spectra (cf. Appendix A) the crystalline-phase signal in-
tensities of the different carbon nuclei in the repeat unit (see Fig. 5.5 (a)) were derived by
peak deconvolution as explained for the analysis of the DIPSHIFT measurements. The

5They further suggested additional jumps around the C-C bond axis for the carbons C3, C4 and C5 in the
middle of the repeat unit.

6The closer the value of the ratio is to 1, the more sensitive is the method.
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Figure 5.7.: CODEX-NTR dependency of the exchange intensity I of the crystalline-phase signal contri-
butions of the individual carbon atoms in the PCL repeat unit (cf. Fig. 5.5 (a)). The data
were obtained from a CODEX exchange experiment of industrially produced PCL (Mn = 42.5
kg/mol) at 50°C (τmix = 100 ms, CP contact time = 1500 µs), by peak deconvolution (see text)
and normalization with the reference intensity Iref (for details see Appendix A). The plotted
uncertainty margins result from the fits for peak deconvolution. For comparison, simulated
curves for two-site jumps of CH3 groups as present in dimethyl sulfone are depicted for differ-
ent jump angles. They were calculated according to Ref. [193] as FID signals for a spin system
developing under MAS and 13C Chemical-Shift Anisotropy (with principal axes values σxx =
60 ppm, σyy = 60 ppm and σzz = 6 ppm), taking into account powder averaging.

CODEX NTR dependency of the normalized exchange intensities is depicted in Fig. 5.7
for all carbon nuclei in the repeat unit in PCL crystallites exemplarily for the measure-
ment at 50°C. For comparison calculated signal decays are shown for a two-side jump of
a methyl group, as it is found, e. g., in dimethyl sulfone, for different jump angles. No
signal decay was found for the PCL data at both measurement temperatures and two
mixing times (100 ms and 200 ms), indicating that carbon atoms in PCL crystallites do
not perform slow jump or rotational dynamics in the regime of milliseconds to seconds.
This finding is consistent with the result 2D exchange experiments performed by Kaji
and Horii, showing the absence of motions with correlation times between 0.1 seconds
and 10 seconds [161].

By means of the CODEX experiment also information about intermediate-regime mo-
tions can be derived in principle, as such motions beside other effects, such as signal
losses due to the proton decoupling, T1 relaxation and spin diffusion, cause an intensity
decay of the reference signal [192] (cf. Appendix A).

To analyze these signal decays for the PCL measurements described above, the NTR
dependency of the reference intensities Iref of the methylene and carboxyl group car-
bons is compared in Fig. 5.8 (a). In fact, for the methylene group carbons a slightly
faster reference signal decay was observed than for the carbon of the COO group, which
seems to be rather rigid on the intermediate time scale (cf. Ref. [161]). However, this
cannot be interpreted as a hint to intermediate dynamics, because the carbon nucleus
in the carboxyl group is more distant from protons than the methylene carbons, and
thus the dipolar coupling interaction mediating the proton decoupling is weaker, result-
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(a) (b)

Figure 5.8.: NTR dependency derived from a CODEX reference experiment of industrially produced PCL
(Mn = 42.5 kg/mol, τmix = 100 ms, CP contact time = 200 µs or 1500 µs). Signal intensities Iref

of the crystallite signal contributions are plotted for the different carbon atoms in the PCL
repeat unit for a measurement at 50°C in (a) and for the C2 (upper graph) and C5 (lower
graph) atom at about 25°C (open symbols) and 50°C (filled symbols) in (b). The data were
normalized to the intensity Iref at NTR = 0, derived from exponential fits to each data set,
shown in (a). The uncertainties result from the peak deconvolution and the normalization.

ing in a lower sensitivity for decoupling imperfections, which cause a part of the signal
decay [192]. Moreover, the NTR dependency of the reference signals of the methylene
carbons does not vary at differing measurement temperature, as shown examplarily in
Fig. 5.8 (b). Hence, the decay does not originate from a thermally activated, dynamic
process.

In contrast to the conclusions of Kaji and Horii from the 2D SASS experiments, the
CODEX measurements do not show chain dynamics in PCL crystallites on an interme-
diate or slow time scale. This finding can be accommodated with those of Kaji and Horii,
by assuming that the narrowed CSA patterns measured by them reflect the limit of fast
dynamics in the crystallites, for which the line shapes are similar to those shown in
their paper (cf. Ref. [161], [194]).

Concluding this section, it can be confirmed that the methylene groups in PCL perform
fast, presumably vibrational motions of rather small amplitudes of about 5° to 10°. The
motional amplitude is enlarged to 15° to 20° for the groups which reside more distant
from the COO groups. The presence of PCL chain dynamics within the crystallites on
an intermediate or slow time scale, i. e. at rates between hertz and megahertz and cor-
relation times between microseconds and seconds, can be excluded in the investigated
temperature range of about 25°C to 50°C on the basis of the measurements described
above. As large-amplitude slow or intermediate-regime jump motions of chain parts
do not occur within the crystallites, longer-range chain diffusion through the lamellae
and lamellar thickening on cooling, as present in PE of linear topology [10, 195], is not
expected for PCL. This expectation is confirmed in Sections 6 and 7.2. Hence, a classifi-
cation of PCL as a crystal-fixed polymer is justified and PCL can be used as a reference
for comparison with the αc-mobile polymer PE in the following section.
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5.2. Determination of Chain-Flip Rates in PE Crystallites for Two
Different Sample Morphologies

As PE-containing products are used on a large scale in everyday life, information about
the origin of the special mechanical properties of PE is of great industrial importance.
It has been known for a long time, that within the crystallites PE chains perform helical
jump motions on an intermediate time scale [17,43,44,186]. In particular, the methylene
groups flip around the chain axis by 180° and simultaneously move in chain direction
by half the length of the repeat unit (see Fig. 5.9, cf. Fig. 2.2). This relocation transfers
the chain into an energetically equivalent position with regard to the packing of the
CH2 groups in the crystal lattice [140, 186]. Repeated chain flips enable a longer-range
chain diffusion through the crystallites, which causes characteristic macroscopic and
technologically relevant features of the material, such as drawability, creep and crystal
thickening [42–44,196].

Figure 5.9.: PE chain before and after a local chain flip in a crystallite. The black and white spheres
represent carbon and hydrogen atoms, respectively. The flip motion, the so-called αc process,
comprises a 180° rotation of the chain stem and a translational motion along the chain by half
the length of a repeat unit (see the methylene group marked in red). All in all, the length of
the interconnection vectors of the protons in a chain stem and their orientation with respect
to the direction of the magnetic field B0 does not change due to the jump process.

By investigating PE samples of different morphology by means of 13C high-field NMR
exchange experiments under MAS, interestingly, Yao et al. found different diffusion co-
efficients for the longer-range chain diffusion between amorphous and crystalline do-
mains [197]. In particular, they investigated two chemically identical PE samples, crys-
tallized under different conditions, i. e.

• a melt-crystallized sample of rather switchboard-like structure and almost isotropic
chain mobility in the non-crystalline regions and

• a solution-crystallized sample with adjacent-reentry-like morphology and restrict-
ed chain mobility in the non-crystalline regions, which mainly consisted of tight
chain folds [198].

Intuitively, one would expect easier and faster chain diffusion through the crystallites
of the melt-crystallized sample due to the more flexible chains in the non-crystalline re-
gions as opposed to the solution-crystallized analogue. However, the measured diffusion
coefficient of the melt-crystallized sample was smaller by a factor of about 20 compared
to the solution-crystallized sample [197, 198]. Yao et al. interpreted this finding as a
result of the smaller structural difference between the crystalline and non-crystalline
regions in the solution-crystallized sample, causing a smaller entropy difference be-
tween the phases and facilitating the chain transport between them, compared to the
melt-crystallized sample.
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Yao’s result raises the question, whether this difference in the macroscopic chain-dif-
fusion coefficients is based on a difference in the time scale of the local 180° chain-
flip process. This issue is addressed here by the investigation of three PE samples of
different morphology:

• a commercial melt-crystallized, high-density (HD) PE sample exhibiting lamellae
of the thickness dc ≈ 13 nm and disordered fold surfaces, with tight folds as well as
loops, entanglements and tie chains in the amorphous regions (see Fig. 5.10 (a)),
and

• two ultra-high-molecular-weight (UHMW) PE reactor powder samples [199] of
rather adjacent-reentry-like morphology, with lamellar thicknesses of about 8 nm
and different molecular weights (Mw ∼ 5000 kg/mol and 750 kg/mol) (see Fig. 5.10
(b)).

Further information on sample characteristics are given in Appendix A.

(a) (b)

Figure 5.10.: Morphology of the investigated PE samples: (a) melt-crystallized sample with disordered
fold surfaces and (b) reactor powder exhibiting an adjacent-reentry-like structure with tight
chain folds.

As shown in Section 5.1, NMR spectroscopy is well-suited for the investigation of poly-
mer dynamics over a wide range of correlation times with the help of a variety of mea-
surement techniques. In principle, the local chain-flip process in PE crystallites is also
accessible by NMR. However, difficulties arise from the planar all-trans conformation
of the chain, because here a 180° chain flip changes the orientation of the H-H and
C-H internuclear vectors by 180°, leaving, e. g., the chemical shifts and 2H quadrupo-
lar interactions unaltered [44, 171]. Also the strong geminal dipolar coupling between
two protons j and k bonded to one carbon is invariant under the 180° chain flip, be-
cause the parameters governing the interaction strength, i. e. the distance rjk of the
protons and the angle ϑjk of their interconnection vector with respect to the magnetic
field (see Section 3.3), are not affected by the jump motion (see Fig. 5.9). Neverthe-
less, Hu et al. succeeded in proving the 180° chain-flip process in PE [200] by means of
time- and cost-intensive NMR investigations, using melt-crystallized high-density (HD)
PE labeled with dilute 13C-13C spin pairs in dipolar-coupling-based stimulated-echo ex-
periments. They exploited the fact, that the echo intensity decay is a measure of the
population of 13C-13C-bond orientations parallel to the initial orientation.

For this thesis chain-flip rates in PE crystallites have been determined by means of the
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MSE sequence (see Section 4.2). Here, changes of the average dipolar coupling strength
between protons in the crystallites resulting from molecular motions are detected indi-
rectly. This is possible because, as opposed to the couplings of the geminal protons, the
weaker, secondary, longer-range couplings between protons of a moving chain and those
of the neighboring chains are subject to detectable changes due to the flip process. If the
flip motion is fast enough, a mean coupling strength is measured for averaged proton po-
sitions, which differs from the one of the static system. In order to determine a jump rate
of the chain-flip process, one can exploit the fact, that the MSE refocusing efficiency is
reduced systematically, when changes of the mean dipolar coupling strength ωD within
the sample occur on the time scale of the sequence length as a result of molecular dy-
namics (see Section 4.2). Lengthening of the MSE sequence results in an increasing
number of jump motions taking place during the sequence, corresponding to a stronger
change of ωD and a stronger signal loss. The echo intensity as a function of the MSE
sequence length tseq can be analyzed in order to derive a jump rate.

For a quantitative investigation of the chain-flip rate, the FID signal and the MSE sig-
nals at different sequence lengths have been acquired for the three samples mentioned
above at various temperatures below the melting point. The variation of the sequence
length tseq was accomplished by increasing the number nMSE of MSE cycles and by corre-
spondingly prolonging the delays τ flanking the MSE ’sandwich’ part (see Fig. 4.4 (b)).7

In order to enable the normalization of the FID signals to the total signal intensity
Itot,T (t = 0) as described in Section 4.1, at the end of each sample-specific series of ex-
periments a FID signal was measured at a temperature Tm above the melting point
Tf , where the sample was molten completely. All FID and MSE data sets were cor-
rected with regard to the different measurement temperatures by means of Eq. 4.9. In
Fig. 5.11 corrected FID and MSE data are depicted exemplarily for the melt-crystallized
PE sample at 69°C.

Figure 5.11.: FID signal and MSE signals for differ-
ent sequence lengths tseq measured for
melt-crystallized PE at 69°C. The in-
tensity was normalized to the absolute
signal intensity determined from the
FID in the melt state as described in
Section 4.1. The dashed gray line rep-
resents a fit to the FID signal with a
three-component function according to
Eq. 4.6. In the inset the crystalline-
phase signal contribution sc, obtained
from fits to the FID and MSE data
shown in the plot (see Sections 4.1 and
4.2), is depicted as a function of the
MSE sequence length tseq.

7A sequence lengthening is possible also by prolonging the time intervals τϕ between the pulses of the
’sandwich’ blocks. Yet, in case of the spectrometer used here this proceeding generates a faster and more
complex signal decay as it is observed when increasing the number nMSE of the basic blocks (cf. Ref. [73]).
In principle, smaller increments of the sequence length are available by halving the number of pulses
within the basic ’sandwich’ blocks. However, compared to the version with four pulses per block, again,
at the machine used here, this approach leads to a worse performance, i. e. larger signal loss due to
unavoidable problems related to radio-frequency pulse quality.
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Crystallinity and Second Moment of Line Shape. The mass fractions of the crys-
talline, rigid-amorphous and mobile-amorphous sample components obtained from fits
to the FID signals (see Section 4.1) are depicted in Fig. 5.12 as a function of the mea-
surement temperature for the melt-crystallized PE and one of the reactor powders. The
crystallinity of the melt-crystallized sample ranges at about 60% at ambient tempera-
ture and is in good agreement with the DSC crystallinity of 59% (cf. Appendix A). For
both samples the onset of the melting process is visible at about 380 K to 400 K, ac-
companied by a reduction of the crystallinity and an increase of the mobile-amorphous
fraction. The distinct differences in the phase composition of the two samples reflect
their morphological differences. Contrary to the melt-crystallized sample, a mobile-
amorphous fraction could hardly be detected for the reactor powder at temperatures
below 400 K, because the tight chain folds at the crystallite surfaces are classified as
rigid-amorphous material due to their low mobility.

Figure 5.12.: Mass fractions of the crystalline, rigid-amorphous and mobile-amorphous phase as a func-
tion of temperature for the melt-crystallized PE sample and one of the reactor powder sam-
ples (Mw = 5000 kg/mol). The fractions were obtained from fits to the FID signals by means
of Eq. 4.6. The continuous lines are guides to the eye and the dashed line depicts the DSC
melting temperature Tf . Graph adopted from Ref. [201].

As already mentioned in Section 5.1, the second moment M2 of the line shape serves as
an indicator for chain dynamics at correlation times τc below the inverse 1H-1H dipolar
coupling strength. The temperature dependence of M2 as calculated from Eq. 4.3 is
depicted in Fig. 5.13 for all three PE samples mentioned above and for an industrially
produced PCL sample (Mn = 42.5 kg/mol). The M2 development of the PE samples
corresponds well to literature data of Olf and Peterlin [185] for a melt-crystallized PE
sample. For both polymers, PCL and PE, a smooth decrease of M2 can be observed with
increasing temperature due to thermal lattice expansion (cf. Section 5.1) [183,185,187,
188]. As opposed to PCL, for the PE samples a second, stronger decay was detected
above 360 K, arising from the 180° chain-flip process, which starts to average dipolar
couplings between the protons at this temperature.

Determination of Jump Rates and Activation Energies. The decay of the crystal-
line-phase signal contribution sc(tseq) to the MSE signal at increasing sequence length
tseq is depicted in Fig. 5.14 (a) exemplarily for a PE reactor powder (Mw = 5000 kg/mol)
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Figure 5.13.: Second moment M2 of the line shape
as calculated from the FID fit param-
eters a and b according to Eq. 4.3 for
an industrially produced PCL refer-
ence sample (Mn = 42.5 kg/mol) and
the three PE samples mentioned in the
text. The parameter ∆Mdyn

2 designates
the decay of the second moment due
to chain dynamics (see text). Graph
adopted from Ref. [201].

and a number of measurement temperatures. The data were normalized to the crys-
talline mass fraction fc determined from the corresponding FID signal, which is inter-
preted as a MSE signal at a sequence length tseq = 0.

(a) (b)

Figure 5.14.: Crystalline-phase signal contribution sc of a PE reactor powder sample (Mw = 5000 kg/mol)
as a function of the MSE sequence length tseq at different temperatures. The signal intensi-
ties were normalized to the mass crystallinity fc determined from the FID (a) and corrected
additionally with regard to the signal loss following from the reduced MSE refocusing effi-
ciency due to strong static dipolar interactions (b) (see text). The continuous lines are fits to
the data using a modified (stretched or compressed) exponential function (a) or Eq. 5.5 (b).
Graph adopted from Ref. [201].

As described in Section 4.2, the signal decay is affected by chain dynamics on the one
hand and strong static dipolar interactions and technical imperfections on the other
hand. However, for a quantitative determination of chain-flip rates the decay scorr

c (tseq)

arising from intermediate-regime chain dynamics had to be isolated. For this purpose
apparent T2 relaxation times were derived from the decay of the normalized crystallite
signal contribution (sc(tseq)/fc) by means of a fit using a modified (stretched or com-
pressed) exponential function (see Fig. 5.14 (a)):

f(tseq) = e−(tseq/T ∗2 )
β

(5.1)
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The values of the shape parameters T ∗2 and β are displayed in Fig. 5.15. At low temper-
atures the decay follows the shape of a Gaussian function (β ≈ 2) due to imperfection
terms related to strong static dipolar couplings as described in Section 4.2. At higher
temperatures (> 360 K) it is additionally affected by intermediate-regime chain dynam-
ics resulting in a value of β < 2. The characteristic decay time T ∗2 passes through a min-
imum at temperatures, where chain dynamics occur on the time scale of the sequence
length tseq (see Fig. 5.15).

Figure 5.15.: Temperature dependence of the fit parameters T ∗2 and β for the PE samples mentioned in
the text and the PCL reference sample (Mn = 42.5 kg/mol), determined from fits to the
normalized crystallite signal intensity (sc(tseq)/fc) using a modified exponential function.
Graph adopted from Ref. [201].

The correction of the normalized crystallite signal contribution (sc(tseq)/fc) with regard
to strong static dipolar interactions was accomplished by multiplication with a Gaussian
function

scorr
c (tseq) =

sc (tseq)

fc
· e(tseq/T ∗corr

2 )
2

, (5.2)

by exploiting the linear correlation

T ∗corr
2 (M2) = A+B ·M2 ,

which results from the concurrent dependence of M2 and T ∗2 on the dipolar coupling
strength and is visible in absence of chain dynamics on an intermediate time scale,
i. e. for PE at temperatures below ∼320 K and for PCL. The parameters A and B were
derived from linear fits to T ∗2 as a function of M2. Here, A was readjusted separately for
each sample, in order to ensure the best possible agreement of the fit result for T ∗corr

2

with the T ∗2 data derived from the measurements at low temperatures. Finally, the cor-
rected data curves scorr

c (tseq) did not exhibit a decay for PCL and PE at low temperatures
(data not shown).

In order to obtain the correlation time τc of the chain-flip motion, the corrected data sets
scorr
c (tseq) (see Fig. 5.14 (b)) were analyzed by means of the Anderson-Weiss approach

[202] as presented by Fechete and co-workers [86]. They assumed a monoexponential
correlation function for the description of motions in the range of microseconds and
deduced a fit function for the initial part of scorr

c (tseq). By taking into account higher
even moments of the line shape and relating them back to the second moment M2 under
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the assumption of a Gaussian-shaped spectral line, this function could be adapted to the
application to a larger range of tseq:

SMSE

(
tseq,∆M

dyn
2 , τc

)
= exp

[
−∆Mdyn

2 τ2c

(
e−(tseq/τc) − 3e−(5tseq/6τc)

+
9

4
e−(2tseq/3τc) + 3e−(tseq/6τc) +

tseq

2τc
− 13

4
)] (5.3)

Here, the parameter ∆Mdyn
2 represents the decrease of M2 due to the flip motion (see

Fig. 5.13) amounting to about 4000 kHz2. Yet, Eq. 5.3 yields a bad description of the de-
velopment of scorr

c (tseq). Presumably, this is because Eq. 5.3 is based on the assumption
of a chain-flip motion which is characterized by a monoexponential correlation func-
tion with a single correlation time. However, a distribution of correlation times seems
more probable according to the investigations of Hu et al., who found that the correla-
tion function of the flip process in PE crystallites rather follows a stretched exponential
function than a monoexponential one [200]. This finding was considered by introducing
a log-normal distribution of correlation times

P (τc, µ, σ) =
1√

2πστc
e−

(ln τc−µ)2

2σ2 (5.4)

into Eq. 5.3, obtaining

Sdistr
MSE

(
tseq,∆M

dyn
2 , µ, σ

)
=

∫ ∞
0

P (τc, µ, σ)SMSE

(
tseq,∆M

dyn
2 , τc

)
dτc , (5.5)

with parameters µ and σ, the latter describing the width of the distribution in decades.
The mean of the τc distribution

〈τc〉 = exp(µ+ σ2/2) (5.6)

and the jump rate 1/(2 〈τc〉) are suitable parameters to characterize the speed of the flip
motion.

Fits to the corrected data curves scorr
c (tseq) using Eq. 5.5, where the integration was

performed numerically, were of satifactory quality for each measurement temperature
(cf. Fig. 5.14 (b)), when only the parameter µ was left as a free parameter. Hence, the
parameters σ and ∆Mdyn

2 were fixed in a way, that the temperature dependence of the
jump rate in an Arrhenius plot did not exhibit physically unexpected discontinuities or
sharp bends. The values of σ and ∆Mdyn

2 were determined once for one of the reactor
powder samples (Mw = 750 kg/mol) and adopted for fits to the data of the other two PE
samples, which were of inferior data quality.

The jump rates obtained by this procedure are displayed in Fig. 5.16. In the investi-
gated temperature range the jump rates were almost equal for all three PE samples
despite the differences in morphology, molecular weight and lamellar thickness. The
corresponding correlation times follow an Arrhenius dependence

〈τc〉 = τ0e
Ea/(RT ) . (5.7)

The jump-rate uncertainties, depicted in Fig. 5.16 were obtained by varying the param-
eter values of σ and ∆Mdyn

2 and identifying the ranges for which a straight line persists
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in the Arrhenius plot. The activation energy Ea and the prefactor τ0 were obtained from
linear fits to the data in Fig. 5.16 and are summarized in the upper part of Table 5.1.
The uncertainties of Ea and log10[τ0] were estimated by determining their maximum and
minimum values considering the range of possible jump rates given by the error bars in
Fig. 5.16.

Figure 5.16.: Arrhenius plot of the jump rates obtained by analyzing the normalized and corrected MSE
crystallite signal contributions for the different PE samples investigated here. For com-
parison literature data adopted from Refs. [140, 197, 200] are plotted. Graph adopted from
Ref. [201].

Furthermore, for an independent consistency check of the data analysis, an alternative
strategy was tested by introducing the Arrhenius dependence observed above directly
into the fit function, in order to simplify and accelerate the data analysis. In contrast
to the previous approach (referred to as the analysis of sc(tseq)

∣∣
T=const.), in which the

normalized and corrected crystallite-signal contributions scorr
c (tseq) to the MSE signals

were analyzed separately for each temperature, here the data for all temperatures were
fitted simultaneously. For this purpose the parameter µ in Eq. 5.5 was substituted by
means of the relation

µ = ln τ0 +
Ea

RT
− σ2

2
,

obtained from Eqs. 5.6 and 5.7, thus deriving Sdistr
MSE

(
T, tseq,∆M

dyn
2 , Ea, τ0, σ

)
as a fit

function, which depends on the temperature T and contains the MSE sequence length
tseq as a fixed parameter [203]. Hence, this fitting method is referred to as the analysis
of sc(T )

∣∣
tseq=const.. The new fit function was used to fit the data curves scorr

c (T ) for fixed
tseq simultaneously for nMSE = 1, 2 and 3, thus attaining a single set of values for the
free fit parameters ∆Mdyn

2 , σ, Ea and τ0 for each sample (see Fig. 5.17). The fit results
are given in the lower part of Table 5.1. Due to limited data quality in the case of the
melt-crystallized sample, here the parameters ∆Mdyn

2 and σ had to be fixed in order
to stabilize the fit. They were chosen in a way, that the uncertainty of Ea and τ0 was
minimal.

By comparing the results of both fitting methods in Table 5.1 it becomes clear, that the
parameters ∆Mdyn

2 and σ cannot be determined precisely. However, obviously the acti-
vation energy Ea of the jump process and the prefactor log10[τ0] depend on these param-
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Figure 5.17.: Normalized and corrected
crystallite signal fraction
scorr

c (see text) of a PE reac-
tor powder sample (Mw =
750 kg/mol) as a function of
the measurement tempera-
ture for three different MSE
sequence lengths tseq. The
continuous lines represent fits
to the data using the function
Sdistr

MSE

(
T, tseq,∆M

dyn
2 , Ea, τ0, σ

)
(see text). Graph adopted
from Ref. [201].

eters only slightly. For the two reactor powder samples very similar prefactors τ0 and
activation energies Ea ≈ 76 kJ/mol were obtained. Although the results for the melt-
crystallized sample are influenced by limited data quality, as indicated by the scatter of
the data points in Fig. 5.16, the activation energy Ea ≈ 103 kJ/mol determined for this
sample is in very good agreement with the value Ea ≈ 100 kJ/mol from earlier investi-
gations of melt-crystallized PE reported in literature [140,200,204]. Yet, measurements
of diffusion coefficients for longer-range translational chain motion between crystalline
and amorphous regions by Yao et al. yielded an activation energy Ea ≈ 50 kJ/mol for a
melt-crystallized as well as a solution-crystallized sample [197], which is smaller than
all the values determined here for the local jump process within the crystallites.

melt-cryst. PE PE reactor powder PE reactor powder
Mw = 750 kg/mol Mw = 5000 kg/mol

analysis of sc(tseq)
∣∣
T=const.

∆Mdyn
2 / kHz2 6700± 800 6700± 800 6700± 800

σ / kHz2 1.57± 0.23 1.57± 0.23 1.57± 0.23
Ea / kJ·mol−1 97± 45 80± 17 72± 19
log10[τ0 / s] −17.6± 6.4 −15.0± 2.3 −14.0± 2.8

analysis of sc(T )
∣∣
tseq=const.

∆Mdyn
2 / kHz2 5200 5910± 370 7820± 550

σ / kHz2 0.94 1.41± 0.12 2.02± 0.15
Ea / kJ·mol−1 109.2± 4.2 77.3± 2.3 74.5± 2.5
log10[τ0 / s] −19.86± 0.61 −14.81± 0.29 −13.70± 0.33

Table 5.1.: Comparison of results for the local jump process in PE crystallites for the samples mentioned
in the text, obtained by means of the two methods of data analysis (see text).

In Fig. 5.16 the jump rates determined as described above for the local chain-flip process
are depicted in comparison to literature data for jump rates of the local process and to
effective jump rates reported by Yao et al. [197].8 These effective rates shall describe the
rate of the fraction of chain flips which contribute to the longer-range chain diffusion.

8For this comparison, partly, effective jump rates have been calculated from the diffusion coefficients
shown in Ref. [197], following the instructions given there.
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The results obtained for all PE samples investigated herein match well the largest part
of the literature data for jump rates of the local flip process, while the effective jump
rates show a different trend.

In conclusion, although the direct investigation of the 180° chain-flip process in PE crys-
tallites by means of NMR techniques is rather difficult, here, jump rates could be deter-
mined quantitatively for samples of different morphology, molecular weight and lamel-
lar thickness, using simple and cheap low-field proton NMR methods. In particular the
MSE sequence was used, for which the efficiency of the dipolar refocusing depends sys-
tematically on intermediate-regime dynamics in the sample. The jump rates obtained
here are comparable to those from advanced, complex and time-consuming 13C-based
high-field NMR experiments. As confirmed here, the mean correlation time of the jump
process follows an Arrhenius temperature dependence, which could be implemented into
the fit of the data. Although the speed of the longer-range chain diffusion varies between
samples of different morphologies, differences in the form of the crystal fold surface (as
well as in the molecular weight and the lamellar thickness) of the samples studied here
did hardly show any effect on the chain-flip rate within the available correlation-time
and temperature window of the method. Yet, the activation energies found for the reac-
tor powder samples appear slightly smaller than those of melt-crystallized PE.
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6. Crystallization of PCL
1H low-field NMR FID or MSE measurements allow the tracking of the crystallinity
development during isothermal crystallization of semicrystalline polymers at tempera-
tures far above Tg, provided that the crystal growth process is adequately slow compared
to the duration of a single crystallinity measurement of a few minutes. The investiga-
tion of crystallization kinetics was tested here for PCL with regard to the effect of nuclei
and nucleating agents as well as the influence of temperature changes, in order to de-
rive knowledge about a reasonable sample treatment for reliable and comparable NMR
measurements of crystallinity and crystal thickness.

At temperatures above 0°C, where a significant contrast in chain mobility is present
between the crystalline and mobile-amorphous domains of PCL, the polymer does not
exhibit intermediate-regime dynamics (see Section 5.1). For this reason the MSE refo-
cusing efficiency is high and the sequence is well-suited for crystallinity determination
(see Section 4.2).

(a) (b)

Figure 6.1.: Isothermal crystallization of PCL at 45°C: (a) MSE signals acquired at different crystalliza-
tion times tc between 1 and about 2500 minutes. The FID signal of the molten sample is
depicted as well; (b) Development of the volume crystallinity as a function of tc, derived from
fits to the data plotted in (a) as described in Sections 4.1 and 4.2. Here, Eq. 4.7 has been
used to convert the mass crystallinities to volume crystallinities. The red line represents
a fit using the Avrami equation with an Avrami exponent n =3 (see text). For comparison
crystallinies from SAXS measurements are plotted additionally and the corresponding thick-
nesses of crystalline and amorphous domains, dc and da, are shown in the inset. For the sake
of clarity the error bar for the NMR data is depicted only for the last data point at long tc.

In Fig. 6.1 (a) MSE signals of a PCL sample during isothermal crystallization at 45°C
are shown exemplarily. At the beginning of the process only mobile, molten material is
present, reflected by the slowly and uniformly decaying signal. As PCL crystals start
to grow, rapidly decaying crystallite signal emerges, whose extent increases with ris-
ing crystallization time tc. Furthermore, expectedly, the shape of the slowly decaying
amorphous-phase signal changes with proceeding crystal growth, following from the
increasing restrictions of amorphous-phase chain dynamics posed by the crystallites,
which result in stronger residual dipolar couplings and shorter T2 relaxation times (see
Section 3.3). In dielectric investigations of a thin PCL layer during isothermal crystal-
lization Wurm et al. observed an early reduction of the charge carrier mobility on length
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scales on the order of the sample thickness, before a crystalline sample fraction could be
measured. They interpreted this finding as a hint to structure formation in a pre-phase
prior to crystallization [205]. However, in the present NMR measurements and more
elaborate investigations of the early stages of PCL crystallization the T2 relaxation time
remained constant until a crystallite signal could be detected, indicating a constant av-
erage chain mobility. Thus, no significant pre-ordering affecting a larger part of the
sample was found here.

In order to derive volume crystallinity values, the MSE data were fitted using Eq. 4.6.
To stabilize the fits, the shape parameters a, b, T2i and νi were fixed to values obtained
from the fit to the MSE signal, which was detected at the longest crystallization time.
The signal fractions were corrected for signal loss according to the considerations in
Section 4.2 and converted to volume fractions by means of Eq. 4.7.

The crystallinity development with increasing tc is depicted in Fig. 6.1 (b). It shows the
typical behavior comprising three well-known stages [36,206,207]:

1. the introduction period,

2. the primary crystallization period and

3. the secondary crystallization period.

During the introduction period primary nucleation takes place. Here, polymer nuclei
are formed at structures within the melt (homogeneous nucleation) or at the surface of
particles of low molecular weight or other impurities (heterogeneous nucleation) [10,36].
The mechanism of the primary nucleation is, however, not clarified completely [207].

The term primary crystallization designates the growth of crystallites from the nuclei
formed before. At increasing tc the crystallinity rises in a characteristic way, following a
sigmoidal curve shape [36,208]. The development of the volume crystallinty fc,V during
primary crystallization is often described by means of the Avrami equation [10,209]

fc,V ∝
(

1− e−(ktc)n
)

,

where k is the crystal growth rate and n denotes the Avrami exponent. Originally, this
equation has been developed to describe the filling of a volume by growing objects [10].
It is valid only in case of a radial, isotropic growth of structures from spatially randomly
distributed nuclei with a constant growth rate [36,209,210]. The PCL crystallinity curve
can be fitted by means of the Avrami equation. However, as known from literature [36],
at the end of the primary crystallization period the agreement between the measured
data and the fit curve worsens (see Fig. 6.1 (b)). Presumably, this discrepancy arises be-
cause the crystal growth rate varies in time as a result of the progressive concentration
of entanglements within the amorphous regions, counteracting the crystal growth [36].

Literature values of the Avrami exponent n of PCL range between 2 and 4 [29,30,210–
213]. The PCL data presented in Fig. 6.1 (b) do not permit a definite determination of n
from the fit, because of too many adjustable parameters, such as the induction time, the
growth rate k and the tc fitting limits. However, n = 3, indicating the growth of spherical
structures and a spontaneous nucleation, is within the range of possible values and
seems reasonable, as in fact the existence of spherulitic crystalline superstructures has
been proven in bulk PCL [213–215]. Anyway, the interpretation of the actual value of
n is difficult, because the occurrence of secondary crystallization, the variation of the
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crystal growth rate and the nucleation rate, a non-constant crystallite density along the
spherulite radius and/or a simultaneous occurrence of instantaneous and spontaneous
nucleation affect the Avrami exponent in a complex way [209].

The slight crystallinity increase, which proceeds over many decades in time after the
completion of the primary crystallization, is referred to as secondary crystallization [36]
and is known to occur in PCL [30, 216] and in many other semicrystalline polymers. In
the literature the following reasons of this rise are mentioned [30,206,210,214,217]:

1. the stabilization of existing lamellae, e. g., by crystal thickening, or

2. the ongoing crystallization within existing superstructures, such as spherulites,
e. g., by the growth of less stable subsidiary lamellae in amorphous regions be-
tween already existing, primary lamellae (in-filling).

To clarify the reason for secondary crystallization in PCL, results from SAXS measure-
ments, performed during isothermal crystallization at 52.7°C by A. Seidlitz [218] (see
Appendix A), are depicted in Fig. 6.1 (b). The time scale of the SAXS data was converted
by multiplication with an appropriate factor to account for the different measurement
temperature of the NMR data in the plot (see below). In accordance with results from
literature, no distinct thickening of the PCL lamellae during secondary crystallization
could be detected [218–222]. This is consistent with the findings from Section 5.1, which
confirm the classification of PCL as a crystal-fixed polymer, where longer-range chain
diffusion through the crystallites are absent and hence crystal thickening is not pos-
sible. Thus, the stabilization of lamellae by thickening can be excluded as a reason
for secondary crystallization. Also the thickness of the amorphous domains changes
only within the uncertainty margin (see Fig. 6.1 (b)). Yet, a slight decay can be sup-
posed, inducing the small gain in crystallinity. Hence, in-filling processes, resulting in
a decreasing amorphous-domain thickness at constant lamellar thickness seem possible
only to a minor extent.

Figure 6.2.: Merging of native crystal blocks into a stabilized lamellar crystal according to Strobl [23].

By reversible heating of a PCL sample during isothermal crystallization in shear spec-
troscopy measurements, Wurm and Schick showed, that PCL crystallites stabilize dur-
ing crystallization in a way that the melting point increases with rising crystalliza-
tion time tc [223]. Consistently, Kohn and Strobl could prove an enhancement of the
inner order of PCL crystallites during isothermal crystallization by WAXS investiga-
tions [221]. Moreover, Wurm and Schick provided evidence that, while the crystallinity
increase during secondary crystallization is small, the gain in crystal stability is signifi-
cant. They interpreted their findings on the basis of the multistage model of crystalliza-
tion by Strobl [23]. It suggests the formation of less stable, native crystal blocks, which
merge later on by crystallization of the beforehand non-crystalline material between
the blocks, thus creating a stable lamella of unmodified thickness dc (see Fig. 6.2). As
a result of the block merging the crystallinity should increase slightly, while the thick-
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ness of the amorphous domains and the crystallites, detected by SAXS measurements,
should hardly change. These features can be seen in Fig. 6.1 (b). Hence, secondary
crystallization in PCL might be ascribed to the merging of blocks of native crystallites.

The Influence of Nuclei on Crystallization Kinetics. The PCL crystallization ki-
netics recorded by NMR are reproducible, provided that one and the same sample is
investigated. Small time shifts of the crystallization isotherm can be ascribed to small
deviations of the measurement temperature (see below). Yet, presumably due to a dif-
ferent density of impurities, measurements with the same settings but for different
samples from the same batch may result in significant changes of the curve position
(see Fig. 6.3 (a)).

(a) (b)

Figure 6.3.: Development of the mass crystallinity of industrially produced PCL (Mn = 42.5 kg/mol) dur-
ing isothermal crystallization, detected by means of NMR MSE measurements: (a) Compar-
ison of the kinetics for two different pure samples and a sample blended with 1.5 wt% of
cl-DBS as a nucleating agent (see text), all of them crystallized at 45°C; (b) Comparison of
the kinetics for samples blended with cl-DBS and crystallized at 45°C and 52.2°C.

For this reason, the effect of external nuclei on the crystallization kinetics was studied
by means of DSC measurements using the temperature protocol depicted in Fig. 6.4 to
detect a melt-memory or self-seeding effect [224]. The first 4 steps in the program served
to establish a comparable thermal history of the sample. Subsequently, the sample
was crystallized non-isothermally in step 5, molten by heating to an incremented self-
nucleating temperature Ts and crystallized once more in step 9. A comparison of the
onset temperatures Tc of the crystallization in step 5 and 9 yields information about
the nucleation within the sample. The results of these measurements are shown in
Fig. 6.5 (a) for two industrially produced PCL samples and a filtered and freeze-dried
PCL sample, all of them originating from the same sample batch.

Two effects can be seen directly:

1. With increasing Ts, the crystallization temperature Tc, measured in step 9, ap-
proaches the equilibrium value T eq

c , which is also found when crystallizing the
sample after melting at high temperatures, i. e. in step 5.

2. The equilibrium crystallization temperature T eq
c adopts significantly different val-

ues for different samples.
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Figure 6.4.: DSC temperature program for studying
the self-seeding or melt-memory effect
in PCL according to Lorenzo et al. [224]
with numbered program steps, includ-
ing an annealing step at the variable
self-nucleating temperature Ts.

(a) (b)

Figure 6.5.: DSC investigations of the non-isothermal crystallization of PCL: Dependence of the onset
temperature Tc of crystallization during step 5 and 9 in the temperature program depicted
in Fig. 6.4 on the self-nucleating temperature Ts for three different non-nucleated PCL sam-
ples of Mn = 42.5 kg/mol (a) and for a pure and a nucleated sample (Mn = 20.1 kg/mol) in
comparison (b). In (a) the equilibrium crystallization temperatures T eq

c are marked.

The first effect arises, because the density of nuclei for crystallization is enhanced, when
the crystallites are molten at low temperatures Ts close to the DSC melting point. This
leads to an accelerated crystallization during cooling (step 9) and an increased crystal-
lization temperature Tc compared to crystallization from the equilibrium melt (step 5),
as nuclei for crystallization do not have to be formed homogeneously in the melt [224].
With rising Ts the density of remaining nuclei approaches the value of the equilibrium
melt and hence Tc gradually decreases to T eq

c . Although this effect has been known
for a long time [225] and was also found in PCL [224], the reason of the increased
density of nuclei is still a matter of debate [226–229]. On the one hand small, stable
crystal fragments, so-called self seeds, are under discussion, which survive the heating
to Ts and facilitate the formation of active nuclei for crystallization in the subsequent
cooling run [228]. On the other hand, compared to the equilibrium melt, the incom-
plete relaxation of chain segments at the positions of the molten crystallites might
leave less entangled regions with enhanced residual order and a lower entropic bar-
rier for a subsequent crystallization, thus accelerating the process (melt-memory ef-

Dissertation of Kerstin Schäler Page 65



6. Crystallization of PCL

fect) [32, 38, 230, 231]. Whether the self-seeding or the melt-memory effect cause the
faster crystallization, could depend on the actual value of the self-nucleating temper-
ature Ts [229]. Anyway, the size of the surviving structures, the self nuclei, must be
small, i. e. below the detection limit of well-established measurement techniques, such
as microscopy and NMR [227, 228]. Nevertheless, hints to both self-nucleating effects
have been found experimentally [224,225,228,229].

The second finding from the DSC measurements of PCL indicates that, also within a
single batch, the industrially produced samples contain different amounts of impurities,
presumably particles of low molecular weight or dust, which influence the crystallization
behavior of the polymers by forming the basis for heterogeneous nucleation. Such exter-
nal nuclei exhibit larger surface free energies than internal nuclei generated by struc-
tures in the melt and thus reduce the undercooling required for crystallization [10]. At
low densities of nuclei, an increase in this density results in a faster crystallization with
an enhanced temperature Tc. However, at high densities a saturation occurs [232, 233]
and Tc remains constant. Obviously the treatment of the third sample, the results of
which are depicted in Fig. 6.5 (a), generated an even higher number of external nuclei
instead of reducing their density.

Differences in the density of nuclei also explain the deviations of the isothermal crys-
tallization kinetics detected in NMR measurements for different PCL samples shown
in Fig. 6.3 (a). Here, nucleating agents help to accomplish defined crystallization con-
ditions with approximately the same number of nuclei in different samples. By adding
such agents in a defined amount, the high number of introduced external nuclei causes a
harmonization of the nucleation and turns the crystal growth into the rate-determining
step of the crystallization process.

In order to compare the growth kinetics of different PCL samples, we used chloro-
substituted dibenzylidene sorbitol (1,3:2,4-di(4-Chlorobenzylidene)Sorbitol, cl-DBS), a
butterfly-shaped amphiphile derived from D-glucitol as a nucleating agent [233, 234].
Small amounts of cl-DBS dispersed in PCL by solution blending with butanone as a co-
solvent self-assemble into a fibrous, crystalline nanoscale framework with average fibril
diameters of ∼ 210 Å, which is destroyed at temperatures above ∼130°C [233, 235].
These fibrous structures serve as nuclei for the oriented crystallization of PCL. The
dimensions of the PCL lamellae, however, are not influenced by the cl-DBS frame-
work [232, 233, 235, 236].1 As shown by Wangsoub et al. the fastest possible crystal-
lization of PCL is reached at cl-DBS mass fractions larger than 1.5%. Hence, the mea-
surements presented here have been performed for blends of PCL with 1.5 wt% of cl-
DBS.2 As opposed to the pure, non-blended samples, the nucleated ones do not show a
self-seeding or melt-memory effect, because the influence of the artificially introduced
nuclei dominates the behavior, compared to the self-nuclei, remaining within the melt
at low Ts (see Fig. 6.5 (b)). Furthermore, due to the given high number of nuclei, in

1As an organic gelling agent [234], cl-DBS, like pure DBS, causes a physical gelation of the PCL matrix,
which has to be considered in practical applications. The blended PCL starts to flow only at high
temperatures, where the cl-DBS framework is dissolved. However, at high temperatures there is the
danger of polymer degradation (see Appendix B).

2The nucleating agent cl-DBS forms a crystalline network (cf. Ref. [233]) and thus contributes to the crys-
tallinity of the sample. However, at 1.5 wt% of cl-DBS the contribution to the mass crystallinity amounts
to 0.8% (absolute), which is within the uncertainty margin of the NMR crystallinity determination and
is not considered further, because no quantitative crystallinity information should be derived from the
presented data.
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a non-isothermal treatment the blended samples crystallize at a significantly reduced
undercooling, i. e. enhanced Tc, because of the faster nucleation of PCL at the surface
of the cl-DBS framework. The isothermal crystallization is accelerated compared to the
pure PCL samples as well (see Fig. 6.3 (a)). After blending with the nucleating agent
different samples of the same molecular weight in fact exhibit comparable crystalliza-
tion kinetics when crystallized isothermally at the same temperature (see Fig. 6.3 (b)).
This confirms the suitability of the nucleating agent.

The Influence of Temperature Variations on Isothermal Crystallization. To
evaluate the influence of temperature changes on the crystallization kinetics of PCL, an
isothermal crystallization of a cl-DBS containing PCL sample was tracked at two differ-
ent crystallization temperatures Tc (see Fig. 6.3 (b)). The time evolution of the crystal
growth is determined by the viscosity of the melt and the thermodynamic driving force
in a complex way [10]. Yet, at rather small temperature changes ∆Tc the modification
of the crystallization isotherm can be described as a shift of the curve on the logarith-
mic crystallization time axis [10], characterized by means of a tc shift factor. In the
present case of PCL, a temperature variation ∆Tc of approximately 7.2 K resulted in
a scaling of the tc axis with a factor of about 9.5 (see Fig. 6.3 (b)). Hence, the shift of
the crystallization isotherm, achieved by multiplying the time axis with a shift factor of
1.3 to 1.4 as found in Fig. 6.3 (a) for a repeated measurement of the same non-blended
PCL sample, may be attributed to a temperature deviation of about 1 K between both
experiments, which is within the uncertainty range of the temperature setting and mea-
surement. The comparison of the isotherms of two different cl-DBS containing samples,
both crystallized at 45°C, in Fig. 6.3 (b) yields a similar shift factor and a similar possi-
ble temperature deviation. Here, however, the different positions of the isotherms might
also originate from the tc measurement during the experiment, which has an accuracy
on the order of about one minute.

As it is known from literature, the lamellar thickness depends on the crystallization
temperature Tc [10]. Yet, it remains unclear, whether this is the case for the PCL crys-
tallinity as well. The small decrease in crystallinity, which was detected by SAXS and
DSC measurements of PCL at increasing Tc after isothermal crystallization [218, 235],
can neither be confirmed nor disproved on the basis of the NMR crystallization investi-
gations, as the amount of data points at very long crystallization times does not suffice
to solve this issue (see Fig. 6.3 (b)).3

Comparison of Crystallinity Values from NMR, DSC and SAXS Measurements.
At last, the crystallinity values determined from NMR measurements shall be compared
to those from DSC and SAXS investigations. Typically, the results derived by different
experimental techniques may deviate by some percent, as the rigid-amorphous inter-
phase is evaluated differently. While, e. g., in density and WAXS studies the interphase
fraction is included in the crystallinity [79], the opposite is the case for the NMR inves-
tigations shown herein.

3Note, that crystallinity measurements at different temperatures Tc but at the same time tc after the
onset of the isothermal crystallization will yield a slightly lower crystallinity at larger Tc, as in this
case the secondary crystallization will not have been progressed as far as for the lower crystallization
temperature at the same tc (cf. Fig. 6.3 (b)).

Dissertation of Kerstin Schäler Page 67



6. Crystallization of PCL

As an example, the DSC crystallinity of a non-blended PCL sample was determined
from the heat flow in the heating scan subsequent to an isothermal crystallization step
at 48°C of length 20 min and 200 min (see Appendix A). The duration of the crystalliza-
tion was chosen according to the crystallization kinetics studied by NMR at the same
temperature (see Fig. 6.6). The heat of fusion ∆Hm was determined after base-line cor-
rection from the area of the melting peak in the heat capacity curves, taking into account
the sample mass. In order to estimate the mass crystallinity fc the heat of fusion was
normalized using the theoretical value for the melt of fusion ∆H0

m of 100% crystalline
PCL. As such a sample does not exist, this value had to be calculated or extrapolated
from measurements for samples with different crystallinities. Different values of ∆H0

m

can be found in literature, ranging between 135 J/g and 148 J/g [161, 237–240]. The
latter was calculated as the difference between the temperature dependent enthalpy
functions of amorphous and crystalline PCL at 48°C [240, 241]. (The value ∆H0

m = 157
J/g stated by Wurm et al. [216] is given for PCL at its equilibrium melting temperature
T 0

f = 69°C.)

The first DSC measurement for tc = 20 min enabled the estimation of a time-axis scaling
factor of about 1.3 to match the DSC and NMR crystallinity results (see Fig. 6.6). This
shift of the isotherm on the logarithmic time scale corresponds to a temperature devia-
tion of about 1 K between the measurement temperatures of the NMR spectrometer and
the DSC equipment. This is again in the order of the experimental uncertainty. The rel-
ative uncertainty of the DSC crystallinities settles at 5% to 6% and mainly results from
the scattering of the ∆H0

m values given in the literature, while the relative uncertainty
of the NMR mass crystallinity amounts to about 4%. Very good agreement between the
DSC and NMR crystallinities is achieved, using ∆H0

m = 142.4 J/g given by Crescenzi et
al. [238] as the average of the values listed there (see Fig. 6.6).

Figure 6.6.: Isothermal crystallization of PCL (Mn = 42.9 kg/mol) at 48°C: Comparison of crystallinity
data from NMR and DSC measurements of the same sample. The DSC crystallinities were
calculated using different values ∆H0

m from literature (see Refs. [161, 238, 240]). In order to
match the DSC results, the NMR data were time-scaled by multiplication of the time axis
with a shift factor of 1.3, corresponding to a temperature deviation between NMR and DSC
measurements of about 1 K. (Graph adapted from Ref. [242])

In Fig. 6.1 (b) the volume crystallinities of a PCL sample derived from SAXS measure-
ments during the isothermal crystallization at 52.7°C are compared to the volume crys-
tallinities determined by NMR for a PCL sample of the same molecular weight. The
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crystallization time axis of the SAXS data was converted by means of an appropriate
time-shift factor to consider the deviating crystallization temperature of the NMR mea-
surements. The SAXS results lie within the uncertainty margin of the NMR crystallini-
ties. However, they exceed the NMR data consistently by 2% on the absolute scale,
indicating that a part of the NMR interphase is evaluated as crystalline phase in the
SAXS investigations.

In summary, one can state that the crystallization isotherms of PCL can be acquired re-
producibly by 1H low-field NMR measurements at a crystallization temperature, where
a suitable mobility contrast is present between chains in crystalline and amorphous
regions and where the crystal growth is slow enough to be tracked by MSE measure-
ments. However, for reliable investigations of the crystallization kinetics, prior to crys-
tallization the PCL melt has to be annealed at a sufficiently high temperature to avoid
self-seeding or melt-memory effects. Moreover, impurities within the sample change the
rate of crystallization in a non-predictable way. Hence, in order to enable a comparison
of crystal growth kinetics of different PCL samples, the application of cl-DBS as a nucle-
ating agent is recommended to disable the effect of nucleation as the rate-determining
step. By tracking the PCL crystallization isotherm at different crystallization temper-
atures, the effect of small temperature variations could be estimated in the form of a
time-shift factor. The crystallinity values obtained by NMR are in good agreement with
the corresponding DSC results, while the SAXS crystallinities slightly exceed the NMR
data due to a different evaluation of the interphase fraction.
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7. Investigation of Spin Diffusion in PCL
1H NMR spin-diffusion experiments are frequently used for the determination of domain
sizes in heterogeneous polymer systems [76–78,89,92,94–97,99,101,103–107,109–112,
114, 124, 130–132, 144, 151, 153, 243–245]. The aim of the work reported herein was to
establish the low-field spin-diffusion method as a means to determine domain sizes in
PCL and to test the usability of this approach. In order to determine lamellar thick-
nesses, appropriate 1H spin-diffusion coefficients D of all polymer phases involved have
to be known, as they connect length scale and time scale of the magnetization transfer
process. For polymers D is typically on the order of 1 nm2/ms [17], and there is a mul-
titude of specific values reported in literature, derived on a theoretical or experimental
basis. The choice of suitable values of D for the investigated polymer system is essential
for the evaluation of reliable domain sizes. Yet, the spin-diffusion coefficient depends
on a number of experimental parameters, such as sample-spinning speed, temperature
or the length scale of the observed spin-diffusion process, and therefore an appropriate
value has to be selected carefully according to the present experimental conditions of
the spin-diffusion measurement. In the following an overview about literature work on
spin-diffusion coefficients in heterogeneous polymer systems and the difficulties of their
determination is given in Section 7.1, before the actual spin-diffusion measurements for
PCL and their analysis will be presented.

7.1. Spin-Diffusion Coefficients of Heterogeneous Polymers

A variety of values for 1H spin-diffusion coefficientsD can be found in literature for rigid
polymers and polymer phases, i. e. glassy polymers and crystalline polymer domains,
ranging from 0.065 nm2/ms to 0.83 nm2/ms [76,78,89,95,97,101,102,105,116,118,119,
131, 152, 165, 246]. They originate from measurements on the one hand [102, 111, 139,
152, 165, 246] and theoretical estimations on the other hand [76, 78, 89, 95, 97, 101, 105,
116,118,131].

The common experimental approach for the determination of D relies on the analysis of
NMR spin-diffusion data with the aid of domain thicknesses derived from external non-
NMR measurements, e. g., by SAXS or TEM. In this manner Clauss et al. investigated
symmetrical diblock copolymers consisting of two virtually immiscible blocks of glassy
poly(styrene) (PS) and glassy poly(methyl methacrylate) (PMMA) using a chemical shift
filter, and Magic-Angle Spinning [139]. The resulting value D = (0.8 ± 0.2) nm2/ms
has so far been largely accepted to be specific not only for glassy polymers but for rigid
organic matter in general, because D is not expected to depend much on the chemical
nature of the system as long as the 1H spins are exposed to strong dipolar couplings.
Therefore in the past this value was employed not only for glassy PMMA and PS [8,
96, 104, 107–109, 112, 128, 144, 147, 244, 247] but also for other glassy polymers and the
crystalline fraction of poly(ethylene) (PE) [94,132,151,245].

The spin-diffusion coefficient D can be calculated analytically or numerically for simple
regular lattice structures [137]. For more disordered systems like polymers an exact
calculation is much more difficult. However, like spin diffusion, also the width of the
spectral line from a static 1H NMR measurement and the corresponding moments of
line shape are governed by the dipolar coupling strength. Therefore D is related to
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the line width ∆ν1/2 [17] and to the second moment M2 of the line shape for a powder
sample. For rigid systems D can be assessed approximately using the expression

D =

√
π

6
〈r2〉

√
M2 , (7.1)

if the spin interactions are purely dipolar [57, 89]. Here, 〈r2〉 is the mean-squared dis-
tance between adjacent proton spins [116, 248] and M2 has to be inserted in units of
(2π)2. Yet, Meurer and Weill criticize the use of this scaling law [246]. By investigating
different glassy polymers with either protonated or deuterated side chains, they showed
that spin diffusion is slower (i. e. D is smaller) if the magnetization transfer to neighbor-
ing chains via the side chains is disabled due to side chain-deuteration. Furthermore,
they found an increase in M2 when side chains were deuterated. They interpreted this
finding as a result of smaller average interproton distances along the chain in absence
of side chain protons. From Eq. 7.1 it is clear, that a decrease in D and an increase in
M2 in case of the side-chain deuteration should result in a decrease of 〈r2〉. Meurer and
Weill state that 〈r2〉 (in their conception being the mean-squared distance between the
protons in the sample in general [246,249]) is higher for deuterated than for protonated
side chains bringing about a failure of Eq. 7.1. However, using the definition given above
for 〈r2〉, i. e. considering essentially the mean-squared nearest neighbor distance, makes
their argument somewhat questionable because this value should decrease when side
chains are deuterated as Meurer and Weill themselves explain in their discussion of the
elevated values of M2.

Compared to spin-diffusion coefficients of rigid systems those of mobile polymer phases
(i. e. amorphous or rubbery phases far above the glass transition temperature) are
smaller, because dipolar couplings are partially averaged due to fast and almost isotropic
molecular motions [120]. Mobile-phase values ofD between 0.02 nm2/ms and 0.5 nm2/ms
derived either from measurements [93,100,120,125,152,244] or calculations [78,89,95,
97, 101, 105, 113, 131, 144, 151] can be found in literature. As temperature variation
strongly influences the degree of averaging of the couplings in mobile polymer phases
via changes in chain mobility, the mobile-phase spin-diffusion coefficient is known to
depend on temperature [120].

In principle, it should be possible to derive D for mobile polymer phases by means of the
proton line width from a static NMR measurement. However, for a corresponding pure
Lorentzian-shaped spectral line, M2 used in Eq. 7.1 cannot be calculated analytically. In
order to solve this problem the spectra have to be truncated in a way that the spectral
intensity is (defined to be) zero for frequencies higher than a cut-off parameter α and
lower than −α. Now M2 can be assessed by [70,89]

M2 =
α∆ν1/2

π
.

Hence, for the spin-diffusion coefficient we find

D =
1

6
< r2 >

√
α∆ν1/2 ≈

√
π

6
〈r2〉
√

11.2

T2
, (7.2)

where the latter term follows from the numerical estimateM2 ≈ 11.2/T 2
2 , based on the T2

relaxation time constant and given by Idiyatullin et al. for a Lorentzian-shaped spectral
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line.

Yet, some authors advise against the use of the line width ∆ν1/2 to determine spin-
diffusion coefficients according to Eq. 7.2, when anisotropic motions take place in the
sample [139, 250], because the distribution of isotropic chemical shifts in the rather
complex polymer systems results in an additional line broadening in a static 1H NMR
measurement. Hence, the measured line width is supposed to exceed the one originating
from dipolar couplings which is required for the calculation in Eq. 7.2, especially when
the couplings are strongly reduced by molecular motions [251]. Therefore Mellinger
et al. suggested to determine D for mobile polymers on the basis of the T2 relaxation
time which, similarly to the line width, is governed by dipolar couplings and therefore
related to the spin-diffusion coefficient [129, 251]. Moreover, effects of chemical shift
distributions on T2 measurements can be removed by appropriate pulse sequences. To
derive a relation between D and T2, Mellinger et al. performed static spin-diffusion and
T2 (CPMG) measurements at different temperatures for diblock copolymers consisting
of glassy PS and mobile poly(isoprene) (PI) as well as poly(ethylene oxide) (PEO) in a
crosslinked matrix. Using the initial rate approximation (IRA, see Section 7.7), domain
sizes from SAXS measurements and a spin-diffusion coefficient D = 0.8 nm2/ms from
Ref. [139] for the rigid polymer phases, they obtained a calibration curve D(T2), which
is frequently applied for mobile polymer phases [8,94,96,104,111,128,132,144].

Spin-diffusion coefficients reported in literature often result from measurements under
MAS at different spinning frequencies. Yet, Jia et al. verified that sample spinning
influences the spin diffusivity directly via averaging of dipolar couplings but also in-
directly as a consequence of temperature changes due to MAS [252]. For crystalline
domains in PE they measured a decrease of the diffusion coefficient by a factor of 4
when increasing the spinning frequency from 2 kHz to 16 kHz. Unfortunately they did
not perform measurements at frequencies below 2 kHz and for a static setup, so that
there is no information about the development of D in these cases. Nevertheless, spin-
diffusion coefficents for the analysis of static measurements (as in the case of low-field
NMR experiments) should not be adopted injudiciously from experiments under MAS
(or spin-lock1). Based on the findings of Jia et al. it is not surprising that the accepted
value D = (0.8 ± 0.2) nm2/ms deduced by Clauss et al. for glassy PS from spin-diffusion
measurements under MAS (4.5 kHz) [139] is not applicable for static spin-diffusion ex-
periments of a block copolymer containing PS as a glassy component [8, 156]. Here, a
significantly lower value of (0.38 ± 0.06) nm2/ms was determined [156], suggesting that
there is a maximum of D for small MAS frequencies. In line with this re-evaluation of
D for the rigid phase also the values for the mobile phase, derived from the calibration
curve given by Mellinger et al. [251] (see above), had to be corrected by a factor of (0.76
± 0.05), as Mellinger’s curve is based on the value of Clauss et al., too. In summary
the accepted literature values are too high to be used for the analysis of static measure-
ments. Discrepancies, however, are also known for measurements under MAS [104,109],
possibly due to differences in spinning frequencies.

The necessity to adopt domain sizes from external sources for the estimation of D can be
overcome by NMR approaches which use invariant reference lenghts within the polymer
sample itself instead. Wang and White, e. g., generated a polarization gradient within

1Apart from MAS, also spin-lock pulses slow down spin diffusion due to changes in dipolar coupling inter-
actions [102].
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a poly(isobutylene) (PIB) monomer with the help of a chemical shift filter and a dipolar
filter and observed intra-chain proton spin diffusion indirectly via magnetization trans-
fer from protons to proximate 13C nuclei under MAS (4 kHz) [93]. As a reference length
for the determination of D they calculated the length of a cylinder inscribing a monomer
unit. They obtained a value D = 0.0044 nm2/ms for spin diffusion through a monomer
unit which is very small compared to the one calculated from the width of the static
proton spectral line (D = 0.063 nm2/ms). Here, sample spinning could of course be one
reason for this significant discrepancy. A similar approach was reported by Jia et al.,
first for amorphous poly(carbonate) (PC), poly(phenylene oxide) (PPO) and a PS-PMMA
diblock copolymer [125] and later for an amorphous blend of PCL und PMMA [100], re-
sulting in spin-diffusion coefficients between 0.42 nm2/ms and 0.69 nm2/ms [125] and
0.11 nm2/ms and 0.21 nm2/ms [100], respectively. However, these approaches yield co-
efficients for very local magnetization transfer processes and a conversion to a bigger
length scale might be problematic as the geometry of the diffusion process may change.

In this regard, Chen and Schmidt-Rohr reported that the length scale, at which spin
diffusion is monitored, influences the value of the diffusion coefficient. Using a hole-
burning technique under MAS to detect local spin diffusion on the scale of ∼ 0.5 nm they
measured rigid-phase spin-diffusion coefficients in atactic PS, PE and poly(propylene)
(PP) [102]. They found values smaller than D = 0.8 nm2/ms given by Clauss et al. but
increasing from 0.2 nm2/ms to 0.5 nm2/ms with rising diameter of the hole, acting as
a magnetization sink, and suggested that longer-range spin diffusion might be faster
because of more efficient pathways for a magnetization transfer, which open up when
the magnetization sink is enlarged, e. g., transfer along the polymer backbone or via
side chains to other chains (cf. Ref. [246]).

In order to determine lamellar thicknesses in PCL by means of low-field spin-diffusion
experiments, spin-diffusion coefficients for PCL have to be assessed. Up to now, as the
only reference for such data, Voda et al. report values of D between 0.14 nm2/ms and
0.25 nm2/ms, being calculated from Eq. 7.2 for the case of PCL as a soft segment in
thermoplastic polyurethanes [101]. Yet, some more information on the coefficients of
PCL might be deduced by considering the values for chemically similar polymers.

PCL resembles PE in the fact that it consists of CH2 groups. Yet, it contains additional
COO groups which induce a significant elongation of the repeat unit and a slight widen-
ing of the crystalline unit cell in directions perpendicular to the chain axis compared to
PE (see Section 2). Thus, the magnetization transfer along the chain will proceed more
slowly than in PE due to a blockage caused by the COO groups, which lack proton spins.
Hence, the diffusion coefficients for PCL should be smaller than for PE. Some values can
be found for PE crystallites (D ≈ 0.11 nm2/ms to 0.83 nm2/ms) and amorphous domains
(D ≈ 0.07 nm2/ms to 0.25 nm2/ms), which partially result from calculations according to
Eqs. 7.1 and 7.2 [78,105,116,118,250] and partially from static spin-diffusion measure-
ments [76, 152, 165]. Yet, because of the large spread of values, precise information on
the spin-diffusion coefficients in PCL cannot be derived here.

Buda et al. however calculated coefficients for Nylon-6 from the static proton NMR line
width (D ≈ 0.21 nm2/ms to 0.29 nm2/ms for the crystalline phase and 0.034 nm2/ms
to 0.084 nm2/ms for the amorphous phase) [95, 97]. As Nylon-6 exhibits a very similar
chemical structure as PCL (the oxygen atoms in the backbone of PCL are substituted by
NH groups in Nylon-6) similar values of D can be expected. The additional proton spin
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per monomeric unit in Nylon-6 might enable a slightly faster spin diffusion compared
to PCL. However, the values for the amorphous phase deviate from those calculated for
mobile PCL chains by Voda et al. (see above).

As seemingly neither theoretically nor experimentally spin-diffusion coefficients for the
three PCL phases (crystalline, amorphous and interphase) have been determined up
to now, it was necessary to catch up on this and to ascertain them by means of static
proton low-field spin-diffusion measurements of PCL which will be described in the next
section.

7.2. Proton Low-Field NMR and SAXS Measurements of
Semicrystalline PCL

In order to quantitatively determine spin-diffusion coefficients for the crystalline, in-
terphase and mobile-amorphous component in PCL, in addition to 1H low-field spin-
diffusion NMR data, information on T1 relaxation and on the PCL long period is re-
quired. The former was obtained here by performing 1H NMR Saturation-Recovery
experiments, while the latter was derived from SAXS measurements. In this section
details on the measurement program are discussed as well as changes in crystallinity,
domain sizes and the progression of spin diffusion during the measurements.

The investigations were performed using an industrially produced PCL sample (Mn =
42.5 kg/mol), the crystallization behavior of which had been studied before intensively
under isothermal conditions in the temperature range used here (see Chapter 6). For
the NMR measurements the sample was first molten and kept at 90°C for approximately
half an hour in order to completely melt all crystallites and to remove a possible melt
memory (see Chapter 6) before the sample was crystallized isothermally at Tc = 45°C
for about 4 days. This crystallization temperature Tc was chosen in order to ensure
crystallization to be fast enough to attain a practicable measurement program on the
one hand. On the other hand the supercooling below the zero growth temperature of
about 77°C [253] should be small enough to ensure that slight temperature deviations
(< 0.5 K) during crystallization affected the progression of crystallization and the lamel-
lar thickness only sparcely.2

Apart from the quantitative determination of spin-diffusion coefficients the effect of sec-
ondary crystallization and temperature changes on the spin-diffusion coefficients should
be investigated. Therefore the following temperature program was used for the NMR
and SAXS measurements of the PCL sample (see Fig. 7.1):

A) measurement at the crystallization temperature Tc = 45°C after 4 days of isother-
mal crystallization to ensure the existence of well-ordered, stable crystallites of
preferably uniform structure,

B) repetition of the measurement after two days of storage at Tc,

2At Tc = 45°C primary crystallization of the sample took 2 to 3 hours, but crystallinity increased further
by about ∆fc = 3% to 4.5% on an absolute scale during the next 5 to 6 days. After 4 days of isothermal
treatment, the absolute changes in crystallinity during one day ranged between 0.3% and 0.4%. This
difference is significantly below the uncertainty level of the crystallinity measurement by NMR (∆fc =
1% to 2%), so that at this point in time changes occuring during the measurement of a full set of NMR
data (see below for an estimation of the duration) could be neglected.
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C) cooling the sample to 27°C and measurement after temperature equilibration,3

D) repetition of the measurement after two days of storage at 27°C and

E) heating the sample to Tc and repetition of the measurement after temperature
equilibration.

At every step in this program the following data were acquired:

• the long period L from a SAXS measurement,

• the crystallinity fc from 1H NMR FID and MSE signals,

• 1H NMR T2 relaxation data,

• spin-diffusion data from 1H NMR mobile- and crystalline-phase-selected experi-
ments and

• 1H NMR Saturation-Recovery data.

All NMR experiments were performed in low magnetic field using the settings described
in Appendix A. The measurement of a whole set of NMR experiments took ∼ 12 hours,
the main part of which (∼ 7 hours) was caused by the DQ-filtered spin-diffusion experi-
ment.

The SAXS measurements and data analyses were performed by M. Sc. A. Seidlitz for a
PCL sample analogous to the one used for the NMR experiments under the same tem-
perature conditions. Information about the SAXS apparatus, the experimental settings
and the data analysis are given in Appendix A. The temperature setting of the NMR
spectrometer and the SAXS sample holder was adjusted prior to the measurements by
comparing the readout of one temperature sensor in both devices.

Determination of Domain Sizes and Crystallinity. To track possible changes in
crystallinity, NMR FID and MSE signals were acquired before and after the spin-dif-
fusion measurements in steps A to E. The crystalline, mobile-amorphous and rigid-
amorphous interphase volume fractions of the sample were calculated corresponding
to the procedure discussed in Sections 4.2 and 4.1. However, to obtain the total signal
intensity Itot,T (t = 0), the FID of the molten sample was needed. In order to not de-
stroy the sample morphology formed under isothermal crystallization by melting, this
intensity was obtained by melting a second PCL sample of the same molecular weight
(from the same batch) and with similar sample volume and filling level in the NMR
tube, which served as a reference sample.

In contrast to the low-field NMR techniques, SAXS experiments are sensitive to elec-
tron density differences, i. e. to the structure of the sample. The analysis of the mea-
sured SAXS data is based on a model assuming a one-dimensional stack of crystalline
lamellae [254] and a two-phase morphology, i. e. a periodic arrangement of crystalline
and amorphous domains, without separating rigid-amorphous interphase domains in
between. The evaluation of the scattering data yielded the long period L, average thick-
nesses of the crystalline and amorphous domains, dc and da, and the widths of the dis-
tribution of these thicknesses, σc and σa, respectively. The uncertainty of the long period
amounts to 0.3 nm resulting from the resolution of the measured scattering data, while

3This temperature was chosen for practical reasons, as it is the lowest temperature attainable in the
spectrometer without using a cooling unit.
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the uncertainty of dc and da is given as ± 0.44 nm [218]. Presuming the one-dimensional
arrangement of domains referred to above, the crystalline-phase and amorphous-phase
volume fraction of the sample (labeled by the subscript ’V’) can be calculated from the
thicknesses via fp,V = dp/L, where the index p indicates the corresponding polymer
phase.

Importantly, the SAXS results show a slight, reversible decrease of the long period and
of the average thicknesses dc and da on cooling from 45°C to 27°C (see Fig. 7.1 (a)). The
effect emerged mainly in the thickness of the amorphous domains which fell from 7.9 nm
by 0.5 nm to 7.4 nm, whereas the change in crystal thickness was less pronounced. It
amounted to ∼0.3 nm, being below the uncertainty of dc. Yet, all thickness variations
were smaller than the length of a monomer unit in the crystallites dmon ≈ 0.865 nm [49,
51]. The very small but systematic decrease in the thickness of the amorphous domains
at 45°C by about 0.2 nm, which was detected within the 9 days of measurements, is
considered to be a result of secondary crystallization (see Section 5.1).

(a) (b)

Figure 7.1.: SAXS and NMR results of PCL (Mn = 42.5 kg/mol) as a function of time in the measurement
program. The starting point t = 0 marks the beginning of the isothermal crystallization. The
temperature program is shown in the upper parts of (a) and (b). The marks A to E designate
the points in time at which NMR spin-diffusion measurements were performed. The solid,
grey lines are guides to the eye to indicate the progression of secondary crystallization. (a)
Average thicknesses obtained from SAXS measurements; (b) Sample fractions as obtained
from NMR MSE and FID signals and calculated from SAXS domain thicknesses.

The absolute sample fractions derived from SAXS and NMR measurements deviate (see
Fig. 7.1 (b)) because data analysis is based on different morphological models for the
two methods. At 45°C about 80% of the interphase detected by NMR is evaluated as
belonging to the amorphous phase in the SAXS measurements, whereas the residual
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20% are included in the crystalline phase. At 27°C the proportions shift in a way that the
whole NMR interphase is interpreted as amorphous phase in the SAXS measurements
(see Fig. 7.2).

Figure 7.2.: Volume fractions of the PCL sam-
ple as obtained from NMR and
SAXS measurements at 45°C and
27°C. The crystalline phase, mobile-
amorphous phase and interphase, ob-
served by NMR, are depicted as or-
ange, light grey and dark grey rect-
angles, respectively, with the corre-
sponding areas indicating the frac-
tions fc,NMR, fi,NMR, fa,NMR. The SAXS
fractions fc,SAXS and fa,SAXS are marked
by the dotted red lines.

Figure 7.3.: Schematic drawing of the insertion of
a lamella after cooling of the sam-
ple. Due to the growth of a new, thin-
ner lamella, the interphase fraction
detected by NMR is increased exces-
sively due to the augmented immobi-
lization of polymer chains between the
growing lamella and the older ones.

Nevertheless, sample fractions from both NMR and SAXS experiments follow consistent
and reversible trends upon cooling and heating of the sample. Yet, while the crystallinity
fc,V obtained by SAXS grew only minimally upon cooling from 50% to 51% and fell again
upon heating, this trend was more pronounced in the NMR results (see Fig. 7.1 (b)).
Here fc,V increased reversibly by about 4% from 47% to 51%, while at the same time the
mobile-amorphous volume fraction fa,V fell from 40% to 34% and the interphase volume
fraction rose from 13% to 15%. The crystallinity changes detected by SAXS were too
small to be significant compared to the absolute uncertainty of 3.6% to 3.9% resulting
from measurement and analysis uncertainties. Yet, the NMR fractions could be deter-
mined with an absolute uncertainty of ± 2%. It is therefore confirmed that the effect of
temperature changes on the sample fractions is no artifact. The temperature effect is
superimposed by a slight decrease of fa,V by ∼2% and an increase in crystallinity fc,V
by ∼1% during the 9 days of measurements, resulting from secondary crystallization.
In the SAXS results this trend is hardly visible (see Fig. 7.1 (b)).

According to Strobl [10] the results from the domain-size and crystallinity measure-
ments can be interpreted in terms of the insertion mode model as follows:

• During crystallization at 45°C crystalline lamellae of thickness dc,45°C are formed
by stretching parts of the chains. All non-crystallizable material such as entan-
glements or chain ends meanwhile are transported to the edges of the crystallites.
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In the crystal-fixed polymer PCL (see Section 5.1) these non-stretchable units are
than trapped in amorphous regions between the crystallites as a reorganization by
chain transport through the crystallites is not possible.

• The crystalline lamellae and the concentrated non-crystallizable material near the
crystallite surfaces form zones with thickness Lmin,45°C in which no other lamella
can grow. Thus, stacks of lamellae are built with long periods ranging between
Lmin,45°C and 2Lmin,45°C, as for distances larger than that further lamellae of size
dc,45°C could form in between the others.

• The lamellar thickness dc depends on the crystallization temperature Tc according
to d−1c = Cc(T

∞
c − T ), where Cc and T∞c denote a specific constant and temper-

ature [10]. Hence, after cooling to 27°C growth of thinner lamellae is preferred
which push aside less non-crystallizable material and therefore are surrounded
by thinner uncrystallizable zones: dc,27°C < dc,45°C and Lmin,27°C < Lmin,45°C. Such
thinner lamellae can enter amorphous regions in the primary stacks of crystallites
where enough space is left, i. e. where the local thickness da,45°C of the amorphous
layer between the already existing crystallites is larger than Lmin,27°C.

Thus, the average thicknesses of amorphous and crystalline domains in the sample de-
crease, but the effect is stronger for the amorphous phase because a part of the amor-
phous domains is devided into much smaller regions due to the insertion of crystallites.
The crystallinity fc increases as the amount of amorphous material is reduced more
strongly than the rest. By contrast, for an αc-mobile polymer, where chains are able
to move through the crystallites, crystal thickening occurs upon cooling, resulting in a
reduced value of da but increased values of dc and fc. Thus, the results on domain thick-
nesses and crystallinity indirectly confirm the absence of any transport of chain parts
through the PCL crystallites.

Using SAXS measurements, structural information is obtained in terms of differences
in electron density between crystallites and amorphous material. NMR experiments
in contrast are sensitive to chain mobility. Due to the insertion of lamellae the mobile-
amorphous material between old an new lamellae is partially immobilized and therefore
augmentedly interpreted as interphase (see Fig. 7.3), while a part of the former inter-
phase at lower temperature is construed as rigid-like material in NMR measurements.
Therefore, no fixed ratio between the volume crystallinities from SAXS and NMR mea-
surements exists for the two measurement temperatures (see Fig. 7.2).

Spin-Diffusion Experiments for the Investigation of the Magnetization Trans-
fer Between the Domains. The spin-diffusion experiments were carried out accord-
ing to the scheme in Fig. 4.8 by incrementing the mixing time τdiff logarithmically be-
tween 0.01 ms and about 614 ms. The MSE sequence was used for detection to refocus
the crystalline-phase signal (see Section 4.2). For selecting the magnetization in the
mobile-amorphous and crystalline regions a MAPE filter and a short double-quantum
filter were applied, respectively, with filter parameters chosen according to the consid-
erations in Sections 4.4.1 and 4.4.2.4

4 As the choice of the MAPE filter length affects the signal fractions ascribed to the mobile-amorphous
phase and interphase, the thicknesses of the corresponding domains derived from the analysis of the
spin-diffusion curves slightly depend on this filter length and are coupled to each other. Furthermore,
also for short spin-diffusion times it was not possible to evenly select magnetization in all crystalline
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The MSE signals detected in the spin-diffusion experiments were analyzed phase-spe-
cifically by means of fits using Eq. 4.6. The shape parameters a, b, T ∗2i, T

∗
2a, νi and νa

were kept fixed at values gained from the fit to an unfiltered MSE signal. The signal
intensities of the three polymer phases were corrected for signal loss during the MSE
sequence (see Section 4.2), re-using the correction factors assessed for crystallinity de-
termination, and scaled with a normalization factor in a way that the sum intensity of
all three phases at τdiff = 0 and t = 0 is equal to 1. The normalized intensities sc, si and
sa as a function of the mixing time τdiff were analyzed further. In the following they will
be referred to as spin-diffusion curves. A set of such curves from a MAPE-filtered and
DQ-filtered spin-diffusion experiment is shown in Fig. 7.4 (a).

(a) (b)

Figure 7.4.: Phase-resolved spin-diffusion curves (a) and Saturation-Recovery curves (b) measured for
PCL at 45°C (measurement step A).

By comparing the spin-diffusion curves from all MAPE-filtered experiments, an acceler-
ated intensity rise of the rigid phase signal srig(τdiff) = sc(τdiff)+si(τdiff) is visible at lower
temperature (see Fig. 7.5 (a)), hinting at diminishing mobile-amorphous domain sizes
when temperature is reduced. This observation is consistent with the thickness infor-
mation obtained from the SAXS measurements. Yet, the complementary curves of the
mobile-amorphous-phase signal in the DQ-filtered experiments do not show a rise-time
change at varying temperature (see Fig. 7.5 (b)), indicating a widely stable thickness of
the rigid domains consisting of crystalline lamellae and the flanking interphase regions.

Saturation-Recovery experiments with a MSE sequence prior to detection were per-
formed to allow a phase-resolved determination of T1 relaxation times. The waiting
time τSatr was incremented logarithmically between 0 ms and 2000 ms in order to cover
the whole time period necessary for the magnetization rebuild. Again, the phase-specific
signal intensities were obtained by fits using Eq. 4.6 and a subsequent correction for sig-
nal loss due to the MSE sequence (see Sections 4.1 and 4.2). Here, the normalization
was performed in a way that the sum intensity of all three phases at τSatr → ∞ and
t = 0 was equal to 1. The corrected and normalized signal fractions as a function of τSatr
will henceforth be referred to as Saturation-Recovery curves. A detailed, quantitative
analysis of the spin-diffusion and Saturation-Recovery data conducted by numerically

regions or to prevent excitation of small amounts of interphase and amorphous-phase magnetization
(see Section 4.4.2), but the analysis of the spin-diffusion data was not derogated significantly by this
fact.
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(a) (b)

Figure 7.5.: Spin-diffusion curves of the magnetization sink for PCL from (a) MAPE- and (b) DQ-filtered
experiments performed at each of the measurement steps A to E. In (a) data from crystalline
phase and interphase are subsumed to generate a rigid-phase signal curve.

solving the spin-diffusion differential equation and taking into account T1 relaxation
will be discussed in Section 7.3.

7.3. Simultaneous Fit of Spin-Diffusion and Saturation-Recovery Data

Model Geometry for Simulation of Spin-Diffusion and Saturation-Recovery
Curves. In order to obtain quantitative information on spin-diffusion coefficients, spin-
diffusion and Saturation-Recovery data were compared to numerically simulated curves
generated by means of a PC program developed by Prof. H. Schneider, which is described
in Ref. [8]. It is based on the numerical solution of the one-dimensional spin-diffusion
equation 4.11 in consideration of T1 relaxation. The main features of the simulation pro-
gram are given in Appendix F.2. In principle the program allows calculations for differ-
ent model geometries. When magnetization is depleted in either the crystalline lamellae
or the mobile-amorphous regions of a semicrystalline polymer, spin diffusion proceeds
approximately one-dimensional via the interfaces between crystallites and amorphous
regions (see Fig. 7.6 (a)). Therefore, for the simulation a one-dimensional periodic lamel-
lar arrangement of repeat units was assumed and the dimension parameter k in Eq. 4.12
could be set to 1. The repeat unit contained two or three different domains. In the three-
phase (3P) model it consisted of three independent polymer phases (see Fig. 7.6 (b)). This
model reflects the common idea of the structure in a semicrystalline polymer comprising
crystalline, mobile-amorphous and rigid-amorphous interphase domains (see Fig. 7.6 (a)
and Section 2). The two-phase (2P) model on the other hand deals with two distinct poly-
mer phases only. It can be applied to PCL by combining crystalline phase and interphase
into a rigid phase as suggested by Mauri et al. [8]. This simplification of the situation
is, e. g., necessary to implement the Initial Rate Approximation (see Section 7.7).

In order to simulate phase-specific spin-diffusion and Saturation-Recovery curves for
comparison with measured data, the partial differential spin-diffusion equation 4.12 for
k = 1 had to be solved separately for every polymer phase, taking into account the T1
relaxation. To this end the spin-diffusion coefficients Dp and relaxation times T1p of the
individual phases p were considered as constants (cf. Ref. [141]). This represents a sim-
plification, as instead of sharp changes at the phase boundaries a gradual development
of these parameters is expected. Furthermore, the value of the diffusion coefficient de-
pends on the orientation of the spin interconnection vectors in the magnetic field, which
may vary locally within each phase p. However, as the aim here was to seek effective
average values of Dp and T1p the simplification seems feasible.
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(a) (b)

Figure 7.6.: (a) Schematic sketch of the three-phase morphology in PCL with crystalline, interphase and
mobile-amorphous domains denoted c, i and a, respectively. The one-dimensional spin diffu-
sion from the crystalline region via the interphases into the amorphous domains is depicted
by arrows. (b) Representation of the three-phase (3P) model system (see text) used for simu-
lating spin-diffusion and Saturation-Recovery data. The model phases are denominated as A,
B and C with B designating the interphase. Boundary and symmetry planes are named b and
s, respectively. The space coordinate is designated as x.

Fitting of Experimental Spin-Diffusion and Saturation-Recovery Curves. The
simulation program provides a simultaneous fit of simulated data to experimental data
sets from MAPE-filtered and DQ-filtered spin-diffusion and Saturation-Recovery exper-
iments either separately or in arbitrary combinations with spin-diffusion coefficients, T1
time constants and domain thicknesses of all polymer phases as fit parameters, using an
iterative non-linear least-square fitting routine (Levenberg-Marquardt method [165]).

The spin-diffusion process is scale-invariant (as demonstrated by the factor Dp/(∆x)2 in
Eq. F.1), i. e. the characteristic spin-diffusion time (d2/D) remains unchanged, when a
domain size is increased by a factor a and the corresponding spin-diffusion coefficient by
a factor a2: (a·d)2/(a2D) = (d2/D). In this case also the spin-diffusion curves do not vary.
Hence, for an unambiguous determination of parameters in the fit either D or d has to
be known. Here, thickness information from SAXS measurements was used to obtain
quantitative information on spin-diffusion coefficients in PCL. Previous investigations
mainly focussed on the 2P model [8], while here they were extended to the 3P model (see
above and Fig. 7.6 (a)).

The proton spin densities %H,p and the thicknesses dp of the phases p were chosen to be
fixed fit parameters. PCL spin densities were obtained based on mass densities from
literature [238] (see Appendix E). All densities used are given in Table E.1. The spin
densities were used as input parameters to the fit in the form of relative spin densities,
normalized to the mobile-amorphous-phase spin densities.

Because of the different morphological models used for analyzing the SAXS and NMR
data (see Section 7.2), the thicknesses of crystalline and amorphous domains derived
from SAXS could not directly be adopted for fitting the NMR spin-diffusion data. The
long period L however should be a unique quantity for both methods, being independent
from segmentation into the individual phases. Therefore in the fit the thicknesses dp of
the phases p were fixed to values calculated by means of

dp =
(fp/%H,p)∑
k(fk/%H,k)

L , (7.3)
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valid for a lamellar sample structure. In the sum, the quotients are added up for all
phases. Long periods L and sample fractions fp present at the time points of the spin-
diffusion measurements were estimated from the data shown in Fig. 7.1 (a) and (b) and
are summarized in Table 7.1.5 Following from the uncertainties of the input quantities
L, fp and %H,p of the phases p, the relative uncertainties of the thicknesses dp amount to
∼6% for crystalline, mobile-amorphous and rigid domains and ∼13% for the interphase
domains.

The longitudinal relaxation times T1p and spin-diffusion coefficients Dp of the phases
p were free fit parameters. The T1 starting values for the simulation and fit program
were obtained from linear fits to the initial rise of the Saturation-Recovery curves (see
Section 5.1). Spin-diffusion coefficients for Nylon-6 [95, 97] were supposed to represent
appropriate initial Dp values (see Section 7.1).

Simultaneous fits to data for all phases from either DQ-filtered spin-diffusion or Sat-
uration-Recovery experiments separately worked acceptably well for both the 2P and
3P model. Inaccuracies were larger but still tolerable when fitting simulated curves
for the 2P model to data sets from MAPE-filtered spin-diffusion experiments. However,
significant discrepancies occured here for fits with the 3P model. Due to its delayed rise,
the interphase signal could not be described by the simulated curve.

(a) (b)

Figure 7.7.: Simultaneous fit to the combination of Saturation-Recovery curves and spin-diffusion curves
from either DQ-filtered (fit 2 and 4) or MAPE-filtered (fit 1 and 3) experiments for PCL at
45°C for the 2P (a) and the 3P (b) model. In the upper parts of (a) and (b) the fit curves
are compared to spin-diffusion data from a DQ-filtered experiment, the lower parts show
comparisons to data from MAPE-filtered measurements. The fit parameters are given in the
plots. The simulations were done using relative spin densities %H,a = 1, %H,i = 1.034, %H,c =
1.067, %H,rig = 1.067 of the amorphous, interphase, crystalline and rigid domains, respectively.

5As in the 3P model the interphase domains flank the crystalline (or mobile-amorphous) domains, they
occur twice in each repeat unit (cf. Fig. 7.6 (b)). The interphase domain thickness calculated via Eq. 7.3
refers to the whole interphase content in the repeat unit and therefore has to be halved for application
in the fit.
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All in all, single data sets derived from either a Saturation-Recovery or a MAPE-filtered
spin-diffusion or a DQ-filtered spin-diffusion experiment were too unspecific to permit a
reliable simultaneous fit for all phases with 4 (2P) or 6 (3P) free parameters, i. e. the in-
dividual sets of simulated data were too insensitive to changes of distinct parameters or
allowed large variations of the parameter values in the fit. In particular, the Saturation-
Recovery curves depended only slighty on the values of Dp impeding the determination
of reliable information about these parameters from these data curves alone. Yet, fits to
spin-diffusion and Saturation-Recovery curves at the same time were expected to yield
more reliable results for T1p and Dp. However, here partly considerable discrepancies
arose between measured and simulated data which may provide further information on
the sample morphology:

1.) Compared to the simulated curves for the 2P model in DQ-filtered and MAPE-
filtered spin-diffusion experiments the measured magnetization of sink and source
domain showed a delayed rise and decay, respectively (see Fig. 7.7 (a)).

2.) In the DQ-filtered experiments the interphase signal grew before the mobile-amor-
phous phase signal, as it is expected for one-dimensional stacks of lamellae with
planar interfaces between the domains. Furthermore, the intensities reached
matched well the 3P fit data, while shape and rise time of the interphase signal
in the MAPE-filtered experiments did not comply with the simulated curves (see
Fig. 7.7 (b)). Here, signal of interphase and crystalline phase increased almost si-
multaneously or the crystalline signal even grew first as demonstrated in Fig. 7.8,
contrary to the expected development of the magnetization. This finding is not an
artifact due to poor measurement statistics. It could be reproduced in a later mea-
surement of the same sample with a much higher number of scans (∼1400) and
was found for a PS-PB block copolymer as well [159].

3.) Neither in the 2P nor in the 3P model, spin-diffusion curves from MAPE-filtered
and DQ-filtered experiments could be described by the same set of spin-diffusion
coefficients Dp. Either the maximum sink magnetization in the DQ-filtered mea-
surements was too low or the one in the MAPE-filtered experiments was too high
to match simulated curves for the same Dp values to both data sets simultane-
ously (see insets in Fig. 7.7). Compared to spin diffusion from the crystallites to
the mobile-amorphous phase via the interphase, the magnetization transfer in the
opposite direction seemed to be more intense and a larger value of Da was required
to fit the data in the latter case.

Figure 7.8.: MAPE-filtered spin-diffusion data
of crystallites and rigid-amorphous
interphase measured for PCL at
45°C. For comparability of the rise
time, both curves are normalized
in a way that the maximum inten-
sity is equal to 1. The behavior
deviates from the one expected for
one-dimensional stacks of lamellae
with planar interfaces between the
domains, where the interphase sig-
nal should grow clearly before the
crystalline phase signal.
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This last point rendered a simultaneous fit of all three data sets (Saturation Recovery
and MAPE-filtered and DQ-filtered spin diffusion) impractical.

For the lamellar scenario the ratio of thicknesses (dp1/dp2) of two phases p1 and p2 is
represented by the ratio (M0,p1/M0,p2) of magnetizations at large waiting times τSatr in
a Saturation-Recovery experiment:

dp1
dp2

=
M0,p1

M0,p2

%H,p2
%H,p1

=
fp1
fp2

%H,p2
%H,p1

. (7.4)

Hence, the fit to Saturation-Recovery data is strongly recommended to obtain reliable
thicknesses.6 Information about spin-diffusion coefficients on the other hand is con-
tained in the spin-diffusion curves. Summarizing the above, mainly the data from
MAPE-filtered spin diffusion are believed to be problematic because fits using the 3P
model could not be matched here, whereas these fits work well for data from DQ-filtered
experiments.

Before outlining quantitative results concerning fit parameters for the individual mea-
surement steps A to E, the general and characteristic deviations between simulated fit
curves and data curves shall be discussed more elaborately in the following sections.
Possible reasons for these differences are, e. g.,

• magnetization transfer lags according to Mauri et al. [8] (see Section 7.4) and

• a rough crystalline-interphase boundary surface (see Section 7.5).

7.4. Magnetization Transfer Lags in PCL Spin-Diffusion Experiments

As described in the previous section the spin-diffusion curves of source and sink from
MAPE-filtered and DQ-filtered experiments show a delayed decay and rise, respectively,
when compared to fit data for the 2P model (see Fig. 7.7 (a)). Such a sigmoidal develop-
ment of magnetization is known from literature [8, 89, 95, 106, 113, 139, 153, 250] as the
result of interphase regions between source and sink domains, which are not polarized
directly after the selection period in a spin-diffusion experiment, but the signal of which
is evaluated as source magnetization. Since the magnetization from the initially polar-
ized source core regions has to pass through these interphase regions before reaching
the sink domains, the decay of the complete source signal (originating from the actual
core source and the interphase) and the rise of the sink signal occur later, i. e. the mag-
netization transfer is delayed, compared to a situation where no interphase of this kind
exists.

Figure 7.9.: Schematic sketch of the magnetization distribution
after filter application for a lag-phase scenario. The
lag region is evaluated as a part of the source but
does not possess initial magnetization.

6In principle, this thickness ratio is also found at large mixing times τdiff in a spin-diffusion experiment
(see Fig. 4.9). However, in low-field measurements the magnetization development is superimposed by
T1 relaxation and hence this information is lost.
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Applying the same pulse sequences as used here, Mauri et al. [8] found such magneti-
zation transfer lags in PS-PB block copolymers in both, rigid-phase and mobile-phase
selected spin-diffusion experiments. The interphase between hard and soft domains, be-
ing part of the rigid phase in the 2P model, caused a delayed magnetization transfer to
the mobile phase in a DQ-filtered spin-diffusion experiment, as it was not polarized by
the DQ filter. On the other hand, as a reason for the mobile-phase lag Mauri et al. sug-
gested the existence of a portion of polymer material within or close to the mobile phase
which loses magnetization during the MAPE filter.

The impact of the spin-diffusion curve shape variations due to magnetization transfer
lags on the fit parameters Dp and T1p was not investigated by Mauri et al. Hence, this
point shall be made up for here. Furthermore, investigations of the measured data in
the 3P model might yield additional information about the origin of transfer lags.

For a quantitative investigation on possible lag-causing interphases in PCL, the devel-
opment of magnetization in spin-diffusion and Saturation-Recovery experiments was
simulated using the program described in Section 7.3 and Appendix F.2 under the as-
sumption of an additional lag phase, forming domains between source and sink regions.
The same spin-diffusion coefficient, T1 time constant and spin density as for the source
domains was attributed to these interphase domains. Yet, they lacked any initial mag-
netization (pseudo 2P model). This way the magnetization profile after the selection
period in the simulated spin-diffusion experiment was defined to be rectangular (see
Fig. 7.9).7 For the simulation authentic parameter values for PCL were chosen on
the basis of those obtained from simultaneous fits to experimental data for 45°C. Spin-
diffusion curves were calculated for varying lag phase thickness between 0 und 16 Å and
0 and 5 Å for a lag phase within the rigid phase and the mobile-amorphous phase, re-
spectively. The source-domain thickness was accordingly reduced by twice the lag-phase
thickness.

Expectedly, a lag phase only affects the magnetization development when the initial
magnetization in source and lag phase differs. In this case, the increase of the lag-phase
thickness causes a shift of the initial rise and the maximum of the spin-diffusion sink
curve to longer mixing times τdiff, while the source curve decay is increasingly delayed
(see Fig. 7.10). The presence of a lag phase further involves an intensity decrease of
the sink curve when T1 relaxation is fast in the source and lag regions because, due to
the delayed transfer of magnetization, a larger portion of magnetization is lost from the
combined source and lag domains by T1 relaxation before the migration into the sink
domains starts. Therefore less magnetization can be transported into the sink phase
and the maximum sink signal intensity is reduced compared to a situation without lag
phase. Obviously this effect is significant only for the mobile-phase selected experiments
here due to the short T1 relaxation time constant of the mobile-amorphous PCL phase
(cf. Fig. 7.10(a) and (b)).

When fitting simulated spin-diffusion data for a system with magnetization transfer
lags by means of a 2P fit model which does not consider such lags, the curve features de-
scribed above affect the resulting fit parameters in a characteristic way. Assuming fixed

7To consider such a magnetization profile seems feasible, as it was confirmed by Mauri et al. and in a
further simulation test series here, that varying the form of the initial magnetization profile within the
lag phase hardly influences the shape of the spin-diffusion curves as long as the lag-phase fraction stays
constant.
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(a) (b)

Figure 7.10.: Comparison of experimental data for PCL from (a) a DQ-filtered and (b) a MAPE-filtered
spin-diffusion experiment with simulated data for a pseudo 2P model which considers a
rigid (a) or mobile (b) lag phase of varying domain thickness dlag flanking the respective
source region (see text). With increasing lag-phase thickness the thickness of the actual
source domains (denoted by the subscript core) was reduced accordingly, in order to keep
the total domain thickness of the combined source and lag phase (denoted by the subscript
tot) constant. The same parameter set was used for simulations in (a) and (b) with values
given in the plots and relative spin densities %H,a = 1 and %H,rig = 1.067.

domain thicknesses in the fit, the curves give the impression of reduced spin diffusion
from source to sink domains. The fit therefore yields a reduced spin-diffusion coefficient
Dsource of the source compared to the actual value. On the other hand the corresponding
value Dsink of the sink domains is increased. Here, smaller values of Dsource require
larger values of Dsink and vice versa (see Fig. 7.11). Despite the adaption of the spin-
diffusion coefficients, the fit curves do not match well the simulated measurement data
for small mixing times τdiff, as the delayed curve rise and decay cannot be reproduced
by the fit for the 2P model (see Fig. 7.11).

Magnetization Transfer Lags in Rigid PCL Domains. An estimated spin-diffusion
coefficient Drig of the rigid phase can be determined by calculating the average of Dc and
Di, obtained from simultaneous fits to curves from Saturation-Recovery and DQ-filtered
spin-diffusion experiments using the 3P model, weighted by the corresponding mass
fractions fc and fi:

Drig =
fcDc + fiDi

fc + fi
(7.5)

For PCL at 45°C this estimate amounts to Drig ≈0.31 nm2/ms (as used for the simula-
tions described above). However, the fit to the experimental DQ-filtered spin-diffusion
data using the 2P model yields much smaller values of Drig between 0.08 nm2/ms and
0.15 nm2/ms. Following from the findings above, these small parameter values seem-
ingly are fitting artifacts arising when one tries to fit the delayed curve decay and rise
of the source and sink curve with fixed domain thicknesses. Taking into account lag
regions of ∼16 Å thickness at the edges of the rigid domains, the data measured at 45°C
can be reproduced well by simulations for the 2P model, assuming spin-diffusion coeffi-
cients Da = 0.031 nm2/ms and Drig = 0.31 nm2/ms (see Fig. 7.10 (a)). This corresponds
to 34% of initially non-polarized rigid-phase material in the DQ-filtered experiment.

If the magnetization transfer lags were caused by the rigid-amorphous interphase only,
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Figure 7.11.: Simulated spin-diffusion curves for a pseudo 2P model which considers lag regions flanking
the source domains (see text) and fits to these simulated data in the framework of the 2P
model, i. e. disregarding the lag phase. The simulation was performed using the parameters
given in Fig. 7.10 (a) and a lag-phase thickness of 1.6 nm. In the fits, domain sizes and spin
densities were fixed to values used in the simulation. Two different sets of fitting curves
for different spin-diffusion coefficients are shown in the graph. For both sets the T1 time
constants equal those used in the simulation.

no delay of curve decays or rises should be detected compared to data from a fit using
the 3P model, as here this interphase is evaluated as a separate phase, the signal of
which can be distinguished from the rest. In fact, no delay is visible for interphase and
crystallite signal and only a slight retardation for the mobile-amorphous-phase signal
(see Fig. 7.7). However, with an interphase fraction of∼12% and a rigid fraction of∼61%
in the sample at 45°C (known from the MSE and FID component analysis) the portion
of rigid-amorphous interphase in the rigid phase amounts to ∼20% only. This value is
significantly lower than the lag phase fraction of ∼34% estimated above, hinting at one
or more additional reasons for curve-shape variations in the 2P representation.

A possible reason is the insufficient efficiency of the DQ filter. In the ideal case after
the application of the filter the magnetization level is equal for all lamellae and the
magnetization is evenly distributed within a lamella, while interphase and amorphous
regions are left unpolarized. In this case, the magnetization profile of every lamella is
rectangular (see upper row in Fig. 7.12). However, as shown in Section 4.4.2 for the
short DQ excitation times used here, there is an incomplete excitation of magnetization
in the crystallites due to the DQ filter. At least two different scenarios are imaginable
for this situation (see Fig. 7.12):

1.) an unequal distribution of initial magnetization within each crystalline lamella
represented by curved magnetization profiles or

2.) different magnetization levels of the individual lamellae (or rather stacks of lamel-
lae).

As presumably near the edges of the crystallites chain mobility is slightly higher and
dipolar couplings are slightly weaker than in the crystallite core, it seems possible that
for short excitation times some protons near these edges are not polarized, so that
curved magnetization profiles are generated (see Fig. 7.12). In this situation, due to
the large spin-diffusion coefficient of the crystalline phase, spin diffusion would first
start to balance the magnetization within the crystallites before magnetization would
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Figure 7.12.: Schematic drawing of possible initial magnetization profiles after application of a DQ filter
to semicrystalline PCL. Crystalline, interphase and amorphous domains are labeled c, i and
a, respectively. The rectangular profiles in the upper part represent the ideal situation. Fil-
ter ineffectiveness might lead to curved profiles (central picture) or unequal magnetization
levels in individual lamellae (lower part). The sketch in the lower part represents a much
simplified situation, as in reality the magnetization level will rather deviate between whole
stacks of lamellae than between the lamellae within one stack (see Section 4.4.2). The arrows
depict the spin-diffusion process locally differing in strength for the different scenarios.

be transferred further into the interphase and mobile-amorphous phase. Hence, ini-
tially non-polarized outer regions of the lamellae should act as a crystalline lag phase,
inducing a delayed decay of the crystallite signal and a retarded rise of the interphase
and mobile-amorphous phase signal compared to a scenario without lag phase. How-
ever, the fit curves for the 3P model match well the experimental data of interphase and
crystalline phase and a delay is not observed. Furthermore, as discussed in Section 4.4.2
the magnetization does not equilibrate within the crystallites as it should in accordance
with the argumentation given above. Therefore, either effects of such curved initial
magnetization profiles within the lamellae are very small or superimposed by other ef-
fects.

The simulation model assumes that all lamellae initially exhibit the same level of mag-
netization. Yet, as explicated in Section 4.4.2, the initial magnetization level rather
variates from stack to stack. Hence, interphase and mobile-amorphous regions close to
less polarized lamellae will initially obtain less magnetization via spin diffusion than
such near more strongly polarized lamellae and compared to a system with equal initial
magnetization of each lamella, changes in the shape of the spin-diffusion curves are ex-
pected. Whether this effect can induce curve shapes similar to those discussed above for
the 2P model remains to be clarified by simulations of the scenario.

Magnetization Transfer Lags in Mobile-Amorphous PCL Domains. The delayed
initial rise and decay of sink and source signal from MAPE-filtered spin-diffusion mea-
surements is expectedly reproduced well by simulations for the 2P model under consid-
eration of a mobile lag phase (see Fig. 7.13).

The MAPE filter action is based on the fact, that signal of protons cannot be refocused
when the filter duration largely exceeds the inverse dipolar coupling strength between
them, i. e. when the couplings are too strong. As there is a gradient of chain mobilities
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Figure 7.13.: Comparison of experimental spin-diffusion data with simulations using the pseudo 2P model,
considering lag-phase regions flanking the source domains, for two different sets of spin-
diffusion coefficients. The simulations were performed using the total thickness, T1 and
spin-density parameters given in Fig. 7.10 and assuming a magnetization lag phase of 34%
and 15% of the total rigid phase and mobile-amorphous phase, respectively.

and dipolar coupling strengths within the mobile-amorphous phase (see Section 4.4.1),
ranging from strong couplings near the interphase to weak couplings in the middle of
the domains, a too long filter in fact screens magnetization from protons at the edges of
the amorphous domains. A similar effect is known for the Goldman-Shen filter sequence
[113,117,151]. Furthermore, also technical imperfections and molecular motions on the
time scale of the sequence length may induce signal loss.

The fraction of mobile-amorphous-phase signal which is lost due to the filter can be
estimated by comparing the corresponding signal intensities from an unfiltered and
a MAPE-filtered MSE experiment. In the measurements for PCL at 45°C the loss
amounted to 7% of the total mobile-amorphous-phase signal. Signals arising from this
non-polarized fraction are not distinguishable from the rest of the mobile-amorphous-
phase signal due to very similar signal-shape parameters. Therefore, this loss fraction
acts as a typical magnetization lag phase (cf. Ref. [8]). Yet, a good agreement between
measured and simulated spin-diffusion data was only reached for 15% of lag-phase con-
tent within the mobile-amorphous phase (see Fig. 7.13).

Summarizing the above, the shift in initial rise and decay of the experimental spin-
diffusion curves compared to simulated ones for the 2P model can quantitatively be
explained by the existence of a rigid and a mobile-amorphous magnetization lag phase.
However, in both cases the estimated lag-phase fractions are significantly larger than
the directly evident reasons suggest. In presence of such lag phases the spin-diffusion
coefficients determined from fitting the data using the 2P model deviate from the true
ones. Furthermore, the discrepancy between the sets of spin-diffusion coefficients re-
quired to describe the experimental curves from DQ-filtered and MAPE-filtered experi-
ments does not vanish when lag phases are considered. Still the description of MAPE-
filtered spin-diffusion data requires higher values of Da and Drig than necessary to char-
acterize the corresponding DQ-filtered spin-diffusion data (see Fig. 7.13).
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7.5. Effects of Corrugated Crystalline-Interphase Boundary Surfaces

Even when taking into account possible lag phase effects (and domain-size distributions,
see Appendix F.4) in PCL, discrepancies persist between the measured spin-diffusion
data and the fit curves which still could not be interpreted (see Sections 7.3 and 7.4).
In this section, a model of corrugated crystallite surfaces will be discussed qualitatively,
which may yield a conceivable explanation of these mismatches.

As shown in Fig. 7.6 the 3P model for fitting the spin-diffusion data assumes pla-
nar interfaces between the three polymer domains. However, in literature also rough
crystallite surfaces have been debated [20, 228, 255–257] or morphologies where rigid-
amorphous and mobile-amorphous domains both have direct contact with crystalline
material [119]. In the scenario discussed here, crystalline lamellae form protuberances
towards the mobile-amorphous phase at their edges, as shown in Fig. 7.14.8

(a) (b)

Figure 7.14.: Schematic representation of the domain morphology of a semicrystalline polymers consisting
of crystalline lamellae, mobile-amorphous regions and rigid-amorphous interphase domains
in between, denoted c, a and i, respectively: (a) model with planar boundary surfaces and (b)
model with corrugated crystallite surface.

In this scenario, polymer chains in the dents between such crystalline protuberances
and on the top of them are subject to mobility restrictions because they are fixed in the
crystallite at one end. They would therefore be evaluated as rigid-amorphous interphase
material in NMR time-domain measurements. At a certain distance from the crystallite
surface the chain mobility is largely isotropic, so that the corresponding material can
be referred to as mobile-amorphous. Compared to the model with planar interfaces,
in this scenario the crystallite surface is enlarged and the minimum distance between
crystallite surface and the boundary of the mobile-amorphous domains is reduced (see
Fig. 7.14), causing distinct changes in the magnetization development in a spin-diffusion
experiment, which are addressed in the following.

Consequences of Corrugated Crystallite Surfaces on Crystalline-Phase-Select-
ed Spin-Diffusion Experiments. The shape of the contact area between the poly-
mer domains enters the spin-diffusion equation in form of the dimension parameter
k. As known from literature, changes of this parameter may affect the spin-diffusion
curves [89, 101, 250]. Due to the corrugated crystallite surface the geometry of the
spin-diffusion process in a crystalline-phase-selected experiment is fractal with a di-
mension parameter k ranging between 1 and 2 instead of k = 1 for the scenario with
planar interfaces. Following from Eq. 4.12, magnetization is transferred slightly faster
from the crystallites to the interphase via the enlarged boundary surface, resulting in

8Of course, also other forms of rough crystallite surfaces can be imagined.
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a somewhat earlier decay and rise of the crystalline and interphase signal, respectively,
compared to the curves obtained for a model with planar interfaces.

By contrast with the data from a fit using the 3P model, there is no accelerated intensity
rise or decay of the measured crystalline-phase and interphase signal, although such a
magnetization development could not be compensated by the fit. However, in Section 7.4
ineffective DQ-filter action in the crystallites was discussed as a possible reason for a
further magnetization transfer lag inducing a retarded decay and rise of the crystalline
and interphase signal, respectively. Also this effect was not visible in the experimental
data, although it probably exists. Possibly, here both influences cancel each other, leav-
ing the rise or decay times of the measured data in fair agreement with those from the
fits. For a final clarification of the issue simulations for a scenario taking into account
corrugated crystallite surfaces and a lack in filter efficiency are required.

Consequences of Corrugated Crystallite Surfaces on Amorphous-Phase-Select-
ed Spin-Diffusion Experiments. The presumed effects of a corrugated crystallite
surface are complex in case of spin diffusion starting from the mobile-amorphous phase.
They are demonstrated in Fig. 7.15. Here, magnetization flows to the interphase first,
enabling a slight and early rise of the interphase signal intensity. However, at spots
where the interphase is thin magnetization is preferably and rapidly transferred fur-
ther to the crystalline domains with its efficient spin diffusion due to the strong dipolar
couplings. Therefore, the crystalline-phase and interphase signal grow almost simulta-
neously. The magnetization also disperses within the interphase albeit less efficiently
than in the crystallites. The interphase signal therefore increases further, but with a
smaller slope than present for the crystalline-phase signal. When magnetization has
’filled up’ the crystalline protuberances, it seems possible that it is transferred back to
still non-polarized interphase material, resulting in a stronger second rise of the inter-
phase signal. Due to their strong dipolar couplings the crystalline protuberances can
remove more magnetization from the crystalline-interphase boundary and distribute it
within the crystallites than the interphase could do at the same place in case of pla-
nar surface boundaries. This suction action of the crystalline phase on magnetization
assumedly enables a higher crystalline-phase intensity at short mixing times than cal-
culated for planar boundary surfaces, but at the expense of the interphase signal inten-
sity.9 All these effects described here have actually been detected in the experimental
PCL data (see Figs. 7.7 (b) and 7.8).

Resulting from the strongly delayed and reduced rise of the interphase signal, being a
part of the rigid-phase signal, a retarded increase of the latter is conceivable in the 2P
model compared to the scenario with planar interfaces. This effect could constitute the
additional magnetization transfer lag needed to finally explain the spin-diffusion data
from the MAPE-filtered experiment for the 2P model.

Importantly, the discrepancy between the signal intensities of the sink curves from DQ-
filtered and MAPE-filtered spin-diffusion experiments can finally be elucidated by tak-

9By contrast, the decreased minimum distance between crystalline and mobile-amorphous domains
is not expected to accelerate the rise of the mobile-amorphous-phase signal in a crystalline-phase-
selected experiment significantly because magnetization is transported less efficiently within the
mobile-amorphous phase than within the interphase with its higher coupling strength and diffusion
coefficient.
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Figure 7.15.: Demonstration of the effects of corrugated crystallite surfaces on the spin-diffusion curves
from a mobile-amorphous-phase-selected experiment. Direction and strength of the spin-
diffusion process are indicated by green and claret arrows for scenarios with planar inter-
faces (left) and corrugated crystallite surface (middle), respectively. Expected spin-diffusion
curves for both scenarios are sketched on the right using the same colour code.

ing into account corrugated crystallite surfaces and T1 relaxation. Because of rather fast
T1 relaxation in the mobile-amorphous phase and the interphase and the slow relaxation
in the crystallites, a faster magnetization transfer from the mobile phase into the crys-
talline phase, as described above, partly prevents magnetization from being lost due to
relaxation. Therefore the maximum signal intensity of the crystalline phase grows addi-
tionally compared to the situation for planar interphases and the total increase exceeds
the signal loss in the interphase due to the simple redistribution of magnetization (see
above). Thus, also the maximum intensity of the rigid-phase signal exceeds the value
reached in a simulation for a 2P model with planar surface boundaries.

Ignoring corrugated crystallite surfaces, enlarged intensities from a mobile-amorphous-
phase-selected experiment are evaluated as resulting from enhanced spin diffusion com-
pared to crystalline-phase-selected measurements where no such increase in sink inten-
sity is expected.10 Hence, fitting such spin-diffusion data using the program described
in Section 7.3 with fixed domain-thickness parameters is not possible with one set of
spin-diffusion coefficients for both sets of data. To reproduce the enlarged sink intensity
in the mobile-phase-selected experiment the fit yields a higher value of Da (and possibly
also of Drig) than for the crystalline-phase-selected experiment, and in the 3P model an
increased value of Di or Dc is needed to additionally compensate the elevated simulated
interphase signal intensity arising from the raise in Da.

In summary, the discrepancies between measured and simulated spin-diffusion data can
be explained qualitatively by the existence of corrugated crystallite surfaces in PCL.
For a final clarification, however, a comparison of the individual scenarios by numerical
simulations is necessary. First tests indicate, that a simultaneous rise of crystalline and
interphase signal can be explained by a corrugated interface in fact [159].

10As the slow T1 relaxation in the crystalline phase does not cause much signal loss within the first tens
of milliseconds of spin diffusion, the faster magnetization transfer due to the corrugated boundary in
a crystalline-phase-selected experiment is not expected to affect the intensity of the interphase and
mobile-amorphous-phase signal curves compared to the scenario with planar boundary surfaces.
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7.6. Quantitative Results from Fitting PCL Spin-Diffusion Data

Despite the described discrepancies between measured and simulated spin-diffusion
curves, the measured data were analyzed in order to obtain spin-diffusion coefficients
for PCL, which shall later on be used to derive realistic PCL domain sizes from spin-
diffusion experiments in practice (see Chapter 8).

The considerations in Section 7.5 confirmed that mainly data from MAPE-filtered exper-
iments pose a problem to the analysis, when using a fit model for three polymer phases
with planar interfaces between them (3P model). Therefore the quantitative evaluation
has been restricted to data from DQ-filtered spin-diffusion and Saturation-Recovery ex-
periments. Information about the implementation of the fit is given in Section 7.3. The
fit quality was fairly good in general (see Fig. 7.16). However, slight systematic devia-
tions between measured data and the fit curves persisted, assumedly as a consequence
of domain thickness distributions (see Appendix F.4).

(a) (b)

Figure 7.16.: DQ-filtered spin-diffusion data (a) and Saturation-Recovery data (b) in comparison to curves
obtained from a simultaneous fit to both sets of data. Exemplarily, data from step C (at 27°C)
and A (at 45°C) in the measurement program are plotted.

As it turned out that the fit results partially depend on the initial parameter values,
three fits have been performed to data from each of the steps A to E in the measure-
ment program with different initial values. In principle, in the fits the spin-diffusion
coefficient Di of the interphase could have been fixed to the average of the coefficients
of crystalline and mobile-amorphous phase because the spin-diffusion curves do not re-
spond sensitively to changes of Di (see also Ref. [95]). Nontheless, in order to test the
possible parameter variations, Di was kept as a free parameter, here. During the fitting
runs the parameter values possibly had to be reset, if physically unlikely combinations
of values arose as a result of domain-size distributions (see Appendix F.4). At the end
of each fitting run the domain sizes were allowed to adjust freely in order to optimize
the fit quality. The thickness values obtained this way ranged within the margin of un-
certainty of the thicknesses calculated from the SAXS long period L in each case. The
parameter values derived from the fits are summarized in Table 7.1.
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step A step B step C step D step E
45°C 45°C 27°C 27°C 45°C

fa 0.403±0.010 0.393±0.010 0.343±0.010 0.326±0.010 0.381±0.010
fi 0.112±0.010 0.129±0.010 0.139±0.010 0.144±0.010 0.127±0.010
fc 0.485±0.010 0.478±0.010 0.518±0.010 0.530±0.010 0.492±0.010

LSAXS/ nm 15.83± 0.30 15.80± 0.30 15.13± 0.30 14.99± 0.30 15.78± 0.30
da,SAXS/ nm 6.57± 0.42 6.40± 0.42 5.38± 0.35 5.07± 0.33 6.20± 0.40
di,SAXS/ nm 0.89± 0.12 1.02± 0.13 1.06± 0.14 1.08± 0.14 1.00± 0.13
dc,SAXS/ nm 7.48± 0.45 7.34± 0.44 7.65± 0.46 7.77± 0.47 7.55± 0.45
σrel,c 0.10 0.10 0.13 0.13 0.10
σrel,a 0.51 0.51 0.48 0.48 0.50

da,NMR/ nm 6.59± 0.01 6.43± 0.01 5.36± 0.01 5.10± 0.04 6.22± 0.02
di,NMR/ nm 0.90± 0.01 1.02± 0.01 1.06± 0.01 1.09± 0.01 1.01± 0.01
dc,NMR/ nm 7.53± 0.02 7.32± 0.02 7.66± 0.01 7.76± 0.01 7.56± 0.01

T1a/ ms 89± 2 93± 2 62± 1 54± 2 88± 3
T1i/ ms 214± 100 132± 10 87± 10 120± 20 134± 10
T1c/ ms 595± 160 683± 20 423± 35 484± 30 753± 120

Da/ nm2ms−1 0.031±0.001 0.029±0.001 0.032±0.002 0.0344±0.0003 0.030±0.001
Di/ nm2ms−1 0.179±0.016 0.209±0.062 0.160±0.035 0.210±0.024 0.206±0.031
Dc/ nm2ms−1 0.308±0.055 0.375±0.058 0.330±0.076 0.279±0.028 0.358±0.054

Table 7.1.: Summary of results from NMR and SAXS measurements for all 5 steps in the temperature
program (see Fig. 7.1): Sample fractions f from NMR MSE measurements, long periods L from
SAXS, mean domain thicknesses dSAXS calculated from L via Eq. 7.3 using proton spin densities
from Table E.1, relative distribution widths σrel = σ/dSAXS of domain sizes from SAXS (see
Appendix F.4) and domain thicknesses dNMR, T1 relaxation time constants and spin-diffusion
coefficients D from fitting the NMR spin-diffusion data (see text). The subscripts a, i and c
denote the mobile-amorphous phase, interphase and crystalline phase, respectively.

Spin-Diffusion Coefficient of the Mobile-Amorphous Phase. The spin-diffusion
coefficient Da could be determined from the fits with little scatter.11 No effect of sec-
ondary crystallization was seen, but expectedly Da increased slightly and reversibly
with falling temperature because of increasing chain mobility and hence rising strength
of the residual dipolar couplings which mediate spin diffusion (see Fig. 7.17 (a)). The
absolute change of Da from (0.030 ± 0.003) nm2/ms at 45°C to (0.033 ± 0.003) nm2/ms
at 27°C was low, however, compared to variations in the order of ∼0.012 nm2/ms de-
termined for PB by Spiegel et al. for an equivalent temperature change [120]. In the
temperature range between 27°C and 45°C the value of Da is found by a linear fit yield-
ing Da = ((-1.7 ± 3.0)·10-4 T [°C] + (0.0375 ± 0.012)) nm2/ms.

For PCL similar, yet slightly smaller spin-diffusion coefficients are expected than for
Nylon-6 (see Section 7.1) amounting to 0.034 nm2/ms to 0.084 nm2/ms as calculated
from the NMR proton line width at room temperature by Buda et al. [95, 97]. In fact,
this expectation is confirmed here. Literature data for Da in PE (0.07 nm2/ms to 0.25
nm2/ms) are larger than those obtained here for PCL. Furthermore, the values given for

11Due to domain-thickness distributions within the sample the magnetization transfer is presumably
stronger locally than determined in the fits. At 45°C instead of Da ≈ 0.030 nm2/ms it rather amounts
to a true value of ∼ 0.045 nm2/ms (see Appendix F.4).
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(a) (b)

Figure 7.17.: Spin-diffusion coefficients Da, Dc and Di of the mobile-amorphous phase (a) and the crys-
talline phase and interphase (b), obained from simultaneous fits to Saturation-Recovery
curves and spin-diffusion curves from DQ-filtered experiments for PCL, as a function of the
time in the measurement program (see Section 7.2). Results from fits with different initial
parameters are plotted for every measurement step.

mobile-amorphous PCL at room temperature by Voda et al. [101] (Da = 0.14 nm2/ms to
0.25 nm2/ms) exceed the results presented herein by a factor of 4 to 7, whereas investi-
gations on local spin diffusion within the mobile-amorphous PCL phase at 45°C ,using a
hole-burning technique, yielded only half the value obtained here [258], supposedly be-
cause at this very local scale (∼1 nm) the geometry of the process is different compared
to the scenario assumed for the low-field measurements (see Section 7.1).

The trend of rising dipolar coupling strength with falling temperature is visible in the
development of the T2 relaxation time constant as expected.12 However, the absolute
values of Da calculated by help of T2 exceed the ones derived from the fit significantly
(see Table 7.2). The calibration of Mellinger et al. [251] yields values which are approx-
imately 10 times larger than Da from the fit. Anyway, this calibration cannot be used
here, because it is based on a reference value obtained from NMR measurements under
MAS (see Section 7.1). Yet, after scaling down the values derived from this calibration
by a factor of (0.76 ± 0.05) to adapt them to results from static NMR measurements as
suggested in Ref. [156], they are still too large by a factor of 8 to 9. Also by computing
Da from the T2 relaxation time constant via Eq. 7.2, a factor of 4 to 5 persists.13 These
findings indicate, that the stated relations of T2 and Da do not hold true in general for
mobile polymer phases. Compared to soft PI or PB blocks in block copolymers the amor-
phous PCL phase exhibits considerably reduced spin diffusion [156, 251]. A possible
reason could be an effective obstruction of the magnetization transfer in direction of the
chain backbone due to the COO group in the PCL repeat unit.

Spin-Diffusion Coefficients of Crystalline Phase and Interphase. The spin-diff-
usion coefficients of crystalline phase, interphase and rigid phase derived from the fit

12T2 relaxation time constants were measured using the CPMG and Hahn-echo sequence. The results of
both kinds of experiments were in good agreement.

13However, the value used here for the mean-squared distance 〈r2〉 between the nearest spins might
be inappropriate as it was calculated by Voda et al. for PCL as a soft segment of a thermoplastic
polyurethane [101].
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step A step B step C step D step E
45°C 45°C 27°C 27°C 45°C

T2a / ms 0.68 0.63 0.48 0.46 0.60
Da,calc / nm2 ms−1 0.326 a 0.331 a 0.353 a 0.357 a 0.334 a

0.248 b 0.252 b 0.268 b 0.271 b 0.254 b

0.123 c 0.133 c 0.173 c 0.181 c 0.139 c

Da,fit / nm2 ms−1 0.031±0.001 0.029±0.001 0.032±0.002 0.0344±0.0003 0.030±0.001

M2 / (2π)2 kHz2 290 291 303 301 292

Dc,calc / nm2 ms−1 0.423 d 0.424 d 0.432 d 0.431 d 0.425 d

Dc,fit / nm2 ms−1 0.308±0.055 0.375±0.058 0.330±0.076 0.279±0.028 0.358±0.054

a calculated using the calibration of Mellinger et al. [251];
b as a but scaled down by a factor of 0.76 as suggested in Ref. [156];
c calculated via Eq. 7.2 with 〈r2〉 = (0.29)2 nm2, adopted from Ref. [101];
d calculated from the second moment M2 of the line shape of the crystalline-phase signal via
Eq. 7.1.

Table 7.2.: Comparison of calculated spin-diffusion coefficients (subscript calc) of the mobile-amorphous
(subscript a) and crystalline (subscript c) phase of PCL and the corresponding values derived
in the fit (subscript fit) for all steps in the measurement program.

amount to Dc = (0.34 ± 0.09) nm2/ms, Di = (0.19 ± 0.08) nm2/ms and Drig = (0.31
± 0.09) nm2/ms, the latter being calculated as a weighted average of Dc and Di ac-
cording to Eq. 7.5. Following from these results, the spin-diffusion coefficient of the
rigid-amorphous interphase can be fixed in the fits to the average of Dc and Da without
hesitation. Values of Dc for Nylon-6 [95, 97] (0.21 nm2/ms to 0.29 nm2/ms) are at the
lower limit of the uncertainty range of values obtained from the fit, while those com-
puted from the second moment M2 of the line shape of the crystalline-phase signal14 via
Eq. 7.1 are at or above the upper limit (see Table 7.2). Due to the slight temperature
dependence of M2 (see Section 5.1) a decrease of Dc by about 0.008 nm2/ms was expected
for a temperature change from 45°C to 27°C. However, the fit results scatter by up to
0.09 nm2/ms (see Fig. 7.17 (b)) rendering such a small deviation indetectable.

The widely accepted value of the spin-diffusion coefficient in glassy PS reported by
Clauss et al. ((0.8 ± 0.2) nm2/ms) [139], which is frequently considered to be specific for
rigid organic matter but was determined from measurements under MAS, significantly
exceeds the value obtained here for PCL crystallites. Yet, the corresponding value from
static low-field experiments ((0.38 ± 0.06) nm2/ms [156]) matches the PCL value within
the uncertainty range. Furthermore, the parameter value determined here lies within
the wide range of literature values for the crystalline phase of PE (0.11 nm2/ms to 0.83
nm2/ms, see Section 7.1). Expectedly, as already reported for the amorphous PCL phase,
investigations on local spin diffusion yielded a much smaller spin-diffusion coefficent in
the crystallites ((0.08 ± 0.02) nm2/ms) than found here (see above and Section 7.1).

Results on T1 Relaxation Time Constants. The fits yield stable and well-defined T1
values only for the mobile-amorphous phase, where the longitudinal relaxation proceeds

14The second moment M2 of the line shape for the PCL crystallites was deduced from fits to the MSE data
(see Section 4.1).
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much faster than the spin diffusion: T1a � d2a/Da ≈ 1370 ms. The T1a values are in good
agreement with those from a linear fit to the initial rise of the corresponding Saturation-
Recovery curves (see Section 5.1) and thus are supposed to be close to the true values.

The relaxation time constants T1c and T1i of the crystalline phase and interphase are
larger than T1a (see Table 7.1). Here the ratio between the T1 relaxation time and the
characteristic spin-diffusion time d2/D is in the range of 15 to 25 for the interphase and
3 to 4 for the crystalline phase. Thus, spin diffusion dominates within these phases.
Supposedly due to domain-size distributions in the sample, the fits allow a multitude of
different combinations of values for T1c and T1i (see Appendix F.4). The actual fit values
depend on the inital T1 parameter setting. True T1 values of these phases therefore
cannot be given.15 As already described in Section 5.1 all three T1 times decrease with
falling temperature. Yet, no change due to proceeding secondary crystallization can be
seen i. e. the very fast local dynamics in the sample are not influenced appreciably due
to this process.

In summary by means of simultaneously fitting data from DQ-filtered spin-diffusion
and Saturation-Recovery experiments the effective spin-diffusion coefficient and the T1
time of the mobile-amorphous phase could be determined with high accuracy. The corre-
sponding values of the other two phases scatter strongly. Nevertheless average values
were obtained for the parameters of these phases as well. While expectedly a tem-
perature trend for the spin-diffusion coefficient of the mobile-amorphous was found,
such a tendency could not be confirmed for the coefficients of the interphase, crystalline
phase and rigid phase owing to the large scatter of these parameters. The value of the
amorphous-phase spin-diffusion coefficient of PCL is in agreement with those known
from literature for Nylon-6 but is significantly lower than those calculated from pro-
ton T2 relaxation times or line widths and the spin-diffusion coefficient of the crystalline
PCL phase lies within the range of literature values for rigid polymer phases from static
low-field experiments.

7.7. Initial Rate Approximation for the Estimation of Domain Sizes in
PCL

As an alternative to complex computations the Initial Rate Approximation (IRA) pro-
vides a simple, fast and widely used approach to estimate domain sizes in heteroge-
neous polymer systems from spin-diffusion curves without requiring exact knowledge
of the structure of the system (i. e. the dimensionality of the magnetization trans-
fer) [17, 93, 94, 96, 99, 104, 105, 110–112, 127, 128, 130, 139, 251]. Basically, the approach
relies on the idea that in a spin-diffusion experiment only a small layer around the in-
terface between magnetization source and sink is affected by the magnetization transfer
at short mixing times τdiff. Because the sink region is much larger than this layer, as
a short-time approximation one can assume a scenario of a finite source region, from
which magnetization is transferred into an infinite sink region [143]. For this situation
an analytical solution of the spin-diffusion equation exists, from which an expression for

15The T1 data shown in Table 7.1 were obtained using characteristic time constants from a linear fit to the
initial rise of the Saturation-Recovery curves as initial values for the simultaneous fit of spin-diffusion
and Saturation-Recovery data.

Dissertation of Kerstin Schäler Page 97



7. Investigation of Spin Diffusion in PCL

the source domain size can be deduced:

dsource = 2r0 =
4√
π

√
DA
√
DB(

%H,A
%H,B

√
DA +

√
DB

)√t0 (7.6)

Here, r0 denotes the position of the interface between source and sink domain and the
subscripts A and B designate the source and sink domain, respectively (see Fig. 7.18 (a)).
In case the dimensionality of the spin-diffusion process differs from k = 1, a factor 4k

instead of 4 is used in Eq. 7.6. A derivation of this equation according to the consid-
erations of Clauss et al. [139] is given in Appendix F.3, for a one-dimensional periodic
structure of alternating rigid and mobile-amorphous regions (2P model, see Section 7.3)
of, e. g., a semicrystalline polymer.

(a) (b)

Figure 7.18.: Initial Rate approximation: (a) Magnetization profiles for the initial stages of spin diffusion
from a magnetization source A at x < r0 to an infinite sink region B at x > r0. The arrows
depict the evolution of the spin-diffusion process. The profile changes only in a small region
around r0. (b) Spin-diffusion curves of source A and sink B in absence of T1 relaxation as a
function of the square-root of the mixing time τdiff. At the initial stage of spin diffusion the
curves can be approached by linear functions of

√
τdiff. The characteristic value

√
t0 can be

used to estimate r0 (see Eq. 7.6).

The parameter
√
t0 yields specific information about the speed of the spin-diffusion pro-

cess from the source to the sink domain. It is easily accessible from the spin-diffusion
curves in a √τdiff representation by performing a linear fit to the initial rise or decay of
the sink or source curve, respectively (see Fig. 7.18 (b)). From the source domain size
dsource the thickness dsink of the sink domain can be found with the help of the mass
fractions and proton spin densities of the two phases as described by Eq. 7.4 for a one-
dimensional spin-diffusion process. Due to the restriction of the considerations to the
magnetization development at only one interface (see Appendix F.3) the IRA cannot be
applied directly to a 3P model, where two different kinds of interface exist. Yet, by sub-
dividing one of the two phases in the 2P model, the calculation of domain sizes of the
sub-phases from dsource or dsink is also possible using Eq. 7.4.

Eq. 7.6 was derived neglecting T1 relaxation. Thus, before it can be applied, data from
spin-diffusion measurements at low magnetic field, which are substantially influenced
by T1 relaxation effects, have to be corrected correspondingly, e. g., by multiplication
by an exponential factor et/T1 [17]. But, as relaxation processes within source and sink
phase both affect the shape of the spin-diffusion curves, a correction with the T1 value
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of only one of the phases is inadequate. Here, the corrections of the experimental data
have been performed by multiplying them by et/T1,ave,ini , with T1,ave,ini being a weighted
average of the T1,ini time constants of all three phases in the sample, obtained from
linear fits to the initial rise of the corresponding Saturation-Recovery curves: T1,ave,ini =

fcT1c,ini + fiT1i,ini + faT1a,ini. This parameter was chosen because the T1 relaxation in all
PCL phases affects the experimental spin-diffusion data to a certain extent, presumably
depending on the corresponding phase fraction. T1,ave,ini amounted to about 240 ms to
360 ms at 45°C and ∼140 ms at 27°C.

According to Mauri et al. the spin-diffusion sink curve is better suited for the initial
rate approach than the source curve, as seemingly its shape depends less on the actual
T1 value chosen for correction, the fit region and the experimental uncertainties [8].
Following this suggestion, linear fits to the initial rise of the normalized and T1 corrected
sink curves (as a function of √τdiff) from the spin-diffusion experiments for PCL and the
2P model have been performed for all steps in the measurement program. An example
is displayed in Fig. 7.19. Actually the sink curve shape is sigmoidal at very short mixing
times τdiff due to magnetization transfer lags discussed in Section 7.4. Therefore the fit
range was adapted to cover only the region of the linear curve rise as recommended
by Mauri et al. [8]. The values of the parameter

√
t0 obtained here are summarized in

Table 7.3. The uncertainties reported were determined by slightly varying the interval
boundaries for the linear fit.

Figure 7.19.: Experimental spin-diffusion curves for PCL at 45°C from a MAPE-filtered experiment and
Initial Rate Approximation after T1 correction as described in the text.

Domain sizes were calculated for the one-dimensional spin-diffusion scenario from
√
t0

via Eq. 7.6 for the source domain and via Eq. 7.4 for the sink domain, using relative
proton spin densities given in Table E.1. The values of the spin-diffusion coefficients
required for the calculation were adopted from the simultaneous fits to the experimental
data described in Sections 7.3 and 7.6. Here, for each step in the measurement program
at least three triples of values (Da, Di, Dc) were used, for which a good fit of the spin-
diffusion and Saturation-recovery data had been obtained. The diffusion coefficient of
the rigid phase was estimated as a weighted average via Eq. 7.5. The domain sizes
resulting from the IRA are summarized in Table 7.3. The uncertainties given in the
table arise from the uncertainties of

√
t0 and the scatter of the spin-diffusion coefficients.
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step A step B step C step D step E
45°C 45°C 27°C 27°C 45°C

results from MAPE-filtered spin diffusion
√
t0/
√

ms 20.4± 1.0 22.3± 1.0 15.3± 1.8 16.7± 1.4 18.4± 1.0
da/nm 6.2± 0.4 6.7± 0.5 4.7± 0.7 5.2± 0.5 5.6± 0.4
drig/nm 8.7± 0.6 9.8± 0.7 8.5± 1.4 10.3± 0.9 8.7± 0.7

results from DQ-filtered spin diffusion
√
t0/
√

ms 33.0± 0.8 33.8± 0.6 33.6± 0.5 34.1± 0.5 23.8± 0.6
da/nm 6.7± 0.3 6.6± 0.3 5.4± 0.3 5.2± 0.1 6.4± 0.3
drig/nm 9.5± 0.4 9.6± 0.5 9.8± 0.5 10.1± 0.2 9.8± 0.4

results from SAXS

da/nm 6.6± 0.4 6.4± 0.4 5.4± 0.4 5.1± 0.3 6.2± 0.4
drig/nm 9.3± 0.6 9.4± 0.6 9.8± 0.6 9.9± 0.6 9.6± 0.6

Table 7.3.: Results from Initial Rate Approximation performed for data from MAPE-filtered and DQ-
filtered spin-diffusion experiments of PCL compared to domain sizes calculated from SAXS
long periods via Eq. 7.3 using proton spin densities from Table E.1. The subscripts a and rig
denote the mobile-amorphous and rigid phase, respectively.

Comparing the calculated values with true domain sizes derived from SAXS long peri-
ods, the best agreement is found for thicknesses obtained from DQ-filtered spin-diffusion
experiments. Here the values from the IRA are slightly larger than the true ones by
2% to 3% and the temperature trend is readily reproduced. As already pointed out in
Section 7.5 data from the MAPE-filtered experiments cannot be described by a model
with planar interfaces between the polymer domains. Consequently problems were also
expected when performing the IRA. In fact, the thickness results obtained from MAPE-
filtered experiments are in worse agreement with the true values than those from the
DQ-filtered measurements (see Table 7.3). Yet, the temperature trend of the mobile-
amorphous-phase domain size is visible here as well.

Importantly, no agreement could be found between thicknesses derived from the SAXS
long period and those estimated via Eq. 7.6 using spin-diffusion coefficients of the mobile-
amorphous phase which were calculated from proton T2 relaxation time constants or line
widths. Here, the domain sizes obtained from IRA are too large by a factor of about 2.

In summary, the Initial Rate Approximation yields domain sizes for PCL which match
well the real values derived from SAXS long periods under the condition that

• only data from DQ-filtered experiments is analysed by IRA,

• the weighted average of T1,ini values of all three polymer phases, obtained from
linear fits to the initial rise of the corresponding Saturation-Recovery curves, is
used for T1 correction and

• the calculation of the average source domain size via Eq. 7.6 is accomplished with
the help of the spin-diffusion coefficient values given in Section 7.6 for measure-
ment temperatures in the range of about 27°C to 45°C.
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7.8. Summarizing Remarks

Generally solid-state 1H NMR spin-diffusion measurements are well-suited for the de-
termination of domain sizes in semicrystalline polymers. In comparison to other tech-
niques used for this purpose, in principle, they do not require any sample pretreatment,
such as staining, as here differences in chain mobility between crystallites and amor-
phous phase are exploited. Importantly, domain sizes in systems with about 50% crys-
tallinity, which may pose problems to SAXS measurements due to overlying peaks, are
accessible by the help of spin-diffusion investigations.

However, difficulties arise in the case of low-field NMR due to phase-specific T1 relax-
ation affecting the shape of the spin-diffusion curves in a complex way. In this work, this
effect was accounted for in a numerical approach for solving the spin-diffusion equation
for two or three-phase morphologies using a simulation and fit program.

Furthermore a lack of knowledge about correct spin-diffusion coefficients in a distinct
sample system complicates the determination of domain sizes. As information on spin-
diffusion coefficients in PCL, the polymer system of choice here, has been rare, the aim
was to perform spin-diffusion experiments to identify these coefficients with the help
of domain thicknesses derived from SAXS measurements. By interpretating the spin-
diffusion data interesting insights were gained:

• By examination of spin-diffusion data for PCL as a two-phase system, containing
rigid and mobile-amorphous domains, magnetization transfer lags became evident
which partly result from the initially unpolarized interphase and signal loss due to
the MAPE filter. To prevent the former it is recommended to treat the interphase
as a separate phase using a three-phase model. Incomplete excitation of magneti-
zation within the crystalline phase by the DQ filter is a further possible reason for
a magnetization transfer lag.

• Non-planar, corrugated crystallite boundary surfaces can qualitatively offer expla-
nations for

1.) the deviating shape of the spin-diffusion curves of the interphase measured
in MAPE-filtered experiments as compared to simulated data and

2.) the fact that stronger spin diffusion is detected from the mobile-amorphous
phase to the crystallites via the interphase than vice versa.

Such non-planar interfaces may represent another reason for retarded magneti-
zation transfer, detected for the 2P model. The quantitative clarification of this
matter by means of model simulations is the subject of ongoing work.

In order to determine spin-diffusion coefficients for PCL which are useable in prac-
tice, solely DQ-filtered spin-diffusion and Saturation-Recovery data of crystalline phase,
mobile-amorphous phase and interphase were simultaneously fitted. MAPE-filtered
data have been excluded from the analysis because of the considerable discrepancies
between the measured and simulated curves. The resulting coefficients amount to

• Da = ((-1.7 ± 3.0)· 10−4 T [°C] + (0.0375 ± 0.0120)) nm2/ms,

• Di = (0.19 ± 0.08) nm2/ms,

• Dc = (0.34 ± 0.09) nm2/ms and

• Drig = (0.31 ± 0.09) nm2/ms,
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for temperatures of about 27°C to 45°C. Within the limits of uncertainty the coefficient
Dc of the crystalline phase is in good agreement with literature data obtained from
static low-field NMR measurements. Yet, the coefficient Da of the mobile-amorphous
phase is significantly smaller than values calculated from line widths or T2 relaxation
times, possibly due to COO groups in the PCL repeat units, obstructing an efficient
magnetization transfer along the chain backbone.

The domain sizes derived from SAXS long periods can be reproduced well by analyzing
spin-diffusion data from DQ-filtered experiments by means of the Initial Rate Approx-
imation, when T1 correction is realized by means of a weighted average of the T1 time
constants of all three polymer phases, obtained from linear fits to the initial rise of the
corresponding Saturation-Recovery curves.
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8. The Influence of Cyclic Chain Topology on PCL
Dynamics and Crystallization

In order to synthesize semicrystalline polymers which are adapted to particular pur-
poses, it is necessary to obtain comprehensive knowledge about the effects of all pa-
rameters influencing the developing semicrystalline structure. Yet, until now certain
aspects of the polymer crystallization have remained indistinct, such as the influence of
chain topology and molecular weight as well as the role of the entanglements prior to
and during crystallization [31–38,226,229,231].

In this context, the effect of chain topology on polymer crystallization and the forming
semicrystalline structure shall be elucidated here, by comparing cyclic polymer chains
and their linear analogues with the same number of repeat units with regard to chain
mobility in the melt, crystal growth, crystallinity and crystal thickness. For this pur-
pose the crystal-fixed polymer PCL was chosen as a model system, because mechanisms
for the synthesis of linear, cyclic and other PCL topologies are well-known [259–262]
and the crystallization of the linear form has already been investigated intensively (see
Section 6 and Refs. [68,221,253,263,264]).

Cyclic polymers are supposed to adopt more compact conformations than linear chains
[265–273]. They comprise double-folded loops and may be percolated by loops of neigh-
boring chains [274,275]. Often ring polymers are depicted in a ’lattice-animal’ represen-
tation, describing single rings moving in a lattice of immobile topological obstacles which
are formed by the neighboring chains [273]. Their specific topology turns cyclic polymers
into attractive model systems for the exploration of, e. g., effects of highly mobile chain
ends on chain dynamics and the physical properties of the material [275–279], reptation
processes which seem to be unavailable for rings [275], percolation [280] or chain-folding
phenomena [281,282].

So far, theoretical investigations of cyclic chains have mostly been concerned with the
conformation and the dynamics of rings in solution or in the melt [266, 267, 270–273,
283–286]. A number of cyclic polymers have also been characterized experimentally up
to now, such as cyclic PS and PB [275,277,278] and, in particular, cyclic PDMS for which
comprehensive investigations have been performed by Semlyen and coworkers since the
1960s [279, 287–294]. However, studies on macromolecular self-organization processes,
e. g. the crystallization of cyclic polymers, are rare. Besides some DSC characteristics of
cyclic systems of high molecular weight [237, 261, 292], investigations of monodisperse
cyclic alkanes and poly(ethylene oxide)s of low and medium molecular weights have
been reported [281, 282]. Yet, such systems exhibit almost perfect crystal structures
with closely packed and integer-folded chains and reach crystallinities close to 100%.
Hence, they are not representative for highly entangled semicrystalline polymers.

Reports on PCL of different topologies mostly concentrated on polymer synthesis and
the determination of crystallization temperatures in DSC experiments [259,261,262]. In
general they seem to indicate a reduction of the crystallization tendency with decreasing
large-scale chain mobility and increasing steric hindrance of the individual polymer
chains [260, 295]. Only recently new synthesis strategies enabled first attempts to a
more detailed comparison of the crystallization behavior of linear and cyclic PCL of
low [296] and high [297] molecular weights by DSC, optical microscopy and SAXS.
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Remarks on the Investigated Samples. In this chapter, the semicrystalline struc-
ture of linear and comparable cyclic PCL chains at molecular weights Mn between
28 kg/mol and 43 kg/mol, i. e. above the entanglement molecular weight Me of about
3 kg/mol [298–300], and polydispersities between 1.6 and 2.1 as determined by Gel Per-
meation Chromatography (GPC, see Appendix A and Table 8.1) is surveyed. The cyclic
PCL chains were prepared by Dipl.-Chem. E. Ostas by insertion polymerization accord-
ing to procedures reported by Kricheldorf et al. [301]. For the ring opening polymer-
ization of ε-caprolactone, an Sn-based cyclic initiator was used which did not allow for
the concatenation of rings. The linear polymers were obtained from the respective cyclic
PCLs directly, by cleavage of the Sn-O bond generated by the initiator. They were free
of tin and exhibited the same number of monomers as their cyclic counterparts. More
detailed comments and details on sample synthesis are given in Appendix A.

GPC measurements (see Appendix A) revealed higher retention volumes and thus lower
apparent molecular weights for the cyclic PCLs as compared to their linear analogues
(see Fig. 8.1), although equal molecular weights were to be expected.1 The reason for
this difference lies in the fact that GPC detects the hydrodynamic radius of the polymer
chains. This radius is lower for a cyclic chain in comparison to its linear counterpart
with the same number of monomers, because linking both ends of a linear chain reduces
the overall dimensions of the chain [302]. Hence, the GPC results confirm the successful
synthesis of rings.

Figure 8.1.: GPC traces for a pair of linear and correspond-
ing cyclic PCL with indicated retention vol-
ume. The apparent molecular weights result-
ing from a calibration with PS standards and
the converted PCL molecular weights amount to
63.4 kg/mol and 35.4 kg/mol for the linear PCL
and 57.4 kg/mol and 32.1 kg/mol for the cyclic
PCL, respectively (see Appendix A, plot adopted
from Ref. [242]).

Furthermore, results from GPC studies indicated a fast degradation of cyclic PCL in a
humid environment. Therefore, all measurements described here have been performed
under the exclusion of air and moisture and the samples have been stored under vac-
uum. However, also linear chains decomposed when stored at high temperatures for a
longer time. Details concerning the investigation of sample degradation are given in
Appendix B.

In order to elucidate the connection between chain mobility and the semicrystalline
structure formed by the linear and cyclic PCL chains, first, results on chain mobility
in the melt are presented as obtained from 1H low-field NMR Hahn-echo and multiple-
quantum experiments and supported by findings from rheological measurements. More-
over a comparison is drawn between crystallinities, lamellar thicknesses and crystal-
lization kinetics of the linear chains and their cyclic analogues as detected by 1H low-
field NMR and DSC.

1The molecular weight of the initiator (233 g/mol), which was eliminated during the formation of linear
chains from the cyclics, is within the GPC uncertainty.
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8.1. Chain Mobility in the Melt

1H Low-Field NMR Hahn Echoes. In polymer melts a variety of molecular dy-
namics takes place spanning a wide range of correlation times (see Chapter 2). Fast,
random and almost isotropic segmental motions (Rouse modes) at motional rates far
above the proton dipolar coupling strength of about 20 kHz average the couplings to
a large extent (see Section 3.3). Thus, in the ideal case these motions hardly cause
any decay of the transverse magnetization, measured by means of the Hahn-echo se-
quence [148]. Moreover, chain motions on the time scale of the Hahn-echo sequence,
i. e. in the range of some milliseconds, hamper the signal refocusing and cause a slow
decay of the transverse magnetization with a rather long corresponding T2 relaxation
time constant [71,303].

However, for long polymer chains, with molecular weights above the entanglement limit
Me, topological restrictions, posed by chain entanglements or other packing constraints,
induce an anisotropy of the fast chain motions on the NMR time scale and a semi-
local residual order of the chains. Thus, dipolar couplings are not averaged out com-
pletely [40, 71] and the residual static dipolar couplings cause an additional (coherent)
dephasing of the transverse magnetization detected in a Hahn-echo measurement [303].
Hence, the investigation of the T2 relaxation of the transverse magnetization at temper-
atures far above Tg can yield information about the density of topological constraints
(e. g. entanglements) and/or the time scale of large-scale chain motion [40].

In order to compare the T2 relaxation behavior of the linear and cyclic PCL chains in
the melt (under exclusion of disturbing effects due to the inhomogeneity of the magnetic
field), Hahn-echo decay curves have been measured at 80°C for samples which had been
kept at 90°C for approximately 30 minutes to avoid melt-memory or self-seeding effects
(see Chapter 6) and were then transferred into the pre-heated spectrometer directly.
The Hahn-echo decay curves are displayed in Fig. 8.2 for a pair of samples of linear and
corresponding cyclic chains with a molecular weight Mn,lin = 35.4 kg/mol of the linear
form.

The initial non-exponential shape of the decay curves (see Fig. 8.2) implies dominat-
ing effects of the residual dipolar couplings as expected for melts of polymers with a
molecular weight above Me [71, 304]. An apparent T2 time constant was derived for ev-
ery investigated sample as the time at which the Hahn-echo intensity had decayed to

Figure 8.2.: Relaxation curves of transverse
magnetization for a pair of samples
of linear and corresponding cyclic
PCL with Mn,lin = 35.4 kg/mol in
the melt at 80°C, measured by
low-field 1H NMR Hahn-echo ex-
periments. The inset highlights
the non-exponential initial shape
of the decay curves (graph adopted
from Ref. [242]).
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a fraction of (1/e) of the initial intensity (see Fig. 8.2). The corresponding values are
summarized in Table 8.1.

As visible in Fig. 8.2 and Table 8.1, the T2 relaxation is faster for the linear PCL chains
than for the cyclic ones. This difference indicates a stronger motional anisotropy in
the samples containing linear PCL as compared to the cyclic analogues. This stronger
anisotropy may result from stronger or more frequent restrictions to the fast mobility
of the linear chains due to more or enhanced chain entanglements or a higher number
of packing constraints caused by neighboring chains compared to the cyclics.2 Yet, also
a longer time required for isotropic large-scale motions of the linear chains could be the
reason for this finding.

1H Low-Field Multiple-Quantum NMR. From Hahn-echo decay curves the infor-
mation about the dephasing due to residual static dipolar couplings and about spin re-
laxation induced by thermal motions on the time scale of the sequence length can hardly
be separated [40, 305]. Therefore, additionally 1H NMR multiple-quantum (MQ) exper-
iments have been performed here for three sample pairs of linear and cyclic PCLs with
molecular weights Mn between 28.3 kg/mol and 42.9 kg/mol to study the chain mobility
in the molten state.

Typically, MQ NMR sequences are used for the determination of weak residual dipo-
lar couplings in polymeric systems such as polymer melts and elastomers [40]. De-
tails on the theoretical background and the applicability of the method as well as on
the experimental implementation and the data analysis are summarized elsewhere
[40,41,306,307]. Here, a pulse sequence of variable duration τDQ (an advanced version
of an early MQ experiment of Baum and Pines [40]) was used to obtain a normalized
double-quantum build-up curve InDQ(τDQ), whose initial increase is related to the resid-
ual dipolar coupling strength Dres as well as to the semi-local order in the sample and
is independent of the time scale of segmental fluctuations.

As can be seen in Fig. 8.3 (a), build-up curves InDQ(τDQ) were received for linear and
cyclic PCL, confirming again that residual local order is present in the samples.3 How-
ever, the initial slope and intensity of the curves is larger for the linear chains compared
to the cyclic ones. (In the region of the steepest increase at τDQ ≈ 1 ms the intensity ratio
amounts to about 2.5.) In agreement with the conclusions from the Hahn-echo measure-
ments, this observation indicates stronger motional anisotropy and higher residual local
order in the samples consisting of linear PCL chains due to more or stronger hindrances
to fast chain mobility.

As longer chains tend to form more entanglements and induce a higher degree of mo-
tional anisotropy, the build-up intensity exhibits a slight increase with rising molecular
weight for the linear chains. Yet, the effect is weak for the narrow range of molecular
weights studied here, where polydispersities larger than 1.6 cause a considerable over-
lap of the molecular weight distributions. No molecular weight trend could be found for
the Hahn-echo relaxation curves. Presumably, it was masked there by dynamic effects

2From the polymer theoretical point of view, cyclics adopt collapsed conformations rather than forming
entanglements in the conventional sense [283, 285]. Hence the term ‘packing constraint‘ seems more
reasonable here.

3The intensities presented here are smaller than shown in Refs. [40, 41] because a tail subtraction as
described in these references has not been possible due to the polydispersity of the samples.
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(a) (b)

Figure 8.3.: Results from 1H low-field multi-quantum NMR experiments at 80°C for samples of linear
and corresponding cyclic PCL chains of different molecular weights given in the legend for
the linear PCL. (a) Normalized intensities InDQ as a function of the excitation time τDQ, (b)
orientational autocorrelation function C(τDQ) of the second Legendre polynomial (in arbitrary
units), calculated from the data in (a). The dotted line represents a constructed autocorre-
lation function for Z = 11 (see text) based on experimental data for PB, PI and PDMS from
Ref. [41] with corresponding Doi-Edwards tube-model regimes indicated by Roman numerals.
The label 0 designates subsegmental dynamics (graphs adopted from Ref. [242]).

due to motions of the dipolar coupling tensor [307]. The cyclic PCL chains do not exhibit
a molecular weight effect neither in the MQ measurements nor in the Hahn-echo exper-
iments. Assumedly this is due to contaminations of the samples with small but differing
amounts of linear chains (see below).

In the region of the initial curve rise the normalized intensity InDQ is directly related to
the orientation autocorrelation function C(t) of the second Legendre polynomial P2:

C(t) = 〈P2(cosθ(t)) · P2(cosθ(0))〉 ,

describing the loss of orientational memory of the chain segments, with θ being the angle
of the segmental orientation relative to the external magnetic field [306]:

InDQ

τ2DQ
∝ C(τDQ) ∝ D2

res .

In Fig. 8.3 (b) the autocorrelation functions C(τDQ) of the investigated samples are de-
picted. For the linear PCL chains no significant deviations of the initial curve decays of
the three samples have been found, hinting at a distribution of residual dipolar coupling
strengths Dres, probably as a consequence of polydispersity. The same can be concluded
directly from the rather linear initial rise of the build-up curves in Fig. 8.3 (a). By
contrast, for a single residual dipolar coupling strength an inverted Gaussian shape is
expected.

According to the Doi-Edwards tube model, the autocorrelation function C(τDQ) obeys
a power law with specific scaling exponents for the different time regimes of polymer
dynamics, ranging from free Rouse modes (regime I) at short correlation times in the
range of nanoseconds via constrained Rouse dynamics (regime II) and chain reptation
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(regime III) to free chain diffusion (regime IV) at correlation times between milliseconds
and days [41,307]. As it is known from literature for a melt of linear chains, the scaling
exponent adopts a value of -0.85 in regime I, which increases when passing over to
entangled dynamics at the entanglement time τe [41, 308]. In the constrained-Rouse
regime II the scaling exponent depends on the molecular weight of the polymer. For
the investigated PCL samples with an average number Z of entanglements per chain
between 6 and 14 (Z = Mn,lin/Me with Me ranging between 3 kg/mol and 5 kg/mol
[298–300]) the regime-II exponent adopts values between -0.44 and -0.48 (cf. Ref. [41]).
The correlation function decay steepens in regime III before passing over to regime IV
(see Fig. 8.3 (b)), with the corresponding scaling exponent changing from -0.5 near the
Rouse time τR to -1.5 being reached at the disentanglement time τd [41].

For the linear PCL chains investigated herein the relaxation power law exponent ex-
tracted from the autocorrelation functionC(τDQ) amounts to -0.77± 0.15 (see Fig. 8.3 (b)),
the large uncertainty being caused by bad statistics for the small signal intensities. The
slope for the cyclics is slightly steeper, yet, the exponent (-0.82 ± 0.20) is similar to the
one of the linear chains within the limits of uncertainty. The entanglement time τe of
the linear PCL chains at 80°C can be estimated to be on the order of 10−3ms using the
relation τe ' 4ταN

2
e found for PB in Ref. [41], with τα being the α-relaxation time con-

stant at the measurement temperature and Ne naming the number of Kuhn segments
between two entanglements. The time constant τα was extrapolated from the results of
dielectric measurements [167, 168] and Ne was estimated4 to range between 30 and 50
with the help of the entanglement molecular weight Me (see above) and the Kuhn seg-
ment length of PCL of 7 Å [309]. As the time range of our measurements is far beyond
τe (see Fig. 8.3 (b)), the scaling exponent of -0.77 is related to the Doi-Edwards regime
III, revealing the presence of reptation-like dynamics of the linear PCL chains at 80°C.

As the autocorrelation function C(t) is proportional to the time-dependent shear modu-
lusG(t), the multi-quantum NMR data can be compared to rheology data from literature
directly. Conducting shear measurements of a melt of polystyrene rings of high molec-
ular weight (Z between 8 and 11, Me ≈17.5 kg/mol,), in contrast to linear-chain stress
relaxation via reptation, Kapnistos et al. [275] found additional, faster relaxation modes
following a power law behavior. This finding has been confirmed recently by molecular
dynamics simulations of Halverson et al. [285]. The stronger relaxation of the cyclics
due to these additional modes is expressed in a lower stress-relaxation modulus of the
cyclic PS as compared to corresponding linear chains at times larger than the entangle-
ment relaxation time τe. In accordance with this finding the autocorrelation functions
of the cyclic PCLs are placed beneath the ones of the linear chains (see Fig. 8.3 (b)).
However, according to theoretical and experimental results reported in literature the
autocorrelation function should decay much faster for the melt of rings than for the lin-
ear analogues [273, 275]. The similar scaling exponents obtained here again hint at a
contamination of the melt of rings with linear chains (see below).

Rheological Investigations. The differences in the mechanical relaxation spectrum
of PCL rings and linear chains are reflected in the frequency-dependent shear storage
and loss moduli G′ and G′′ measured in rheological experiments (see Appendix A) in

4The estimated value is large as compared to the value Ne,PB '15 found for PB [41] with a similar Me, but
still it is in the same range.
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the melt. As depicted in Fig. 8.4 (a) for a pair of PCL samples (Mn,lin = 35.4 kg/mol)
at 60°C, the moduli of the cyclic polymer both are significantly lower than those of the
corresponding linear analogue. The coinciding log-log slopes of the shear moduli of both
samples are consistent with the very similar power law exponents of their orientation
autocorrelation functions (see above).

(a) (b)

(c)

Figure 8.4.: Results from rheological measurements
for a sample pair of linear and cyclic
PCL withMn,lin = 35.4 kg/mol measured
in the melt at 60°C. (a) Shear storage
modulus (G′) and loss modulus (G′′) as
a function of the shear frequency ω. The
broken lines correspond to linear and
quadratic functions of ω according to the
asymptotic limits for G′ and G′′. (b)
Loss tangent tan δ and (c) melt viscosity
η as calculated from (a) (graphs adopted
from Ref. [242]).

Although a cross-over point of G′ and G′′ could not be reached in the measurements
at the highest possible measurement frequency (ω = 100 rad/s),5 the values of the loss
tangent tan δ = G′′/G′ suggest that a crossover point (i. e. a frequency where tan δ = 1)
exists not only for the linear chains but also for cyclic PCL (see Fig. 8.4 (a) and (b)). Yet,
compared to the linear chains this point is shifted to higher frequencies for the cyclics,
indicating higher flexibility and/or mobility of the cyclic chains enabling them to follow
the fast shear motion in the high frequency range more easily.

For both samples the storage modulus G′ deviates from the expected asymptotic power
law behavior (see Fig. 8.4 (a)), presumably due to experimental imperfections or a dis-
tribution of terminal relaxation times resulting from the polydispersity of the samples.
However, the loss modulus G′′ approaches terminal flow behavior at low of shear fre-
quencies ω, turning G′′ = η · ω into a direct measure for the melt viscosity η. The vis-
cosities of both samples as obtained from the data in Fig. 8.4 (a) are given in Fig. 8.4 (c)

5A reduction of temperature in order to shift the crossover point to lower frequencies was not feasible due
to crystallization setting in at temperatures below 60°C.
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as a function of ω (for numerical values see Table 8.1). The values for the PCL rings
are lower than for the linear form by almost a factor of two, confirming a higher flu-
idity of the melt of rings due a faster mechanical relaxation as compared to the linear
chains [275]. Similar trends have been found in theoretical [285] and experimental
works, e. g., on PS [278,290,310] and on PB by Roovers [277]. Compared to the values of
the linear counterparts the latter reported melt viscosities of the cyclics being reduced
by a factor of 10. The smaller factor found here can be ascribed to contaminations of
the ring systems with opened linear chains, the extent of which cannot be evaluated
definitely. Yet, compared to viscosity data in Refs. [275, 311], the results obtained here
hint at an impurity level of about 10%.

The melt rheology experiments were repeated for another pair of samples (Mn,lin =
38.6 kg/mol) and for both sample pairs at a higher temperature of 80°C (see Table 8.1).
All measurements yielded consistent results. In conclusion, the shear measurement
data are in good agreement with the findings from Hahn-echo and MQ NMR experi-
ments, where a higher chain mobility was found for cyclic PCL as well.

8.2. Crystallinity and Crystallization

NMR and DSC Crystallinity Measurements. For crystallinity determination by
means of low-field 1H NMR, sample pairs of linear and corresponding cyclic PCL chains
were kept at 90°C for about 30 minutes in order to remove melt-memory or self-seeding
effects (see Chapter 6) and then crystallized isothermally at Tc = 48°C all together in an
external thermostat for four to five days (depending on the order of the subsequent NMR
measurements) before they were directly transferred into the pre-heated spectrometer
(48°C). Thus, the crystallization time was extended for the samples investigated at last.
However, the absolute increase in crystallinity of about 1% during this waiting period
(from the first to the last measurement) is on the order of the measurement uncertainty.

FID, MSE and MAPE-filtered MSE signals were recorded at the crystallization tempera-
ture for each sample and the sample mass fractions fc, fi and fa of the crystalline, rigid-
amorphous and mobile-amorphous phase were determined by MSE signal decomposi-
tion as described in Sections 4.2 and 4.1. In order to stabilize the fit, the shape param-
eters T ∗2a and νa for the mobile-amorphous-part signal were independently obtained by
fits to the MAPE-filtered signal using a modified exponential function (see Section 4.4.1)
and fixed in the fit to the MSE signal. Hence, the signal fractions slightly depend on the
choice of the filter time and may be subject to an additional systematic error of a few
percent, which is the same for all samples investigated (see Section 4.4.1). The signal
contributions derived from the fits were corrected for signal loss due to the MSE se-
quence by means of phase-specific correction factors as described in Section 4.2.6 The
relative overall uncertainties of the sample mass fractions are estimated to be smaller
than 5% for fc and fa and smaller than 10% for fi.

Fig. 8.5 displays a comparison of typical MSE curves for linear and corresponding cyclic
PCL chains of the same molecular weight. Here, one can already conclude that more
protons reside in the mobile-amorphous regions of the sample consisting of linear chains

6The correction factors adopted values from 1.10 to 1.14, 1.01 to 1.03 and 1.05 to 1.13 for the crystalline
phase, mobile-amorphous phase and rigid-amorphous interphase, respectively. They were similar to
values obtained for other PCL samples at the same temperature.
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Figure 8.5.: MSE signals (nMSE= 1, τϕ= 2.2 µs)
of cyclic and linear PCL with Mn,lin

= 35.4 kg/mol at 48°C. The inten-
sities have been corrected for MSE
signal loss (graph adopted from
Ref. [242]).

compared to the cyclics.

The mass fractions of the investigated samples are shown in Fig. 8.6 (a). The cyclic
polymers exhibit mass crystallinities fc which are higher than for their linear counter-
parts by several percent (∼54% as compared to ∼48%), while the mobile-amorphous
fractions show the inverted trend, and the rigid-amorphous fractions do not reveal a
correlation with the polymer type. As depicted in Fig. 8.6 (b) this trend also continues
for a wider range of molecular weights. The data shown there originate from a previ-
ous series of experiments, in which, due to sparse information about the dependency
of the crystallinity on measurement and crystallization temperature at that time, crys-
tallization and measurement conditions were defined less accurately. Despite this less
reproducible temperature pretreatment the crystallinity results are in good agreement
with the tendency described above.

(a) (b)

Figure 8.6.: (a) Mass fractions of the crystalline phase, mobile-amorphous phase and rigid-amorphous
interphase of cyclic and linear PCL obtained by low-field NMR MSE measurements at 48°C
after isothermal crystallization at 48°C for different molecular weights; (b) Mass crystallini-
ties derived from analogous measurements at 30°C after isothermal crystallization at 46°C to
48°C and temporary storage at room temperature. Results originating from an older sample
batch are depicted as blue diamond symbols (graphs adopted from Ref. [242]).

To confirm the crystallinity results from low-field NMR, DSC measurements have been
performed exemplarily for two sample pairs (Mn,lin = 42.9 kg/mol and 28.3 kg/mol). The
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DSC temperature program was comparable to the temperature procedure used for the
NMR crystallinity measurements described above, consisting of a long isothermal crys-
tallization step at 48°C and a subsequent heating scan (see Appendix A).

The DSC crystallinity was determined as explained in Chapter 6, using ∆H0
m = 142.4 J/g.

To check for consistency one set of cooling and heating scans was conducted before and
after the isothermal crystallization step. The corresponding heat flow curves matched
well, indicating that a quantitative analysis in terms of crystallinity was admissible.
For the reason of practicability the crystallization time for the DSC experiments was
restricted to 200 minutes instead of 4 to 5 days as chosen for the NMR measurements.
To obtain comparable crystallinity results from both types of experiment, the shortened
crystallization time was considered by correcting the DSC crystallinities by means of
a factor of 1.12 taking into account the expected 12% of additional increase in crys-
tallinity during secondary crystallization (see Fig. 6.6 in Chapter 6). The crystallinities
obtained this way match the NMR data nicely (see Fig. 8.7), confirming the difference
in crystallinity between the linear and cyclic polymers.

Figure 8.7.: Comparison of crystallinity of lin-
ear and corresponding cyclic PCL
for different molecular weights as
obtained from NMR and DSC mea-
surements (graph adopted from
Ref. [242]).

Non-Isothermal Crystallization Investigated by DSC. Non-isothermal DSC mea-
surements are a standard method for the investigation of polymer crystallinity. Yet,
literature data of high molecular weight polymer rings, determined from such exper-
iments, are ambiguous. While, e. g., Bielawski et al. found increased crystallization
and melting temperatures of PE macrocycles by about 2°C in comparison to the linear
analogues (for heating rates of 10 K/min) [237], Lecomte et al. reported a reduced crys-
tallization and melting temperature of cyclic PCL (Mn,lin = 24.0 kg/mol, heating rate
10 K/min) by about 5°C to 7°C as compared to linear chains of the same length [261].

Interpreting data obtained for non-isothermal crystallization is often difficult, as they
are influenced simultaneously by effects of nucleation and crystal growth and depend
significantly on the chosen temperature program. Using nucleating agents, one can iso-
late the crystal-growth information from information on nucleation effects by nucleating
all samples to the same high amount (see Chapter 6). To obtain reliable DSC results on
crystallization kinetics, samples of linear and cyclic PCL of the same molecular weight
(Mn,lin = 20.2 kg/mol) were blended with 1.5 wt% of cl-DBS as a nucleating agent (see
Chapter 6), following the procedures described by Wangsoub et al. [233].
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Figure 8.8.: DSC heat-flow curves obtained
from a cooling scan at a cooling
rate of -10 K/min for a pair of lin-
ear and corresponding cyclic PCL
(Mn,lin = 20.2 kg/mol), either pure
or blended with cl-DBS as a nu-
cleating agent (graph adopted from
Ref. [242]).

In Fig. 8.8 heat-flow curves obtained at cooling from the melt are depicted for linear
and cyclic PCL with and without nucleating agent. In accordance with the findings
in Chapter 6, the crystallization is accelerated in the blended samples as compared to
the pure ones, resulting in an increase of the crystallization temperature Tc in the non-
isothermal DSC measurement by about 6°C to 9°C.

As opposed to the results for the pure samples, the differences in Tc and in the crys-
tallinity fc between linear and cyclic PCL are significantly enhanced for the nucleated
samples. Tc and fc of the cyclics are higher by about 2°C and 5%, respectively, than
for the corresponding linear form (Tc ≈ 45.6°C as compared to 43.7°C and fc ≈ 51% as
compared to 46%). Since equal nucleation kinetics have been ensured for linear and
cyclic PCL by using the nucleating agent, the earlier onset of crystallization for the
cyclics (i. e. the higher Tc value) indicates faster crystal growth compared to the linear
analogue, which finally results in a higher crystallinity. Faster (isothermal and non-
isothermal) crystallization of PCL rings as opposed to the linear form has also been
found recently by Córdova et al. for low molecular weights [296] and by Shin et al. for
higher molecular weights than the ones used here [297]. However, in the latter publica-
tion, equal crystallinities of linear and cyclic polymers have been reported in contrast to
our findings.

8.3. Domain Thicknesses

To investigate the influence of chain topology on the domain thicknesses in PCL, spin-
diffusion and Saturation-Recovery measurements have been performed exemplarily for
a sample pair of linear and corresponding cyclic PCL (Mn,lin = 35.4 kg/mol) according
to the explanations in Section 7.2. The samples were prepared under the same crys-
tallization conditions as described for the NMR crystallinity measurements (see above).
All sets of raw data (FID, MSE, spin-diffusion and Saturation-Recovery data) were an-
alyzed as explained in Sections 4.1, 4.2 and 7.2.

The crystalline-phase-selected (DQ-filtered) and mobile-phase-selected (MAPE-filtered)
spin-diffusion curves for both samples are shown in Fig. 8.9. There are only minor dif-
ferences between the signal intensities for linear and cyclic chains from the DQ-filtered
experiment (see Fig. 8.9 (a)). At best the crystalline-phase signal decay is somewhat

Dissertation of Kerstin Schäler Page 113



8. The Influence of Cyclic Chain Topology on PCL Dynamics and Crystallization

P18 P14 P15 P13
linear cyclic linear cyclic linear cyclic linear cyclic

Mn / kg mol−1 (a) 28.3 25.2 35.4 32.1 38.6 35.7 42.9 38.5
Mw/Mn

(a) 1.6 1.6 1.6 1.6 1.8 1.8 2.1 2.1
ηω→0 / Pa·s (60°C) 4867 2748 6987 3917
ηω→0 / Pa·s (80°C) 2371 1288 3355 1879
T2 / ms (80°C) 4.3 6.1 4.3 7.2 4.4 9.7 3.9 8.1
fc,NMR

(b) 0.48 0.54 0.48 0.55 0.48 0.55 0.48 0.52
fc,DSC

(b) 0.48 0.53 0.48 0.54
Tm,DSC / °C (Onset) (c) 53.7 53.3 54.1 54.2
Tc,DSC / °C (Onset) (c) 35.0 36.4 36.1 36.8
da,NMR / nm (b) 6.6 5.3

(a) from GPC (see Appendix A); Despite the equal number of monomers of corresponding linear and cyclic
samples, a smaller value of Mn was obtained for cyclic PCL due to smaller hydrodynamic radii.
(b) after isothermal crystallization
(c) for non-isothermal crystallization of a non-nucleated sample

Table 8.1.: Representative sample properties for a number of investigated PCL samples as obtained by
GPC, rheology, solid-state NMR and DSC.

slower and the interphase maximum intensity is slightly weaker for the cyclics than for
the linear chains, hinting at marginally thicker lamellae of the cyclics. The interphase
signal curves from the MAPE-filtered experiment exhibit the familiar deviations from
the expected shape as a result of non-planar crystallite surfaces (see Section 7.5). Yet,
a higher maximum value of the crystallite signal intensity and a faster decay of the
mobile-amorphous-phase signal intensity was found in the MAPE-filtered experiment
for the cyclics as compared to the linear chains, indicating thinner mobile-amorphous
regions of the cyclic polymer system.

The findings on domain-size differences were confirmed quantitatively as described in
the following by means of the Initial Rate Approximation and the simultaneous fit of
the spin-diffusion and Saturation-Recovery data sets.

Initial Rate Approximation. The Initial Rate Approximation was performed as ex-
plained in Section 7.7 with T1,ave,ini = (283 ± 30) ms and (570 ± 70) ms used for T1
correction for the linear and cyclic PCL, respectively. The relative proton spin densities
of the individual polymer phases, required for the evaluation of the domain sizes via
Eq. 7.6, were calculated from literature data for the total PCL density and the density
of the mobile-amorphous phase at the measurement temperature of 48°C [238] accord-
ing to the explanations in Appendix E. The values used are given in Table E.1.

The spin-diffusion coefficient of the mobile-amorphous phase, Da = 0.0295 nm2/ms, used
for the domain-size evaluation, was derived via linear extrapolation of the values given
in Section 7.6 to the measurement temperature. The same value was applied for linear
and cyclic PCL, because the chain mobility in the mobile-amorphous phase and hence
the dipolar coupling strength within this phase is similar for both types of polymer. This
fact becomes apparent when comparing the corresponding mobile-phase T2 relaxation
time constants derived in Hahn-echo experiments, amounting to 0.47 ms and 0.56 ms
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(a) (b)

Figure 8.9.: Spin-diffusion curves for linear and corresponding cyclic PCL (Mn,lin = 35.4 kg/mol) measured
at 48°C after isothermal crystallization at 48°C for 4 days in DQ-filtered (a) and MAPE-
filtered (b) spin-diffusion experiments.

for the linear and cyclic PCL, respectively. According to the calibration of the mobile-
phase spin-diffusion coefficient as a function of the T2 time constant given by Mellinger
et al. [129,251] the difference between the T2 values for linear and cyclic chains results
in a difference of the corresponding spin-diffusion coefficents of 4.5%. Such a small
deviation ranges within the uncertainty margin (∼10%) of the coefficients determined
in Section 7.6.

The rigid-phase spin-diffusion coefficient, Drig = 0.31 nm2/ms, was calculated as a weigh-
ted mean from the coefficients of the crystalline phase and interphase given in Sec-
tion 7.6 according to Eq. 7.5. Again, the same value was used for linear and cyclic PCL,
based on the assumption of very similar average coupling strengths in the crystallites
due to a similar crystallite structure, which is indicated by the very similar second mo-
ments M2 of the proton line shapes, ranging at about 10400 kHz2 for linear and cyclic
PCL over the whole range of molecular weights investigated here.7 The similarity of
the crystallite structure of linear and cyclic PCL of high molecular weight was in fact
confirmed by Shin et al. on the basis of WAXS measurements [297].

According to the findings in Section 7.7 the IRA analysis was performed for the crystal-
line-phase-selected (DQ-filtered) spin-diffusion experiment using Eq. 7.6. The results
are listed in Table 8.2. As supposed above after comparing the spin-diffusion curves
qualitatively, the cylic PCL chains formed thinner mobile-amorphous domains compared
to their linear analogues. The size difference amounts to about 1 nm. Yet, no difference
was detected for the interphase and crystalline-phase domain thicknesses of the linear
and cyclic PCL within the uncertainty ranges.

Simultaneous Fit of Spin-Diffusion and Saturation-Recovery Data. More pre-
cise domain-size results were obtained from simultaneous fits of the crystalline-phase-
selected (DQ-filtered) spin-diffusion curves and the Saturation-Recovery data as de-
scribed in Sections 7.3 and 7.6. The starting values for the spin-diffusion coefficents in

7M2 was calculated from the parameters a and b from fits to the MSE signals via Eq. 4.3 (see Section 4.1).
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√
t0 /
√

ms da /nm drig /nm dc /nm di /nm

linear 33.8 ± 1.0 6.6 ± 0.3 9.7 ± 0.4 7.79 ± 0.96 0.96 ± 0.23
cyclic 35.6 ± 1.0 5.5 ± 0.2 10.2 ± 0.4 8.25 ± 0.98 0.97 ± 0.23

Table 8.2.: Results from the Initial Rate Approximation for spin-diffusion data of linear and cyclic PCL
(Mn,lin = 35.4 kg/mol) at 48°C

the fit were chosen to be Da = 0.0295 nm2/ms, Di = 0.19 nm2/ms and Dc = 0.34 nm2/ms
according to the findings in Section 7.6, and the initial T1 parameter values were set
to the apparent T1,ini time constants of the individual phases, obtained from linear fits
to the initial rises of the corresponding Saturation-Recovery curves (see Section 5.1).
For the domain thicknesses the results from the IRA analysis (see above) were selected
as starting values. In order to obtain reliable domain thicknesses, in the fits the spin-
diffusion coefficients were kept fixed at the starting values, leaving the thicknesses and
T1 time constants as free fit parameters.8 Fit parameters have been reset, if physically
unreasonable combinations of the parameter values arose, such as Di > Dc or T1i > T1c
(see Appendix F.4). Moreover, in order to define an uncertainty level of the thickness
results obtained from the fit, the starting values of the spin-diffusion coefficients were
varied within the uncertainty ranges given in Section 7.6. Despite partially noisy data
the fitting quality was good. A comparison between the measured data and the fit curves
is depicted exemplarily in Fig. 8.10 and the results for the fit parameters are given in
Table 8.3.

(a) (b)

Figure 8.10.: Simultaneous fit to DQ-filtered spin-diffusion and Saturation-Recovery data, measured at
48°C for linear and corresponding cyclic PCL (Mn,lin = 35.4 kg/mol): (a) spin-diffusion curves
for the DQ-filtered experiment, (b) Saturation-Recovery curves. The solid and dashed lines
represent the fit curves. Results for the fit parameters are summarized in Table 8.3.

Within the uncertainty margins, the domain thicknesses found here are in good agree-
ment with the results from the IRA analysis (see above), confirming that the mobile-
amorphous domains were smaller for the cyclic PCL as compared to the linear analogue
by about 1.3 nm. This thickness difference corresponds to the length of about 1.5 PCL

8Only at the end of the fitting procedure, the diffusion coefficient values were allowed to adjust freely (at
fixed thicknesses) to ensure a further approach to the fit minimum. Yet, the resulting values hardly
deviated from the initial values.
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repeat units. According to the results from the simultaneous fits of spin-diffusion and
Saturation-Recovery data, moreover, the crystal thickness of the cyclics is slightly larger
(by about 0.3 nm) than found for the linear PCL. Consequently, as the interphase do-
main sizes do not show any topology effect, the long period is somewhat smaller (by
about 0.8 nm) for the cyclics in comparison to the linear analogue. The latter finding is
in contrast to the results of Shin et al. who reported equal crystal thicknesses and long
periods of linear and cyclic PCL obtained from SAXS experiments, however, without
stating concrete numbers [297].

mobile-amorphous rigid-amorphous crystalline total
phase interphase phase

linear

d / nm 6.57±0.09 0.95±0.03 7.77±0.11 16.24±0.26
D / nm2 ms−1 0.0293±0.0004 0.22±0.05 0.38±0.07
T1 / ms 115±1 130±10 550±35

cyclic

d / nm 5.28±0.08 0.97±0.03 8.13±0.09 15.35±0.23
D / nm2 ms−1 0.0293±0.0004 0.19±0.03 0.37±0.05
T1 / ms 107±6 120±10 760±120

Table 8.3.: Domain thicknesses d, spin-diffusion coefficients D, longitudinal relaxation time constants
T1 and long period L (last column) as obtained from simultaneous fits of spin-diffusion and
Saturation-Recovery data for linear and cyclic PCL (Mn,lin = 35.4 kg/mol) at 48°C (see text).
The uncertainties represent the ranges of fluctuation of the fitting results for slighly different
starting parameters.

8.4. Summarizing Remarks

The comparison of PCL chains of linear and cyclic topology yielded the following overall
picture (see Fig. 8.11):

• 1H low-field NMR Hahn-echo and multiple-quantum measurements revealed a
lower residual order of the chain segments and a faster loss of orientational mem-
ory in the melt of rings when compared to the linear analogues, resulting from less
or weaker topological restrictions to chain motion, such as entanglements and/or
packing constraints. The enhanced cyclic-chain mobility was also reflected in the
lower melt viscosities of the cyclic polymers in comparison to their linear counter-
parts.

• The higher chain mobility in the melt enabled an easier, i. e. faster crystal growth
of the cyclics in comparison to the linear chains, resulting in a higher crystallinity
as observed by means of DSC and 1H low-field NMR MSE measurements dur-
ing non-isothermal and after isothermal crystallization. Large effects of missing
chain ends of the cyclics on the fold-surface energy of the crystals and on the crys-
tallization process can be excluded, as for the high molecular weights used here
the chain-end concentration in the fold surface (roughly estimated for an adjacent-
reentry scenario and a crystal thickness of 8 nm) does not exceed 6%.
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• From the results of the spin-diffusion measurements one can conclude, that the
higher crystallinity of the cyclic PCL is based on a reduced size of the mobile-
amorphous domains compared to the linear polymer, while the crystal thickness
is increased only marginally. This finding is consistent with the lower number of
packing restrictions for cyclic chains in the melt, which counteract the crystalliza-
tion, hence allowing the formation of thinner mobile-amorphous regions.

Figure 8.11.: Schematic representation of the semicrystalline structure of linear and cyclic PCL form-
ing from the coiled melt state.
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Proton low-field NMR methods are well-suited for investigations of the phase structure
of semicrystalline polymers and the chain dynamics within their crystalline and mobile-
amorphous regions. The main issue here is the sensitivity of the NMR time-domain
signal to the strength of the homonuclear dipolar couplings between the protons in the
sample. The reduction of this coupling strength as a result of molecular motions and dif-
ferences between the coupling strengths in the individual polymer phases are observed
due to their characteristic effect on the signal shape and intensity. Both influences have
been exploited in this thesis in order to study the semicrystalline polymers PCL and PE.

Crystallinity and Crystal-Growth Investigations. Based on mobility distinctions
or rather differences in the anisotropy of fast chain motions between amorphous and
crystalline polymer phases, the crystallinity of PCL and PE could be determined reliably
by means of FID measurements at temperatures far above the glass transition. The
crystallinities obtained by low-field NMR are comparable to values from SAXS and DSC
measurements. Since a model fit function has been adapted for a stable fit of the NMR
time-domain signals, a fast analysis of the phase composition of the samples is possible.
For both polymers, PCL and PE, besides the crystalline-phase and mobile-amorphous-
phase signal a third contribution had to be introduced in order to attain a high fitting
quality. This contribution is ascribed to the signal of a rigid-amorphous interphase of
restricted chain mobility between crystallites and mobile-amorphous regions.

The isothermal crystallization of PCL could be tracked reproducibly by NMR FID (or
MSE) measurements. As PCL exhibits a self-seeding or melt-memory phenomenon, the
samples had to be molten at a sufficiently high temperature (above ∼85°C) in order to
prevent unpredictable effects of surviving self nuclei on the kinetics of a subsequent
crystallization. Also impurities influence the crystallization kinetics by accelerating
the nucleation step. The crystal-growth rate of different samples is comparable only
if they exhibit a similar, high number of external nuclei. Hence, it is recommendable
to blend PCL samples with chloro-substituted DBS as a nucleating agent to eliminate
the nucleation as the rate-determining step of the crystallization process, when crystal-
growth kinetics shall be compared.

Investigations of Dynamics in PE and PCL crystallites. The MSE sequence has
an advantage over the FID in that it prevents signal loss during the receiver dead time.
When using the MSE for crystallinity determinations, however, phase-specific intensity
corrections have to be considered to compensate for the loss due to strong dipolar cou-
plings and technical imperfections of the sequence or molecular dynamics on an inter-
mediate time scale of microseconds to milliseconds. Yet, the systematic signal loss due
to such motions enables the application of the MSE sequence to study polymer dynamics
within the crystallites.

Here, the MSE sequence was used to explore the time scale of the local 180° helical
jumps in PE crystallites. The investigation of this jump process by NMR is difficult
as many NMR interactions, such as the geminal proton dipolar couplings, the chemical
shifts and 2H quadrupolar interactions are invariant under the flip motion. However, as
shown here, one can exploit the fact that the strength of the dipolar couplings between
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protons of a moving chain and protons of the neighboring chains is changed compared to
the static case, leading to a systematic reduction of the MSE refocusing efficiency, when
chain flips take place on the time scale of the sequence length. Jump rates for the local
chain-flip process have been determined quantitatively for three PE samples of different
molecular weight and lamellar thickness and different forms of the crystallite chain-fold
surface (tight chain folds vs. disordered fold surface). For this purpose, FID signal de-
composition has been used and the Anderson-Weiss approach to describe the MSE crys-
tallite signal intensity decay as a function of the MSE sequence length. The jump rates
observed here agree well with results from advanced, complex and time-consuming 13C-
based high-field NMR experiments. Within the available time and temperature window
of the method the differences in phase morphology as well as in molecular weight and
lamellar thickness did not influence the chain-flip rate significantly, although a consider-
able difference in the speed of the longer-range chain transport through the crystallites
was reported in literature for samples similar to the ones investigated here. Appar-
ently, this difference is not based on different jump rates of the local flip process. Yet,
for the reactor powder samples, exhibiting an adjacent-reentry-like morphology, slightly
smaller activation energies were found than for melt-crystallized PE with its disordered
fold surfaces.

Following the interpretation of Kaji and Horii the methylene groups in the PCL crystal-
lites should perform rather large-amplitude motions (up to 90°) on an intermediate to
slow time scale. However, neither the results of low-field MSE measurements nor the
second moment M2 of the proton line shape as a function of temperature give any hints
to intermediate motions within the PCL crystallites. Moreover, findings from high-field
NMR DIPSHIFT and CODEX experiments, performed to check the low-field results and
to extend the available time scale for the observation of motions, confirmed the absence
of intermediate-regime and slow motions. Only fast motions, presumably vibrations,
with amplitudes up to about 20° have been proven by means of the DIPSHIFT method.
Since jump motions of large amplitudes are not present within the PCL crystallites,
chain diffusion through the crystallites and crystal thickening during crystallization or
cooling as known for PE are not expected for PCL. The absence of crystal thickening
processes was in fact confirmed by SAXS measurements. Hence, a classification of PCL
as a crystal-fixed polymer is justified.

Investigations of the Domain Morphology in PCL by Means of Spin-Diffusion
Experiments. As shown here exemplarily for PCL, spin-diffusion experiments enable
the determination of domain sizes in semicrystalline polymers provided that the spin-
diffusion coefficients are known. This method again relies on the differentiation of the
individual polymer phases on the basis of different chain mobility and dipolar coupling
strengths. It is favorable compared to other techniques as no particular sample pre-
treatment is required, such as staining or degassing.

The selection of magnetization in one of the PCL phases has been accomplished by
means of the MAPE sequence as a mobile-phase filter and a short DQ filter as a crys-
talline-phase filter. The filter length of both sequences has been optimized for the ap-
plication to PCL. However, a perfect excitation of magnetization in only one polymer
phase has not been possible due to mobility gradients within the amorphous phase and
a lack in filter efficiency of the DQ filter. Using the DQ filter, moreover, it was found
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that the magnetization level within the crystalline lamellae after the application of the
filter was not equal for all the lamellar stacks as a result of the orientation dependence
of the dipolar couplings mediating the filter action and the different orientations of the
stacks of lamellae. As opposed to glassy-amorphous polymer systems this uneven mag-
netization distribution could not be equilibrated at short times, because of the missing
contact between the lamellar stacks of different orientations.

The spin-diffusion curves of PCL exhibit specific deviations from curves, which have
been simulated under the assumption of one-dimensional spin diffusion via planar in-
terfaces in a system comprising two or three polymer phases, taking into account phase-
specific T1 relaxation. The delayed magnetization transfer compared to the simulation
could be explained quantitatively by the existence of lag phases which are evaluated as a
part of the magnetization source region but in fact are unpolarized initially. The directly
traceable reasons for magnetization transfer lags (i. e. the incomplete polarization of the
individual source phases by the filter sequences) do not suffice quantitatively to explain
the deviation from the simulated curves. The remaining difference, in particular the
too low interphase signal intensity and the too high crystalline-phase signal intensity
in the MAPE-filtered spin-diffusion curves, probably arise from corrugated crystallite
surfaces causing an enhanced magnetization transfer from the mobile-amorphous do-
mains to the crystallites compared to a scenario with planar crystallite surfaces. As the
variations between measured curves from the MAPE-filtered experiment and simulated
curves were dramatic, it is strongly recommended to restrict the analysis to data from
DQ-filtered spin-diffusion experiments.

For the individual polymer phases in semicrystalline PCL neither calculated nor exper-
imentally derived values for the spin-diffusion coefficients have been reported in litera-
ture up to now. However, these values are required for the estimation of domain sizes
by means of NMR spin-diffusion experiments. Hence, they have been determined here
by fitting measured DQ-filtered spin-diffusion and Saturation-Recovery curves with the
help of simulated curves, calculated for one-dimensional spin diffusion via planar sur-
face boundaries in a three-phase polymer system with fixed domain thicknesses derived
from SAXS measurements. This way, effective spin-diffusion coefficients were obtained
for all three PCL phases for temperatures of about 27°C to 45°C. Using these coeffi-
cients, the domain sizes derived by SAXS could be reproduced well by means of the
Initial Rate Approximation (IRA) of the DQ-filtered spin-diffusion data, confirming the
practicability of the IRA approach.

Influence of Chain Topology on the Semicrystalline Structure of PCL. A vari-
ety of low-field NMR techniques complemented by rheological investigations and DSC
studies have been applied to linear and macrocyclic PCL chains of the same chain length
in order to compare their mobility in the melt, their crystal-growth kinetics and their
semicrystalline structure. The melt of PCL rings exhibited a higher chain mobility com-
pared to the linear chains, observed in the form of a lower residual order and a faster
loss of orientational memory of the chain segments as a result of less or weaker topologi-
cal restrictions to chain motion, such as entanglements and/or packing constraints. Due
to the enhanced mobility the cyclics crystallized faster and finally reached a higher crys-
tallinity in comparison to the corresponding linear chains. As proven by spin-diffusion
measurements using the spin-diffusion coefficients derived for PCL before, this gain in
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crystallinity is not caused by thicker lamellae but by thinner mobile-amorphous regions
of the cyclic PCL essentially because, compared to the linear chains, less packing con-
straints counteracted the crystallization.
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A.1. Experimental Techniques

1H Low-Field NMR. The 1H low-field time-domain measurements were carried out
on Bruker minispec mq20 spectrometers with a static magnetic field of about 0.5 T
and 1H Larmor frequencies of 19.9 MHz to 20.0 MHz, equipped with commercial wide
temperature range static probes. The spectrometers featured 90° pulse lengths of 1.6 µs
to 3.0 µs and receiver dead times of 11 µs to 15 µs.

For the NMR measurements about 0.3 g of sample were packed into 8 mm or 10 mm
NMR sample tubes in form of small pieces. The tubes were flame-sealed under vacuum
conditions if necessary in order to avoid degradation of the samples (see Appendix B). To
keep the sample in the center of the magnet, i. e. in the region of the highest homogene-
ity of the magnetic field, only the lowermost 6 mm to 8 mm of the tubes were filled with
sample. The sample tubes were centered in the middle of the spectrometer coil region
by custom-made Teflon spacers.

The sample temperature was regulated by means of a BVT3000 heater with air as the
heat-transfer medium for heating and cooling. A cooler was required for temperatures
below 300 K. At temperatures below 230 K nitrogen gas was used as a cooling gas in-
stead of air to prevent the condensation and freezing of water (air moisture) inside the
cooling hoses. The temperature at the sample position could be set with an uncertainty
of about 1 K and a temperature gradient over the sample of 0.5 K. Temperature mea-
surements at the sample position inside the spectrometer have been accomplished by
means of an external thermo sensor which was put into a NMR sample tube, filled with
a small amount of silicone oil, and placed at the sample position. The temperature at
the sample position was checked after each change of the temperature setting of the
heater and also regularly between measurements at the same temperature setting.

All time-domain NMR signals were recorded on-resonant and in full-absorption mode
receiver setting, analyzing only the real part of the complex time-domain signal. A
setup was made in the beginning of a series of measurements for every sample (yet,
at least once a day) comprising a nutation experiment for the determination of the 90°
and 180° pulse length. Moreover, to ensure that the longitudinal relaxation was com-
plete between the scans in the semicrystalline state of the sample as well as in the
melt, an appropriate recycle delay was determined either by variation of this delay or
by means of a Saturation-Recovery experiment. For semicrystalline PCL and PE the
recycle delay was typically set to 1.5 s and 2 s to 4.8 s, respectively. (Note, that for
the Saturation-Recovery measurements a very short delay of 0.1 s was sufficient, be-
cause the magnetization was destroyed again before every new scan.) The number of
scans was varied between 16 and 512 depending on the NMR sequence used, in order to
ensure a sufficiently high signal-to-noise ratio.

High-Field 13C NMR DIPSHIFT Sequence. The DIPSHIFT sequence used is shown
in Fig. A.1 adopted from Ref. [173]. A short description of its mode of operation is given
in the following. The sequence is performed under Magic-Angle Spinning (MAS) of the
sample in order to enable the acquisition of high-resolution 13C spectra. Transverse
13C magnetization is excited by means of Cross Polarization (CP). Subsequently, the
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spin system develops under the influence of resonance offsets and 1H-13C heteronuclear
dipolar couplings during an incremented time t1, which is varied between 0 and a full
rotor period TR (see Fig. A.1). During this time the homonuclear proton dipolar coupling
is suppressed by means of the frequency-switched Lee-Goldberg (FSLG) decoupling se-
quence [170,173]. For the rest of the sequence the system develops under heteronuclear
decoupling using the SPINAL64 sequence [173]. The 180° pulse on the 13C channel after
a complete rotor period TR serves to generate a Hahn echo at the beginning of the signal
acquisition period after 2TR, i. e. it cancels resonance offsets. Hence, effectively, the
heteronuclear dipolar coupling is the only NMR interaction which influences the spin
system during t1 and contributes to the detected signal [170].

The signal intensity varies with increasing t1 in a way which is characteristic for the
strength of the average 1H-13C coupling. Therefore this coupling strength can be de-
rived here [170, 173]. It may be reduced by a pre-averaging of the couplings due to
fast molecular motions with rates much larger than the static coupling strength and its
actual value yields information about the presence of fast motions and their motional
amplitude provided that the geometry of the motion is known.

Figure A.1.: Schematic sketch of the
DIPSHIFT pulse sequence.
The abbreviation SL desig-
nates a spin lock for Cross
Polarization (CP).

The DIPSHIFT experiments were performed on a Bruker Avance III spectrometer with
an Oxford magnet, at 1H and 13C Larmor frequencies of 400.16 MHz and 100.06 MHz,
respectively, equipped with a 4 mm double-resonance probe at a spinning frequency
of 5 kHz. The PCL sample was packed into a 4 mm ZrO2 MAS rotor. The tempera-
ture accuracy was ±1 K. The 90° pulse lengths were 3.5 µs for 1H and 3.1 µs (at room
temperature) or 3.0 µs (at 52°C) for 13C, respectively. For heteronuclear decoupling the
SPINAL64 sequence was applied at a 1H decoupling frequency of 71.5 kHz. For homonu-
clear decoupling with FSLG an rf field strength ωeff = 87.5 kHz along the effective field
was used. The contact time for 1H-13C Cross Polarization was chosen to be 0.3 ms and
the repetition delay was set to 2 s. 2048 scans were acquired for each of the 16 t1 incre-
ments.

High-Field 13C NMR CODEX Sequence. The CODEX sequence used is shown in
Fig. A.2 adopted from Ref. [173]. Its mode of operation is shortly described in the follow-
ing. Transverse 13C magnetization is excited using Cross Polarization (CP). After that,
during N/2 rotor periods (with N being an integer), the spin system develops under the
Chemical-Shift Anisotropy (CSA) interaction, which is reintroduced by means of a series
of rotor-synchronized 180° pulses applied every half a rotor period (see Fig. A.2) [190]. A
90° store pulse serves to store magnetization in the direction of the magnetic field dur-
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ing the mixing time τmix < T1, being an integer multiple of the rotor period TR. During
this mixing time the magnetization does not precess or dephase but it develops under
the influence of slow molecular dynamics, if present in the sample [190, 191]. Subse-
quently, the magnetization is flipped into the transverse plane by means of another 90°
pulse and develops again under the reintroduced CSA interaction during N/2 rotor pe-
riods [190]. The sequence is completed by storage of the magnetization in direction of
the magnetic field during a short time tz = TR and the acquisition of the exchange signal
after a read-out pulse.

Figure A.2.: Schematic sketch of the CODEX pulse sequence. The abbreviation SL designates a spin
lock for Cross Polarization (CP).

When slow segmental reorientations occur during τmix, i. e. on a time scale of millisec-
onds to seconds, which change the orientation-dependent CSA interaction of the carbon
spins, a dephasing of magnetization takes place, which is not reversed until the be-
ginning of the signal acquisition period and is detected in the form of an intensity loss
compared to a situation without molecular motions. The signal intensity as a function of
the mixing time τmix or the duration NTR of the CSA recoupling periods yields informa-
tion about the correlation time and amplitude of slow motions, respectively [190, 191].
For the latter the geometry of the motion has to be known.

In order to cancel T1 relaxation effects during τmix and T2 relaxation effects during the
CSA recoupling periods, a reference signal is detected using the same sequence but
with interchanged durations of τmix and tz. Here, τmix = TR is short, preventing slow
dynamics during the mixing time. For normalization the exchange signal intensity is
divided by this reference signal intensity [191].

The CODEX experiments were performed on a Bruker Avance II spectrometer with a
Jastec magnet at 1H and 13C Larmor frequencies of 400.16 MHz and 100.06 MHz with
a 4 mm double-resonance MAS probe at a spinning frequency of 5 kHz. The sample was
packed into a 4 mm ZrO2 MAS rotor and the temperature accuracy amounted to ±1 K.
The 1H and 13C 90° pulse lengths were 3.0 µs and 3.7 µs, respectively. The SPINAL64
sequence was applied for heteronuclear 1H-13C decoupling during the recoupling and
acquisition period with a decoupling frequency of 80 kHz. For 1H-13C Cross Polarization
the contact time was set to either 0.2 ms or 1.5 ms. The repetition delay was chosen to
be 2 s. Exchange and reference spectra were measured for CSA recoupling durations
NTR between 0.4 ms and 3.2 ms with 1024 scans each and a mixing time τmix of either
100 ms or 200 ms.
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Small Angle X-Ray Scattering (SAXS). The Small Angle X-Ray Scattering (SAXS)
measurements and data analysis were done by M. Sc. A. Seidlitz at the Institute of
Physics (Experimental Polymer Physics group) of the Martin-Luther-Universität Halle
with a PCL sample analogous to the one used for the low-field NMR spin-diffusion ex-
periments described in Section 7.2.

The SAXS apparatus contained a Cu-Kα X-ray source (wave length λ = 0.154 nm) with
a beam focus of 0.4×12 mm2, refocusing X-ray lenses and a Kratky camera including
the collimator system. The detection was carried out by means of a scintillation counter
placed in a distance of 200 mm from the temperature-controlled sample holder [218].

The SAXS measurements were performed under the same temperature conditions as
for the corresponding low-field NMR spin-diffusion and Saturation-Recovery measure-
ments (cf. Section 7.2). For this purpose, the temperature setting of the NMR spectrom-
eter and the SAXS sample holder was adjusted prior to the measurements by comparing
the readout of one temperature sensor in both devices.

The scattering intensities measured by SAXS were deconvoluted using a desmearing
algorithm to consider the line-shaped beam focus. The SAXS signal amplitude is propor-
tional to the three-dimensional Fourier transform of the electron density in the sample.
In case of a lamellar system it can be traced back to a one-dimensional electron density
correlation function, the second derivative of which is the interface distance distribu-
tion function [218,312]. Such distribution functions were calculated from the measured
data and fitted by means of a simulated function which comprises the thicknesses of
the crystalline and amorphous domains and the corresponding distribution widths as
fit parameters. The fit enabled the determination of domain sizes also at crystallinities
close to 50% [218].

Differential Scanning Calorimetry (DSC). Differential Scanning Calorimetry was
carried out by means of a Perkin Elmer DSC7 and a Perkin Elmer Pyris Diamond instru-
ment calibrated with indium and mercury and indium and cyclopentane, respectively.
The measurements were conducted by K. Herfurt in the Experimental Polymer Physics
group at the Institute of Physics of the Martin-Luther-Universität Halle. Samples of
5 mg to 10 mg were encapsulated in pressure-tight 30µl or 50µl aluminum pans. Ni-
trogen was used as purge gas. The data were analyized by means of the software Pyris
Thermal Analysis version 3.81 or version 5.00.02 including a baseline subtraction for all
non-isothermally measured DSC curves.

For evaluating the crystallinity after isothermal crystallization, each sample was pre-
treated non-isothermally by keeping it in the melt at 90°C for 10 minutes, cooling to 0°C
at -10 K/min, holding at 0°C for 10 minutes and re-heating to 90°C. After 10 minutes in
the melt the sample was rapidly cooled to the crystallization temperature (at -200 K/min
or the highest possible cooling rate) and isothermally crystallized for a crystallization
time tc. From the subsequent heating scan to 90°C at 10 K/min heat flow and enthalpy
of fusion were determined for the estimation of the crystallinity. Moreover, as a check
for consistency, the pretreatment steps were repeated.

In order to investigate the non-isothermal crystallization, the melting and crystalliza-
tion temperatures (evaluated at the peak onsets) were deduced from heat-flow curves
obtained during heating to 100°C (after cooling from the melt (at 100°C) to 0°C and hold-
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ing the sample at 0°C for 10 minutes) and a second cooling run to 0°C after annealing at
100°C for 10 minutes. All cooling and heating steps were conducted at 10 K/min.

The glass transition temperatures of the amorphous regions of the semicrystalline PCL
samples were measured upon heating to 85°C at 20 K/min after having cooled the sam-
ple from the melt to -100°C at 20 K/min and annealing for more than 10 minutes. The
glass transition was visible and the glass transition temperatures Tg were determined
as the midpoints of the glass transition step. The Tg values did not differ by more than
1 K to 2 K. Within the scatter no significant trend concerning a differentiation between
linear and cyclic PCL was observed. Hence, also at higher temperatures (i. e. in the
melt) significant deviations of the segmental dynamics between linear and cyclic chains
caused by free volume differences are not expected.

Gel Permeation Chromatography (GPC). Gel Permeation Chromatography (GPC)
measurements were performed by a staff member of the Division of Macromolecular Sci-
ence in the Department of Macromolecular Chemistry at the Martin-Luther-Universität
Halle at a Viscotek GPCmax VE 2001 apparatus with a Styragel linear column GMHHR
with tetrahydrofuran (THF) as a carrier solvent at 1 ml/min at room temperature. The
sample concentration was approximately 3 mg/ml.

Polystyrene standards (Mp = 1050 - 115000 g/mol) were used for conventional exter-
nal calibration, using a Waters RI 3580 refractive index detector. The absolute PCL
molecular weights were calculated from the apparent ones (for PS standard) using
the Mark-Houwink equation [313] and the parameters or formulas given in the liter-
ature [314–317].

Rheological Measurements. Rheological measurements were performed by Dr. K.
Schröter and Dipl.-Chem. E. Ostas at the Institute of Physics (Experimental Polymer
Physics group) of the Martin-Luther-Universität Halle, using a Rheometrics Dynamic
Analyzer RDAII with a parallel-plate geometry purchased from TA Instruments. The
diameter and the thickness of the samples were 25 mm and around 1.7 mm, respectively.
In this case, compliance effects of the instrument are negligible. Shear loss modulus
(G′′) and storage modulus (G′) were determined as a function of the shear frequency
ω between 1 rad/s and 100 rad/s. Typically, the strain in the sample was 2%, being well
within the linear deformation range. The strain was chosen to keep the measured torque
values in a range of about 100 g·cm to 0.2 g·cm, according to the measurement range of
the transducer of the instrument. At low frequencies the decreasing modulus values and
hence also the torque values limited the usable measurement range of the rheometer.

For sample preparation the PCL powder was pressed under vacuum in a cylindrical
mould with the desired diameter and thickness. After 8 h at 90°C the sample was slowly
cooled down to room temperature over night under vacuum. The cylindrical polymer
sample was placed between the two plates of the rheometer and after heating to 90°C
and slight compression it stuck to the surface of the plates. Subsequently, the temper-
ature was lowered to the measurement temperatures of 60°C or 80°C and equilibrated.
During these temperature changes the thermal expansion of the tools of the instrument
was compensated by a corresponding change of the gap setting. Due to the air and
humidity sensitivity of cyclic PCL (see Appendix B) all measurements were conducted

Dissertation of Kerstin Schäler Page 127



A. Experimental Details

Figure A.3.: Synthetic approach for the preparation of cyclic and linear PCL (graph adapted from
Ref. [242]).

under a nitrogen gas flow.

A.2. Samples

PCL Samples. For this work two kinds of PCL systems have been used, i. e. indus-
trially produced PCL on the one hand and linear and cylic PCL synthesized by Dipl.-
Chem. E. Ostas (Macromolecular Chemistry Department, Division of Macromolecular
Science, Martin-Luther-Universität Halle) on the laboratory scale on the other hand.

The industrially produced PCL withMn ≈ 42.5 kg/mol and PD ≈ 1.5 (Mw ≈ 63.8 kg/mol)
was purchased from Sigma Aldrich.

The cyclic PCL samples were prepared by E. Ostas by insertion polymerization accord-
ing to procedures reported by Kricheldorf et al. [301]. For the ring opening polymer-
ization of ε-caprolactone an Sn-based cyclic initiator (2,2-dibutyl-1,2-dioxa-2-stannane)
((1) in Fig. A.3) was used, which does not allow for the concatenation of rings. The
corresponding linear polymers were obtained directly from the respective cyclic PCLs
by cleavage of the Sn-O bond with 1,2-ethane-dithiol to yield bis-hydroxytelechelic PCL
[318]. They exhibit the same number of monomers as their cyclic counterparts and are
free of tin. Details on the synthesis are given in Refs. [242] and [319].

A number of PCL samples was blended with chloro-substituted dibenzylidene sorbitol
(1,3:2,4-di(4-Chlorobenzylidene) Sorbitol) (cl-DBS) synthesized by E. Ostas according
to the instructions given in Ref. [233]. For the solution blending of the samples, PCL
(98.5 wt%) and cl-DBS (1.5 wt%) were dissolved in heated butanone separately. The
solutions were mixed and the mixture was dried afterwards in a rotary evaporator and
under high vacuum.

PE Samples. Two types of PE samples were compared in Section 5.2, a commercial
high-density (HD) PE and two reactor powders of ultra-high molecular weight.

The commercial HD PE sample was provided by Basell Polyolefine GmbH. It exhibits a
weight-averaged molecular weight Mw ≈ 349 kg/mol and a polydispersity PD ≈ 21.4 (as
measured by GPC). It was crystallized from the melt and exhibits lamellar crystals with
disordered fold surfaces (see Fig. 5.10). Because of the high polydispersity the sample
contains short chains possibly forming tight folds at crystalline surfaces as well as long
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chains which may form entanglements in the amorphous regions. The mass and volume
crystallinity of the HD PE amounts to 59 % and 55.4 %, respectively, determined by DSC
and Wide Angle X-Ray Scattering (WAXS), respectively. Results from SAXS revealed a
long period L ≈ 21 nm. The lamellar thickness dc ≈ 13 nm was estimated using the
crystallinity data. The melting temperature was quantified to be 405 K by DSC (heating
rate: 20 K/min).

The two PE reactor powder samples were provided by Prof. S. Rastogi (Loughborough
University). Information about sample preparation and properties is given in Ref. [199].
Both samples show a rather adjacent-reentry-like morphology (see Fig. 5.10) but differ
in molecular weight (Mw ≈ 5000 kg/mol and 750 kg/mol) and polydispersity (PD ≈ 3
and 1.8, respectively), derived from rheology. The lamellar thickness of both samples
ranges at about 8 nm as estimated by transmission electron microscopy (TEM) [320].
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B. PCL Degradation Investigations

B.1. Degradation of Cyclic PCL Chains

For testing the degradation of the cyclic PCL chains resulting from the cleavage of the
Sn-O bonds, linear, tin-containing PCL samples were prepared by E. Ostas (Macro-
molecular Chemistry Department, Division of Macromolecular Science, Martin-Luther-
Universität Halle) by means of a dibutyl-tin-dimethoxide initiator ((2) in Fig. A.3) The
Sn-O bond cleavage separates these chains into two parts of about half the molecular
weight. Such a large change in molecular weight causes a significant effect on the GPC
retention volume and can be detected more clearly than the small difference between
cyclic chains and their linear counterparts, formed by the Sn-O bond cleavage of the
cyclics (see also Fig. 8.1).

Two samples of accordingly prepared linear chains, i. e. a test sample and a reference
sample, were placed in sealed glass tubes. While the reference sample was kept under
an atmosphere of argon, the test sample was studied under ambient conditions (mois-
ture and oxygen). The degradation test was performed by E. Ostas by annealing both
samples at 95°C for some hours and by monitoring the molecular weights in regular
time intervals by GPC.

Figure B.1.: GPC traces for a linear tin-containing
PCL (Mn = 16.1 kg/mol, Mw/Mn

= 1.7) at 95°C at ambient conditions
(moisture and oxygen) and under ar-
gon atmosphere. The bottom traces
(t = 0) reflect the sample state before
cleavage. The measurement times
during the cleavage experiment are
given in the plot (graph adopted from
Ref. [242]).

As can be seen in Fig. B.1, heating under ambient conditions afforded the appearance of
a second peak at higher retention volume, i. e. lower molecular weight due to cleavage
of the Sn-O-bonds. By contrast, the reference sample did not show a significant change
in molecular weight and thus no cleavage reactions. Similar degradation results are
known for PCL rings synthesized by click chemistry [259]. According to these findings
all further measurements were conducted under exclusion of air and moisture. More-
over the samples were stored under vacuum.

B.2. Degradation of Linear PCL Chains

As chain degradation results in a shortening of the chains and hence in an enhancement
of the chain mobility and a reduction of the residual dipolar coupling strength, T2 Hahn-
echo measurement probing the residual dipolar coupling strength qualitatively, can be
applied to detect degradation effects.

Here, the long-term stability of linear PCL chains was tracked for a period of some
months by means of Hahn-echo decay measurements at 80°C performed for two indus-
trially produced PCL samples (Mn = 42.5 kg/mol, without tin) stored under different
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conditions. Between the measurements the test sample was stored in an evacuated
sample tube at 90°C under natural light, whereas the reference sample was stored at
room temperature, under vacuum and in a dark environment.

Figure B.2.: Long-term stability test for linear PCL. Hahn-echo decay curves measured at 80°C for 2
industrially produced PCL samples (Mn = 42.5 kg/mol): a reference sample (left), stored
under vacuum at room temperature in a dark environment, and a test sample (right),
stored in an evacuated sample tube at 90°C under natural light.

In Fig. B.2 the Hahn-echo decay curves detected after increasing storage periods are
depicted for both samples. The decay time of the reference sample did not change dur-
ing the test period. Yet, the decay observed for the test sample slowed down signifi-
cantly with increasing storage time as a result of reduced residual dipolar couplings
due to more isotropic chain motions (cf. Section 8.1) of the shorter PCL chains formed
by chain degradation. Hence, it may be concluded that PCL chains decompose during
(long) annealing periods at high temperatures, presumably by the random cleavage of
ester bonds [321]. This finding has to be considered with regard to sample treatment
when a specific molecular weight is required.
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C. Quantum-Mechanical Basics of NMR

The quantum-mechanical state of a nuclear spin system is described by the wave func-
tion |ψ(t)〉, which contains information about the position, speed and spin state of ev-
ery particle of the system. The time development of the system is specified by the
Schrödinger equation

d

dt
|ψ(t)〉 = − i

~
Ĥ|ψ(t)〉 ,

where Ĥ is the Hamiltonian, a Hermitian operator describing the orientation depen-
dence of the interaction energies in the spin system [53]. The corresponding observable
is the energy of the system. The energy eigenfunctions of the Hamiltonian are stationary
and orthonormal and the eigenvalues, i. e. the energy levels of the spin system, are real
values. In the following only the nuclear spin states and the nuclear spin Hamiltonian
are considered, assuming that the effects of the rapidly moving electrons are averaged
to a mean value, which is stable in time and contributes only a constant portion to the
net Hamiltonian [53].

The spin operator and the Zeeman Hamiltonian [17,53,54]. The atomic nucleus
carries a magnetic dipole moment µ and a spin I. These observables are associated
with their quantum-mechanical analogues, the Hermitian operators µ̂ and Î, which are
related to each other via

µ̂ = γÎ

as in the macroscopic representation. Both operators are vectors with carthesian coor-
dinates µ̂x, µ̂y, µ̂z and Îx, Îy, Îz, which are Hermitian, too.

The spin operator Î, similarly to the orbital angular momentum operator, fulfills the
eigenequations

Î
2|I,mI〉 = I(I + 1)|I,mI〉 and
Îz|I,mI〉 = mI |I,mI〉 ,

where, Î
2

= Î2x + Î2y + Î2z . A detailed describtion of the orthonormal eigenfunctions
|I,mI〉 is usually not necessary. From the eigenequations one can learn that the length
of the spin vector and one of the components1 are quantized with the corresponding spin
quantum numbers I and mI . The former can take half-integer numbers (although I=2
seems not to occur in nature) and the latter runs from −I to I. The quantum number I
is often used to characterize a nucleus, e. g., I = 1/2 for so-called spin-1/2 nuclei. Note,
that the functions |I,mI〉 are no eigenfunctions of the spin operator components Îx and
Îy.

The interaction of the nuclear magnetic dipole moments with a magnetic field of strength
B is described by the Zeeman Hamiltonian

Ĥ0 = −~ (µ̂ ·B) = −~γ
(
Î ·B

)
NMR measurements are usually performed in a strong static magnetic field B0, the
orientation of which is chosen to be in z direction of the carthesian coordinate system,

1Here, we chose the z component as it is usually done in literature.
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so that
Ĥ0 = −γB0~Îz = −ω0~Îz .

As the Zeeman Hamiltonian is proportional to Îz, both operators share the same eigen-
functions |I,mI〉, forming the so-called orthogonal Zeeman eigenbasis. The energy eigen-
values of the Hamiltonian can be found from

Ĥ0|I,mI〉 = −γ~B0Îz|I,mI〉 = −γB0~mI |I,mI〉 = −ω0~mI |I,mI〉 = EI,m|I,mI〉 ,

adopting values EI,m = −~ω0mI . Here, we find a splitting of energy levels, the Zeeman
splitting, according to the value of the quantum number mI . The energy gap between
the Zeeman energy levels amounts to ~ω0 ≈ h·20 MHz ≈ 1.3·10−26J, which is very small
compared to the thermal energy at 25°C (∼ 4.1·10−21J).

A nucleus in the magnetic field does not have to be in an eigenstate of Ĥ0 and Îz. In gen-
eral it adopts a normalized superposition state, i. e. a linear combination of eigenstates:

|ψ〉 =
∑
j

αj |Ij ,mI,j〉 ,

where the prefactors αj specify the actual spin state [53].

Measurements of the observable of a quantum-mechanical operator (e. g., the energy of
the spin system) always yield an eigenvalue of the corresponding operator. However, it
is not known a priori which of them, i. e. the observable is not well-defined. The result
of a measurement is governed by statistics and one can only calculate a probability to
find a certain eigenvalue, when the system is in the state |ψ〉. (This probability amounts
to 100%, when |ψ〉 is the corresponding eigenstate.) Moreover, the mean result after a
high number of measurements, i. e. the expectation value, can be derived. As super-
position states are no eigenstates of Îz and Ĥ0 they do not have well-defined energies
(and spin components in z direction) and cannot be depicted in an energy level diagram.
Nevertheless they are real states [53].

The polarization axis of a spin denotes the direction in space, along which the spin is
well-defined, i. e. the direction of a spin operator component, for which the present spin
state is an eigenstate. This component is not necessarily a carthesian one, but a linear
combination of them. As every orientation in space is related to such a component of
Î, possessing an arbitrary superposition state as an eigenstate, the polarization axis
can take every direction [53].2 This axis is the quantum-mechanical analogue of the
direction of the spin vector in the macroscopic representation and one can, e. g., show,
that it precesses about B0 by solving the Schrödinger equation (see above) for a spin
in a superposition state with the Zeeman Hamiltonian describing the interaction with
B0 [53].

The Spin Density Operator and its Time Development. For the calculation of
macroscopic properties of the spin system, one can in principle sum up the individual
quantities of all spins in the system. However, this is cumbersome and often not possible

2The often used representation of the spin vector, rotating on the surface of a cone with fixed opening
angle, is only a model to explain the quantization of the spin in a descriptive way. It does not reveal any
information about the orientation of the spin vector in the magnetic field [53].
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at all. For this reason the spin density operator

%̂ = 〈(|ψ〉〈ψ|)〉

was introduced, which describes the quantum-mechanical state of the whole system as
a kind of average spin state and is based on the expectation values of the observables.
Here, |ψ〉 is again the wave function of the spin system and the outer angle brackets
denote the average over all members of the spin ensemble [53].

The mean contribution of each individual spin to the macroscopic observable A of an
operator Â is equal to the expectation value

〈Â〉 = Tr
(
%̂Â
)

. (C.1)

Thus, the macroscopic quantity can be evaluated from the corresponding quantum-
mechanical operator and the operator %̂ describing the spin system as a whole.

When writing the density operator in the matrix form, the diagonal elements represent
the populations of the eigenstates of Îz and the off-diagonal elements are interpreted as
coherences between two eigenstates [53].

Every (superposition) spin state comprises certain fractions of the distinct eigenstates.
The population of an eigenstate can be understood as the sum of the portions of this
eigenstate of all the spins in the system. Populations are positive, real numbers ranging
between 0 and 1. Their sum is equal to 1 as a result of the normalization of the spin
states. In the macroscopic representation for spins 1/2 the populations are related to
the sum of all spin vector components in or opposed to the direction of the magnetic
field. Hence, a difference of the eigenstate populations, as present in thermal equi-
librium where the populations follow a Boltzmann distribution, results in macroscopic
longitudinal magnetization.

Coherences between two eigenstates |j〉 and |k〉 are complex numbers which charac-
terize particular states of the spin system. They are specified by the coherence order
o = mI,j −mI,k, calculated from the quantum numbers of Îz. In the thermal equilibrium
coherences of order o ≥ 1 are not available. A coherence of order o = 1 is a state of the
spin system, where a certain orientation of the spin polarization axes in the transverse
plane is preferred, so that transverse magnetization exists. Higher order coherences,
i. e. so called multi-quantum coherences, develop under spin interactions, e. g., in dipo-
larly coupled systems. They are not directly detectable in the form of magnetization.
One can imagine such coherences as a correlation of the orientations of spins within a
group of interacting spins [53]. In the spin density operator higher order coherences
are characterized by distinct products of spin operator components. As an example, the
expression 2Îx,j Îy,k identifies a sum of two coherences with o = 0 and o = 2, i. e. a
zero-quantum and a double-quantum coherence. It describes a situation of pairs of
interacting spins j and k, where none of the partners tends to orient in a particular
direction, but where the orientation of both partners correlates with each other. When
spin j points into +x direction, there is a high probability for spin k to be oriented in
+y direction, but still the overall orientation of pairs of spins is isotropic, preventing the
build-up of magnetization.

In the thermal equilibrium in the magnetic field and in case of high temperatures,
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i. e. when |~γB0/kT | � 1 (which is the case for T � 1 K), the spin density operator
is given by

%̂eq ∼ (1/2)Ê + (1/2)ÎzÊ .

For practical purposes the unity operator Ê is usually skipped as it does not repre-
sent detectable transverse magnetization. Also the prefactor is omitted, because it only
varies the signal amplitude, which is commonly not of interest. Thus, Îz is considered as
the equilibrium spin density operator. The measured signal is calculated using Eq. C.1.
As an example, for the measured transverse magnetization after a 90° pulse we obtain

〈Ix〉 = Tr(Îx%̂) ∼ Tr(Îx · Îx) = 1/2 .

Thus, a signal can be observed in x direction.

The presence of the term Îz in the spin density operator indicates longitudinal magneti-
zation Mz according to Mz ∝

∑
j µz,j and µ̂z,j = γ · Îz,j . Moreover, terms Îx,y are related

to transverse magnetization.

The time development of the spin density operator is described by the Liouville-van-
Neumann equation, a generalized form of the Schrödinger equation, which combines the
density operator characterizing the state of spin system and the Hamiltonian specifying
the interaction within the system:

d

dt
%̂ = −i[Ĥ, %̂] (C.2)

If Hamiltonian and density operator commute, the system is time invariant. In case of
a time-independent Hamiltonian the expression

%̂(t) = e−iĤt%̂(0)eiĤt = Û(t)%̂(0)Û−1(t)

solves the equation. Here, Û(t) = e−iĤt denotes the time-development operator or prop-
agator. For a time-dependent Hamiltonian the same solution can be used, if the Hamil-
tonian can be assumed to be piecewise constant in time:

%̂(t1 + t2 + ...tn) = e−iĤntn ...e−iĤ2t2e−iĤ1t1 %̂(0)eiĤ1t1eiĤ2t2 ...eiĤntn

This equation can be applied to calculate the effect of a pulse sequence on the spin
system (see Appendices D.1.1, D.1.2 and D.2). Yet, this spin density operator formalism
neglects relaxation processes.

Dipolar Couplings and their Effect on the 1H NMR Signal. The pairwise dipolar
spin interactions are considered as a contribution ĤD to the full Hamiltonian of the spin
system

Ĥ = Ĥ0 + ĤD .

In its general form HD reads [17]

ĤD =
µ0
4π

~2
∑
k

k−1∑
j

γjγk
1

r3jk

(
Îj · Îk −

3

r2jk
(Îj · rjk)(Îk · rjk)

)
,
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with Îj,k and γj,k denoting spin operators and the magnetogyric ratios of the coupling
spins and rjk being the spin-spin interconnection vector. For two proton spins I1 and I2
with magnetogyric ratio γ and the interconnection vector r we find

ĤD =
µ0
4π

~2γ2
1

r3

(
Î1 · Î2 −

3

r2
(Î1 · r)(Î2 · r)

)
. (C.3)

By inserting the scalar products

Î1 · Î2 =

Î1xÎ1y
Î1z

 ·
Î2xÎ2y
Î2z

 = Î1xÎ2x + Î1y Î2y + Î1z Î2z

Î1/2 · r̂ =

Î1x/2xÎ1y/2y
Î1z/2z

 ·
r cosϕ sinϑ

r sinϕ sinϑ

r cosϑ

 = r
(

(Î1x/2x cosϕ+ Î1y/2y sinϕ) sinϑ+ Î1z/2z cosϑ
)

into Eq. C.3 and using the shift operators

Î1+/2+ = Î1x/2x + iÎ1y/2y and

Î1−/2− = Î1x/2x − iÎ1y/2y

the interaction Hamiltonian can be expressed as [58,70]

ĤD =
µ0
4π

~2γ2
1

r3

(
Î1xÎ2x + Î1y Î2y + Î1z Î2z

− 3

(
1

2
(Î1+e

−iϕ + Î1−e
iϕ) sinϑ+ Î1z cosϑ

)(
1

2
(Î2+e

−iϕ + Î2−e
iϕ) sinϑ+ Î2z cosϑ

))
=
µ0
4π

~2γ2
1

r3
(A+B + C +D + E + F )

with

A = (1− 3 cos2 ϑ)Î1z Î2z ,

B = −1

4
(1− 3 cos2 ϑ)

(
Î1+Î2− + Î1−Î2+

)
= −1

2
(1− 3 cos2 ϑ)

(
Î1 · Î2 − Î1z Î2z

)
,

C = −3

2
e−iϕ sinϑ cosϑ

(
Î1+Î2z + Î1z Î2+

)
,

D = −3

2
eiϕ sinϑ cosϑ

(
Î1−Î2z + Î1z Î2−

)
,

E = −3

4
e−2iϕ sin2 ϑ

(
Î1+Î2+

)
and

F = −3

4
e2iϕ sin2 ϑ

(
Î1−Î2−

)
.

Compared to the external static magnetic field the local fields arising from the dipo-
lar couplings are small. As those parts of the perturbing Hamiltonian ĤD, which do
not commute with the Zeeman Hamiltonian Ĥ0, have almost no influence on the en-
ergy levels of the spin system and the NMR signal, it is, in most cases, sufficient to
retain only the secular (or adiabatic) part of ĤD, i. e. the commuting part, while the rest
is neglected. This proceeding is called high-field truncation or secular approximation.
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The time-dependent non-secular interaction terms of ĤD, are meaningful for relaxation
processes [53].

Here, only the expressions A and B commute with the Zeeman Hamiltonian Ĥ0 =

−γB0

(
Î1z + Î2z

)
:

A : [Î1z + Î2z, Î1z Î2z] = 0

B : [Î1z + Î2z, Î1xÎ2x + Î1y Î2y] = 0

C : [Î1z + Î2z, Î1+Î2z + Î1z Î2+] = Î1+Î2z + Î1z Î2+ 6= 0

D : [Î1z + Î2z, Î1−Î2z + Î1z Î2−] = −Î1−Î2z − Î1z Î2− 6= 0

E : [Î1z + Î2z, Î1+Î2+] = 2Î1+Î2+ 6= 0

F : [Î1z + Î2z, Î1−Î2−] = −2Î1−Î2− 6= 0

Therefore the truncated Hamiltonian only contains term A and B [58]:

ĤD =
µ0
4π

~2γ2
1

r3

(
(1− 3 cos2 ϑ)

(
Î1z Î2z −

1

2
Î1xÎ2x −

1

2
Î1y Î2y

))
= ωD

(
3Î1z Î2z − Î1 · Î2

)
Here,

ωD = −µ0
4π

~
γ2

r3
1

2
(3 cos2 ϑ− 1)

designates the dipolar coupling strength. It is approximately a factor of 1000 smaller
than the Zeeman splitting.

To describe effects of dipolar couplings on the 1H NMR signal we consider a system
of isolated pairs of spins 1 and 2, with I1 = I2 = 1/2. A suited set of orthonormal
eigenfunctions for the z component of the spin operator Îz = Î1,z + Î2,z is given by the
Zeeman product basis [53]

|αα〉 = |α〉 · |α〉 = | 1

2
,

1

2
〉 · | 1

2
,

1

2
〉

|αβ〉 = |α〉 · |β〉 = | 1

2
,

1

2
〉 · | 1

2
,− 1

2
〉

|βα〉 = |β〉 · |α〉 = | 1

2
,− 1

2
〉 · | 1

2
,

1

2
〉

|ββ〉 = |β〉 · |β〉 = | 1

2
,−1

2
〉 · | 1

2
,−1

2
〉

Here, |α〉 = |I = 1/2,mI = 1/2〉 and |β〉 = |I = 1/2,mI = −1/2〉 are the eigenfunctions of
Îz for an isolated spin with I = 1/2. Î1z and Î2z act on the first and on the second function
in the eigenfunction products, respectively. The product functions are eigenstates of the
Zeeman Hamiltonian

Ĥ0 = ω0,1Î1z + ω0,2Î2z = ω0(Î1z + Î2z)

for two magnetically equivalent nuclei, but not for the complete Hamiltonian of the
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system
Ĥ = Ĥ0 + ĤD = −ω0(Î1z + Î2z) + ωD(3Î1z Î2z − Î1 · Î2)

This is indicated by non-zero off-diagonal elements of the Hamiltonian Ĥ in the matrix
representation in the Zeeman product basis, the values of which depend on ωD. How-
ever, Ĥ can be diagonalized by means of four corresponding eigenfunctions:

|T−1〉 = |αα〉

|T0〉 =
1√
2

(|αβ〉+ |βα〉)

|T+1〉 = |ββ〉

|S0〉 =
1√
2

(|αβ〉 − |βα〉)

The states |T−1,0,1〉 are named triplet states. Using these functions, the spin operators
Îx = Î1x+Î2x, Îy = Î1y+Î2y and Îz = Î1z+Î2z fulfill the same eigenequations as given for a
system of isolated spins with I = 1. For the singlet state |S0〉 and the same operators we
find the eigenvalues I = mI = 0. Thus, two dipolarly coupled, magnetically equivalent
spin-1/2 nuclei behave as two separate spins, one with I = 1 (triplet states) and another
one with I = 0 (singlet state). The latter is usually neglected, as it does not interact with
the magnetic field. The energy levels of the triplet states as read from the diagonalized
Hamiltonian Ĥ amount to

E−1 = ω0 +
ωD
2

E0 = −ωD
E+1 = −ω0 +

ωD
2

.

In the NMR signal two spectral lines arise at positions ω corresponding to the transition
frequencies between these levels

ω = ω0 ± (3/2)ωD

with a line distance of 3ωD (see Fig. 3.3).

In a real system molecular motions may cause an averaging of the dipolar couplings and
the spin orientations vary from spin pair to spin pair. Thus, the spectral lines appear at

ω = ω0 ±
3

2
〈ωD〉t,N = ω0 ±

3

2

(
−µ0

4π

)
~γ2

1

2
〈(3 cos2 ϑ− 1

r3
)〉t,N

where 〈. . . 〉t,N designates the time and ensemble average. In a powder sample the spin
pairs are oriented isotropically. Depending on the angle ϑ different positions of the line
doublet are found in the spectrum (see Fig. 3.3). These doublets superpose each other,
thus forming a broad line with a characteristic shape, the so-called Pake pattern [17].
The angle ϑ is not equally distributed in a powder sample, but it follows a distribution
function P (ϑ) = sinϑ [53]. The highest signal intensity is found for ϑ = 90°, as there is a
multitude of possible orientations of spin pairs with the interconnection vector perpen-
dicular to B0. Yet, only two spin pair orientations fulfill the condition ϑ = 0. Thus, the
intensity is low for this case.

Dissertation of Kerstin Schäler Page 138



C. Quantum-Mechanical Basics of NMR

The powder average of the NMR time-domain signal (FID)

Mx(t) = 〈Mx(ω0 + (3/2)ωD) +Mx(ω0 − (3/2)ωD)〉ϑ = 〈ei(ω0+(3/2)ωD)t + ei(ω0−(3/2)ωD)t〉ϑ

is calculated by averaging over all possible spin pair orientations ϑ under consideration
of the angular distribution function sinϑ. Fourier transformation of this signal yields
the Pake pattern (see Fig. 3.3). The FID of a powder sample of dipolarly coupled spins
decreases much faster than the one of a non-coupled system as a result of the super-
position of different signal contributions with different signal frequencies. This decay
induced by dipolar couplings can be refocused due to the fixed relation between the dif-
ferent frequency contributions. By contrast a decay caused by molecular motions is not
refocusable as the frequencies change in a random manner.

The frequency distance ∆ω between the two horns of the Pake pattern depends on the
distance r between the coupled spins (see Fig. 3.3). However, molecular motions on
the NMR time scale may lead to averaged, i. e. reduced dipolar couplings and smaller
splittings in the Pake pattern. In the limit of fast and isotropic motions the couplings
are averaged out completely [53] as∫ π

0
(3 cos2 ϑ− 1) sin(ϑ)dϑ =

∫ 1

−1
(3x2 − 1)dx = 0

and a single narrow line at the isotropic chemical shift results. Furthermore, in a real
sample the Pake Pattern is often ’washed out’ leaving spectra with rather Gaussian or
Abragam shape.
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D. Demonstration of the Effect of Diverse Pulse Sequences

D.1. Average Hamiltonian Theory for Calculating the Mode of Action
of Pulse Sequences

Average Hamiltonian Theory was introduced by Haeberlen und Waugh in 1968 [322]
and is helpful for understanding the mode of operation of miscellaneous NMR exper-
iments. It can be applied for pulse sequences, in which the strength of the rf pulses
averaged over the duration of the sequence is much higher than the strength of the
local fields ’sensed’ by the nuclear spins, e. g. the dipolar coupling strength and the res-
onance offset. If this is the case, the effect of the local-field Hamiltonians on the spin
system can be calculated approximatively in terms of a simple (zeroth order) Average
Hamiltonian [17]. For this purpose the propagator Û = e−iĤ(t)t of the pulse sequence
is examined, which describes the time development of the spin system and depends on
the Hamiltonian Ĥ(t) as a measure of the interactions in and the manipulations of the
spin system. The effect of rf pulses in the sequence is considered by changing the coor-
dinate system to a frame which compared to the rotating frame (see NMR textbooks) is
tilted about the axis of the pulse irradiation by the pulse angle. In this so-called tog-
gling frame the pulse action vanishes and only internal spin interactions remain, whose
effects can be evaluated approximately [17].

D.1.1. The Magic Sandwich Echo

Here, the effect of the Magic Sandwich Echo (MSE) sequence shall be demonstrated
using Average Hamiltonian Theory, first for a sequence containing long burst pulses in
the sandwich part [80, 85], and second for the pulsed and mixed version applied in the
measurements for this thesis (see Fig. D.1). The considerations will be performed for a
system of isolated pairs of spins I1 = I2 = 1/2, interacting via dipolar couplings.

Figure D.1.: Pulse sequence assumed for
demonstrating the formation
of the Magic Sandwich Echo
(MSE). The middle row de-
picts a ’sandwich part’ con-
taining two burst pulses of
length 2τ , while the lower
row illustrates the pulsed and
mixed MSE version constist-
ing of ten 90° pulses (see Sec-
tion 4.2).

As usual, one assumes that before the application of the pulse sequence the system is in
the Boltzmann equilibrium , i. e. in an approximation the spin density operator at time
t = 0 is given by %̂(0) = Î1z + Î2z (see Appendix C). The state of the spin system after
application of the sequence at time t = 6τ is described by %̂(6τ) = Û(6τ)%̂(0)Û−1(6τ).
The propagator Û(6τ) of the sequence can be written as a product of contributions from
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all time intervals, during which internal interactions within the spin system take place,
and all pulses of the sequence in reversed chronological order. Here, we suppose that
the Hamiltonian of the sequence is piecewise constant. The spins of the system shall be
subject to pairwise dipolar couplings, described by the truncated dipolar Hamiltonian

ĤD = ωD

(
3Î1z Î2z − Î1 · Î2

)
as deduced in Appendix C. The propagator contribution of time intervals tD in the se-
quence, during which dipolar couplings are active, is

ÛD = e−iĤDtD .

In the following we assume that rf pulses are defined refering to the rotating frame [54].
The action of rf pulses can be specified by the Hamiltonian

ĤP = −ω1

[
(Î1x cosϕ+ Î1y sinϕ) + (Î2x cosϕ+ Î2y sinϕ)

]
with the pulse phase ϕ, the nutation frequency ω1 and the pulse duration tP [54]. Thus,
the corresponding propagator contribution reads

ÛP = P̂ = e−iφ((Î1x cosϕ+Î1y sinϕ)+(Î2x cosϕ+Î2y sinϕ)) .

Here, φ = ω1tP denotes the angle the magnetization is flipped about when applying the
rf pulse. (E. g., for a (π/2)x pulse φ = π/2 and ϕ = 0.)

This form of P̂ is based on the assumption that the rf pulses in the sequence exhibit
negligible length compared to the intervals between them and that they are strong com-
pared to the dipolar coupling interaction, so that the action of the dipolar couplings dur-
ing the pulse irradiation can be disregarded. However, this is not possible, when burst
pulses are applied. In this case, the propagator has to account for pulse irradiation and
dipolar couplings at once:

P̂ = e−iĤDtP−iφ((Î1x cosϕ+Î1y sinϕ)+(Î2x cosϕ+Î2y sinϕ)) .

Now, the propagator P̂ for the complete sequence (cf. middle row in Fig. D.1) can be
written as

Û(6τ) = e−iĤDτe−i
π
2
(Î1y+Î2y)e−iĤD2τ+iω12τ(Î1x+Î2x)

× e−iĤD2τ−iω12τ(Î1x+Î2x)e+i
π
2
(Î1y+Î2y)e−iĤDτ

× e−i
π
2
(Î1x+Î2x)

(D.1)

The transition into the toggling frame is performed by inserting unity operators Ê =

P̂−1±αP̂±α at suitable positions in Eq. D.1 [322]. Here, α denotes the pulse irradiation
axis. Now, one can take advantage of the exponential relation

P̂±αe
−iĤDtP̂−1±α = e∓iφÎαe−iĤDte±iφÎα = e

−it
(
e∓iφÎαĤDe

±iφÎα
)

= e−itP̂±αĤDP̂
−1
±α = e−iĤ

′
Dt

(D.2)
The product in the exponent can be understood as a rotation of the Hamiltonian ĤD
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about the axis of the pulse irradiation by the flip angle φ, which is equivalent to a
rotation of the coordinate system about the same axis by −φ. As a result, this rotation
yields the same Hamiltonian, but observed from the tilted frame, i. e. the toggling frame
Hamiltonian Ĥ

′
D.1 This procedure is repeated in order to eliminate the effect of the rf

pulses, leaving a toggling frame Hamiltonian, which depends on the spin interactions
only (cf. Ref. [54]).

By inserting the unity operator Ê = e−iω12τ(Î1x+Î2x)eiω12τ(Î1x+Î2x) after the second, third
and fourth exponential term in Eq. D.1 one obtains

Û(6τ) = e−iĤDτe−i
π
2
(Î1y+Î2y)e−iω12τ(Î1x+Î2x)

× eiω12τ(Î1x+Î2x)e−iĤD2τ+iω12τ(Î1x+Î2x)e−iω12τ(Î1x+Î2x)

× eiω12τ(Î1x+Î2x)e−iĤD2τ−iω12τ(Î1x+Î2x)e−iω12τ(Î1x+Î2x)

× eiω12τ(Î1x+Î2x)e+i
π
2
(Î1y+Î2y)e−iĤDτe−i

π
2
(Î1x+Î2x) .

(D.3)

Now, the two central product terms arising from the burst pulses can be analyzed fur-
ther using Eq. D.2:

eiω12τ(Î1x+Î2x)e−iĤD2τ±iω12τ(Î1x+Î2x)e−iω12τ(Î1x+Î2x)

= ee
iω12τ(Î1x+Î2x)(−iĤD2τ±iω12τ(Î1x+Î2x))e−iω12τ(Î1x+Î2x)

where

eiω12τ(Î1x+Î2x)(−iĤD2τ ± iω12τ(Î1x + Î2x))e−iω12τ(Î1x+Î2x)

= −i2τeiω12τ(Î1x+Î2x)ĤDe
−iω12τ(Î1x+Î2x) ± iω12τe

iω12τ(Î1x+Î2x)(Î1x + Î2x)e−iω12τ(Î1x+Î2x)

= −i2τeiω12τ(Î1x+Î2x)ĤDe
−iω12τ(Î1x+Î2x) ± iω12τ(Î1x + Î2x) .

By inserting the Hamiltonian ĤD one finds for the first term in this sum

−i2τeiω12τ(Î1x+Î2x)ĤDe
−iω12τ(Î1x+Î2x)

= −i2τωD
[
eiω12τ(Î1x+Î2x)

(
3Î1z Î2z − Î1 · Î2

)
e−iω12τ(Î1x+Î2x)

]
= −i2τωD

[
eiω12τ(Î1x+Î2x)

(
3Î1z Î2z

)
e−iω12τ(Î1x+Î2x)

−eiω12τ(Î1x+Î2x)
(
Î1 · Î2

)
e−iω12τ(Î1x+Î2x)

]
= −i2τωD

[
3
(
Î1z cos(ω12τ) + Î1y sin(ω12τ)

)(
Î2z cos(ω12τ) + Î2y sin(ω12τ)

)
−
(
Î1 · Î2

)]
= −i2τωDĤ

′
D .

(D.4)

Here, we used
[Î1x + Î2x, Î1 · Î2] = 0

1The coordinate system, which moves according to the action of the pulses, is usually called interaction
representation [54]. In case of continuous irradiation the toggling frame rotates continuously and is
named doubly-rotating frame.
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and exploited the sandwich relation [53]

e−iβÂB̂eiβÂ = B̂ cos(nβ) + Ĉ sin(nβ) (D.5)

for two operators Â and B̂, which is valid provided that

[Â, B̂] = inĈ and [Â, Ĉ] = −inB̂ .

Thus, we found

eiω12τ(Î1x+Î2x)
(
Î1z Î2z

)
e−iω12τ(Î1x+Î2x)

= eiω12τ Î1xeiω12τ Î2x
(
Î1z Î2z

)
e−iω12τ Î2xe−iω12τ Î1x

= eiω12τ Î1x
(
Î1z Î2z cos(ω12τ) + Î1z Î2y sin(ω12τ)

)
e−iω12τ Î1x

= eiω12τ Î1x
(
Î1z Î2z cos(ω12τ)

)
e−iω12τ Î1x + eiω12τ Î1x

(
Î1z Î2y sin(ω12τ)

)
e−iω12τ Î1x

= cos(ω12τ)
(
Î1z Î2z cos(ω12τ) + Î1y Î2z sin(ω12τ)

)
+ sin(ω12τ)

(
Î1z Î2y cos(ω12τ) + Î1y Î2y sin(ω12τ)

)
=
(
Î1z cos(ω12τ) + Î1y sin(ω12τ)

)(
Î2z cos(ω12τ) + Î2y sin(ω12τ)

)
.

The toggling frame dipolar Hamiltonian Ĥ
′
D in Eq. D.4 can be averaged over the dura-

tion of the burst pulses:

〈Ĥ ′D〉 =
1

ω12τ

∫ ω12τ

0
ωD

[
3
(
Î1z cos(x) + Î1y sin(x)

)
×
(
Î2z cos(x) + Î2y sin(x)

)
−Î1 · Î2

]
dx

=
ωD
ω12τ

[∫ ω12τ

0
3Î1z Î2z cos2(x)dx+

∫ ω12τ

0
3(Î1z Î2y + Î1y Î2z) sin(x) cos(x)dx

+

∫ ω12τ

0
3Î1y Î2y sin2(x)dx−

∫ ω12τ

0
Î1 · Î2dx

]
.

(D.6)

If the flip angle of the burst pulses is a multiple of 2π, i. e. ω12τ = 2πn or in the limit
of very long pulses (2τ → ∞), due to the boundedness of the sine and cosine terms in
Eq. D.6 solving the integrals results in

〈Ĥ ′D〉 =
ωD
2

(
3Î1z Î2z + 3Î1y Î2y − 2Î1 · Î2

)
= −ωD

2

(
3Î1xÎ2x − Î1 · Î2

)
= −1

2
ĤD,x

(D.7)

by considering the scalar product Î1 · Î2 = Î1xÎ2x + Î1y Î2y + Î1z Î2z.

Using this effective dipolar Hamiltonian 〈Ĥ ′D〉, the propagator of the sequence (Eq. D.3)
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amounts to

Û(6τ) = e−iĤDτe−i
π
2
(Î1y+Î2y)e−iω12τ(Î1x+Î2x)

× ei
1
2
ĤD,x2τ+iω12τ(Î1x+Î2x)

× ei
1
2
ĤD,x2τ−iω12τ(Î1x+Î2x)

× eiω12τ(Î1x+Î2x)ei
π
2
(Î1y+Î2y)e−iĤDτe−i

π
2
(Î1x+Î2x) .

Because of
[ĤD,x, Î1x + Î2x] = [3Î1xÎ2x − Î1 · Î2, Î1x + Î2x] = 0

the propagator can be simplified to

Û(6τ) = e−iĤDτe−i
π
2
(Î1y+Î2y)e−iω12τ(Î1x+Î2x)

× ei
1
2
ĤD,x2τeiω12τ(Î1x+Î2x)e−iω12τ(Î1x+Î2x)ei

1
2
ĤD,x2τ

× eiω12τ(Î1x+Î2x)ei
π
2
(Î1y+Î2y)e−iĤDτe−i

π
2
(Î1x+Î2x)

= e−iĤDτe−i
π
2
(Î1y+Î2y)eiĤD,x2τei

π
2
(Î1y+Î2y)e−iĤDτe−i

π
2
(Î1x+Î2x) .

The rotation

e−i
π
2
(Î1y+Î2y)eiĤD,x2τei

π
2
(Î1y+Î2y) = e

(
i2τe−i

π
2 (Î1y+Î2y)ĤD,xe

i π2 (Î1y+Î2y)
)

can be calculated by analyzing the exponent

i2τ
(
e−i

π
2
(Î1y+Î2y)ĤD,xe

iπ
2
(Î1y+Î2y)

)
= i2τωD

[
e−i

π
2
(Î1y+Î2y)

(
3Î1xÎ2x − Î1 · Î2

)
ei
π
2
(Î1y+Î2y)

]
= i2τ3ωD

[
e−i

π
2
(Î1y+Î2y)

(
Î1xÎ2x

)
ei
π
2
(Î1y+Î2y)

]
− i2τωD

[
e−i

π
2
(Î1y+Î2y)

(
Î1 · Î2

)
ei
π
2
(Î1y+Î2y)

]
= i2τ3ωD

[
e−i

π
2
Î1ye−i

π
2
Î2y
(
Î1xÎ2x

)
ei
π
2
Î1yei

π
2
Î2y
]
− i2τωD

(
Î1 · Î2

)
= i2τ

(
3ωD Î1z Î2z − Î1 · Î2

)
= iĤD2τ .

Here, again the sandwich relation (Eq. D.5) was used. Now, the propagator reads

Û(6τ) = e−iĤDτei(
1
2
ĤD)4τe−iĤDτe−i

π
2
(Î1x+Î2x)

= e−iĤD(τ− 1
2
4τ+τ)e−i

π
2
(Î1x+Î2x)

= e−i
π
2
(Î1x+Î2x) .

(D.8)

From the first line of this expression one can conclude that during the MSE sequence
the spin system evolves under the action of the dipolar Hamiltonian ĤD during the
intervals τ before and after the burst pulses (see Fig. D.1), but under −(ĤD/2) in the
intermediate sandwich part of duration 4τ . After 6τ the action of the Hamiltonians is
eliminated and an echo of transverse magnetization occurs:

ˆ%(6τ) = Û(6τ)%̂(0)Û−1(6τ)

= e−i
π
2
(Î1x+Î2x)

(
Î1z + Î2z

)
ei
π
2
(Î1x+Î2x)

= −Î1y − Î2y .
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The change in sign of the Hamiltonian in the sandwich part can be interpreted as a
time reversal because the state of the spin system is described by the wave function
|ψ(t)〉 with |ψ(t)〉 = Û |ψ(0)〉 and Û = ei

1
2
ĤD4τ = e−i

1
2
ĤD(−4τ).

As can be seen in Eq. D.8 the contributions of pulses in the propagator vanish (except
from the first (π/2) pulse which flips the magnetization into the transversal plane).
Therefore, the MSE sequence is a so-called cycle as introduced by Haeberlen and Waugh
[322], with the cycle duration tc = 6τ . Following from Average Hamiltonian theory, the
product of n spin interaction contributions in the propagator can in general be written
as

Û(tc) = e−iĤntne−iĤn−1tn−1 . . . e−iĤ1t1 = e−i〈Ĥ〉tc ,

where 〈Ĥ〉 has the same effect as all the interaction Hamiltonians of the pulse sequence
together [54] and is given by

〈Ĥ〉 =

∞∑
k=0

〈Ĥ(k)〉 . (D.9)

Here, 〈Ĥ(0)〉 is the so-called zeroth order Average Hamiltonian. It is a sum of all inter-
action Hamiltonians acting during the pulse sequence and can usually be easily calcu-
lated:

〈Ĥ(0)〉 =
1

tc
(Ĥ1t1 + Ĥ2t2 + ...+ Ĥntn) . (D.10)

In case of the MSE sequence

〈Ĥ(0)〉 =
ĤDτ − 1

2ĤD4τ + ĤDτ

6τ
= 0 ,

in agreement with Eq. D.8. The further terms contributing to the sum in Eq. D.9 are
corrections, which contain commutators of the interaction Hamiltonians Ĥj of the in-
dividual time intervals tj in the sequence [54]. If the commutators of these piecewise
interaction Hamiltonians is (almost) zero, the corrections vanish or can be neglected
and the zeroth order Average Hamiltonian gives a good description of the spin interac-
tions during the pulse sequence. In general, this is the case for short cycle durations
tc, i. e. (tc/T2) → 0 [322], while for longer sequences the correction terms have non-
negligible values.

For the MSE sequence the Average Hamiltonian is zero only approximately. Technical
imperfections such as finite pulse durations, phase-switching times between the pulses
and imperfect pulse lengths, shapes and phases cause changes of the piecewise inter-
action Hamiltonians in a way that non-vanishing commutators of these Hamiltonians
may occur, which bring about non-zero higher order corrections of the Average Hamil-
tonian [80]. Such corrections lead to incomplete signal refocusing and an attenuation
of the magnetization echo, which is the stronger the more imperfections occur and the
longer they persist, i. e. the attenuation grows with increasing sequence length. If the
condition tc = 6τ � 1/ωD is not fulfilled the attenuation becomes noticeable. This is the
case for too long sequence durations on the one hand and for too strong dipolar couplings
on the other hand. The effect is exploited for signal filtering [89,90]. As shown by Rhim
et al. small corrections of the interaction Hamiltonian in the sandwich part of the MSE
sequence cause an attenuation proportional to τ2 [80,89].

If the MSE pulse sequence is mirror symmetric with respect to 3τ , the first order correc-
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tion of the Average Hamiltonian vanishes. Thus, the refocusing is most effective in this
case [82]. In practice, a symmetric sequence is also favorable because it refocuses signal
which has dephased due to resonance offsets differences and magnetic field inhomo-
geneities, when the phase of the last sandwich pulse is reversed by 180°, turning it into
a (90°)−y pulse (see Fig. D.1.) This version of the pulse sequence is called mixed MSE
sequence, as it combines the original Magic Sandwich Echo and a Hahn echo [86]. The
refocusing effect can be demonstrated by repeating the calculation from above for a sys-
tem of isolated spins I = 1/2 using an interaction Hamiltonian describing the chemical
shift interaction and the resonance offset:

ĤCS/off = ωCS/offÎz

Here, the propagator of the full MSE sequence reads

Û(6τ) = e−iĤCS/offτei
π
2
Îye−iĤCS/off2τ+iω12τ Îx

× e−iĤCS/off2τ−iω12τ Îxe+i
π
2
Îye−iĤCS/offτe−i

π
2
Îx .

By proceeding as explained above the toggling frame interaction Hamiltonian Ĥ
′

CS/off
during the burst pulses (cf. Eq. D.4) is identified as

Ĥ
′

CS/off = ωCS/off

(
Îz cos(ω12τ) + Îy sin(ω12τ)

)
(D.11)

and its average 〈Ĥ ′CS/off〉 over the duration of the burst pulse irradiation is 0 for ω12τ =

2πn as well as for long irradiation times 2τ because of the vanishing time average of the
sine and cosine function. This finding shows that, effectively, chemical shifts and reso-
nance offsets do not affect the development of the magnetization during the ’sandwich
part’ of the sequence. However, before and after the burst pulses both effects are active
and the propagator can be written as

Û(6τ) = e−iĤCS/offτei
π
2
Îyeiω12τ Îxe−iω12τ Îxe+i

π
2
Îye−iĤCS/offτe−i

π
2
Îx

= e−iĤCS/offτei
π
2
Îyei

π
2
Îye−iĤCS/offτe−i

π
2
Îx

= e−iĤCS/offτeiπÎye−iĤCS/offτe−i
π
2
Îx

= e−iĤCS/offτ
(
eiπÎye−iĤCS/offτe−iπÎy

)
eiπÎye−i

π
2
Îx .

Here, we use the sandwich relation (Eq. D.5) to derive(
eiπÎye−iĤCS/offτe−iπÎy

)
= e
−iτ

(
eiπÎy ĤCS/offe

−iπÎy
)

= e
−iωCS/offτ

(
eiπÎy Îze

−iπÎy
)

= eiωCS/offÎzτ

= eiĤCS/offτ .

Hence, the propagator can be simplified further:

Û(6τ) = e−iĤCS/offτe+iĤCS/offτeiπÎye−i
π
2
Îx = e−i(ĤCS/off−ĤCS/off)τeiπÎye−i

π
2
Îx

= eiπÎye−i
π
2
Îx .

Thus, for equal durations τ of the intervals before and after the ’sandwich part’ of the
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mixed MSE sequence, the action of the chemical shift or off-resonance Hamiltonian is
canceled. For the spin density operator of the system after application of the sequence,
we find (again by applying the sandwich relation Eq. D.5)

ˆ%(6τ) = Û(6τ)%̂(0)Û−1(6τ) = eiπÎye−i
π
2
Îx
(
Îz

)
ei
π
2
Îxe−iπÎy = eiπÎy

(
−Îy

)
e−iπÎy

= −Îy

so that and the signal is refocused at time 6τ .

The effect of the pulsed and mixed MSE sequence (cf. lower row in Fig. D.1) can be
demonstrated along similar lines as described above for a system of isolated pairs of
spins I1 = I2 = 1/2. Here, under the assumption of short 90° pulses dipolar interactions
during the pulses can be neglected. We start again with the propagator of the sequence

Û(6τ) = e−iĤDτ P̂−ye
−iĤDτϕP̂−xe

−iĤD2τϕP̂−xe
−iĤD2τϕP̂−xe

−iĤD2τϕP̂−xe
−iĤD2τϕ

× P̂xe−iĤD2τϕP̂xe
−iĤD2τϕP̂xe

−iĤD2τϕP̂xe
−iĤDτϕP̂−ye

−iĤDτ P̂x .
(D.12)

where P̂±α denote the propagator contributions e∓i
π
2
(Î1α+Î2α) of the 90° pulses. Insertion

of

Ê = P̂−1−y P̂−y = e−i
π
2
(Î1y+Î2y)ei

π
2
(Î1y+Î2y) ,

Ê = P̂−1−x P̂−x = e−i
π
2
(Î1x+Î2x)ei

π
2
(Î1x+Î2x) and

Ê = P̂−1x P̂x = ei
π
2
(Î1x+Î2x)e−i

π
2
(Î1x+Î2x)

at suitable positions results in

Û(6τ) = e−iĤDτ P̂−ye
−iĤDτϕ

(
P̂−1−y P̂−y

)
P̂−xe

−iĤD2τϕ
(
P̂−1−x P̂−x

)
× P̂−xe−iĤD2τϕ

(
P̂−1−x P̂−x

)
P̂−xe

−iĤD2τϕ
(
P̂−1−x P̂−x

)
P̂−xe

−iĤD2τϕ
(
P̂−1−x P̂−x

)
× P̂xe−iĤD2τϕ

(
P̂−1x P̂x

)
P̂xe

−iĤD2τϕ
(
P̂−1x P̂x

)
P̂xe

−iĤD2τϕ
(
P̂−1x P̂x

)
× P̂xe−iĤDτϕ

(
P̂−1x P̂x

)
P̂−ye

−iĤDτ
(
P̂−1−y P̂−y

)
P̂x

= e−iĤDτ
(
P̂−ye

−iĤDτϕP̂−1−y

)
P̂−y

(
P̂−xe

−iĤD2τϕP̂−1−x

)
P̂−x

×
(
P̂−xe

−iĤD2τϕP̂−1−x

)
P̂−x

(
P̂−xe

−iĤD2τϕP̂−1−x

)
P̂−x

(
P̂−xe

−iĤD2τϕP̂−1−x

)
P̂−x

×
(
P̂xe

−iĤD2τϕP̂−1x

)
P̂x

(
P̂xe

−iĤD2τϕP̂−1x

)
P̂x

(
P̂xe

−iĤD2τϕP̂−1x

)
P̂x

×
(
P̂xe

−iĤDτϕP̂−1x

)
P̂x

(
P̂−ye

−iĤDτ P̂−1−y

)
P̂−yP̂x .

The rotations
(
P̂±αe

−iĤDtP̂−1±α

)
can be calculated using the exponential relation D.2 and
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the sandwich relaxtion D.5:(
P̂−ye

−iĤDtP̂−1−y

)
=
(
P̂ye

−iĤDtP̂−1y

)
= e−itωD(3Î1xÎ2x−Î1·Î2) = e−iĤD,xt(

P̂−xe
−iĤDtP̂−1−x

)
=
(
P̂xe

−iĤDtP̂−1x

)
= e−itωD(3Î1y Î2y−Î1·Î2) = e−iĤD,yt(

P̂−ye
−iĤD,xtP̂−1−y

)
=
(
P̂ye

−iĤD,xtP̂−1y

)
= e−itωD(3Î1z Î2z−Î1·Î2) = e−iĤDt(

P̂−xe
−iĤD,ytP̂−1−x

)
=
(
P̂xe

−iĤD,ytP̂−1x

)
= e−itωD(3Î1z Î2z−Î1·Î2) = e−iĤDt(

P̂−ye
−iĤD,ytP̂−1−y

)
=
(
P̂ye

−iĤD,ytP̂−1y

)
= e−itωD(3Î1y Î2y−Î1·Î2) = e−iĤD,yt(

P̂−xe
−iĤD,xtP̂−1−x

)
=
(
P̂xe

−iĤD,xtP̂−1x

)
= e−itωD(3Î1xÎ2x−Î1·Î2) = e−iĤD,xt

Hence, the propagator reads

Û(6τ) = e−iĤDτe−iĤD,xτϕP̂−ye
−iĤD,y2τϕP̂−xe

−iĤD,y2τϕP̂−xe
−iĤD,y2τϕP̂−xe

−iĤD,y2τϕ

× P̂−xe−iĤD,y2τϕP̂xe−iĤD,y2τϕP̂xe−iĤD,y2τϕP̂xe−iĤD,yτϕP̂xe−iĤD,xτ P̂−yP̂x .

Compared to Eq. D.12, here, the pulse propagator terms P̂±α have been shifted to the
right. By continuing with the insertion of unity operators and the evaluation of the
rotations, the propagator contributions of spin interactions and pulses finally can be
separated:

Û(6τ) = e−iĤDτe−iĤD,xτϕe−iĤD,y2τϕe−iĤD,x2τϕe−iĤD,y2τϕe−iĤD,x2τϕ

× e−iĤD,y2τϕe−iĤD,x2τϕe−iĤD,y2τϕe−iĤD,xτϕe−iĤDτ

× P̂−yP̂−xP̂−xP̂−xP̂−xP̂xP̂xP̂xP̂xP̂−yP̂x .

For subsuming the propagator contributions we exploit

[ĤD,x, ĤD,y] = 0 (D.13)

and

ĤD,x + ĤD,y + ĤD = 3Î1xÎ2x − Î1 · Î2 + 3Î1y Î2y − Î1 · Î2 + 3Î1z Î2z − Î1 · Î2

= 3
(
Î1 · Î2

)
− 3

(
Î1 · Î2

)
= 0

(D.14)

The latter relation is called the ’Magic Zero’ of homonuclear dipolar couplings [17].
Hence,

Û(6τ) = e−iĤDτ
[
e−iĤD,x8τϕe−iĤD,y8τϕ

]
e−iĤDτ

× ei
π
2 (Î1y+Î2y)ei2π(Î1x+Î2x)e−i2π(Î1x+Î2x)ei

π
2 (Î1y+Î2y)e−i

π
2 (Î1x+Î2x)

= e−iĤDτe+iĤD8τϕe−iĤDτeiπ(Î1y+Î2y)e−i
π
2 (Î1x+Î2x)

= e−i〈ĤD〉6τeiπ(Î1y+Î2y)e−i
π
2 (Î1x+Î2x)

The penultimate expression again demonstrates that the sign of the dipolar interaction
Hamiltonian is reversed due to the action of the sandwich pulses. For 2τ = 8τϕ the
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interaction terms vanish

Û(6τ) = e−iĤD(τ−8τϕ+τ)eiπ(Î1y+Î2y)e−i
π
2 (Î1x+Î2x)

= e−iĤD(τ−2τ+τ)eiπ(Î1y+Î2y)e−i
π
2 (Î1x+Î2x)

= eiπ(Î1y+Î2y)e−i
π
2 (Î1x+Î2x)

and the Average Hamiltonian 〈ĤD〉 is 0. (Here, imperfections leading to corrections in
the Average Hamiltonian are not taken into account). Thus, after application of the
sequence the spin density operator can be written as

ˆ%(6τ) = Û(6τ)%̂(0)Û−1(6τ)

= eiπ(Î1y+Î2y)e−i
π
2
(Î1x+Î2x)

(
Î1z + Î2z

)
ei
π
2
(Î1x+Î2x)e−iπ(Î1y+Î2y)

= eiπ(Î1y+Î2y)
(
−Î1y − Î2y

)
e−iπ(Î1y+Î2y)

= −Î1y − Î2y

and the Magic Sandwich Echo occurs at time t = 6τ .

D.1.2. The Magic and Polarization Echo

Figure D.2.: Pulse sequence assumed for demonstrating the formation of the Magic and Polarization
Echo (MAPE). All pulses are 90° pulses. The delay τM is calculated as τM = 2τp90 + 4τϕ,
with τp90 being the 90° pulse length.

The mode of action of the Magic and Polarization Echo sequence can be demonstrated
in the same way as explained in Appendix D.1.1 for the pulsed MSE sequence, by eval-
uating the propagator for a system of isolated pairs of spins I1 = I2 = 1/2. In case of the
sequence shown in Fig. D.2 the propagator is given by

Û(6τ) = e−iĤD2τ P̂−xe
−iĤDτϕP̂−ye

−iĤD2τϕP̂−ye
−iĤD2τϕP̂−ye

−iĤD2τϕP̂−ye
−iĤD2τϕ

× P̂ye−iĤD2τϕP̂ye
−iĤD2τϕP̂ye

−iĤD2τϕP̂ye
−iĤDτϕP̂x .

By inserting unity operators and calculating the resulting rotations according the con-
siderations in Appendix D.1.1 the pulse contributions P̂±α and dipolar interaction con-
tributions e−iĤDt can be separated:

Û(6τ) = e−iĤD2τe−iĤD,yτϕe−iĤD,x2τϕe−iĤD,y2τϕe−iĤD,x2τϕe−iĤD,y2τϕ

× e−iĤD,x2τϕe−iĤD,y2τϕe−iĤD,x2τϕe−iĤD,yτϕ

× P̂−xP̂−yP̂−yP̂−yP̂−yP̂yP̂yP̂yP̂yP̂x .
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By means of the relations D.13 and D.14 we find

Û(6τ) = e−iĤD2τe−i(ĤD,y+ĤD,x)8τϕ

= e−iĤD2τe+iĤD8τϕ

= e−iĤD(2τ−8τϕ)

= e−i〈ĤD〉6τ

and for 2τ = 8τϕ this results in

Û(6τ) = e−iĤD(2τ−2τ) = Ê ,

with Ê being the unity operator, rendering 〈ĤD〉 = 0. (Here again, imperfections leading
to corrections in the Average Hamiltonian are not considered.)

The z-magnetization is refocused at time t = 6τ as demonstrated by writing down the
density operator

ˆ%(6τ) = Û(6τ)%̂(0)Û−1(6τ)

= Ê
(
Î1z + Î2z

)
Ê

= Î1z + Î2z

The filter action of the MAPE sequence, however, is based on higher order corrections
of the Average Hamiltonian, brought about by sequence imperfections as described in
Appendix D.1.1. Just as in the case of the MSE sequence, these corrections prevent the
complete refocusing of magnetization and result in an attenuation of the magnetization
echo, if the condition 6τ � 1/ωD is violated. By adapting the length of the sequence,
longitudinal magnetization from regions with strong dipolar couplings can be depleted.

When calculating %̂(t) piecewise after every pulse one observes that the magnetization
is refocused already at t = 4τ . However, at this time the (zeroth order) Average Hamil-
tonian is non-zero and the effect of dipolar couplings has not been reversed yet. Hence,
for long MAPE sequences spin diffusion which is mediated by dipolar couplings (see Sec-
tion 4.3) and may occur during the progression of the sequence, has not been canceled
at t = 4τ . However, this is the case at t = 6τ , turning this point in time into a suitable
starting point for spin diffusion experiments.

D.2. The Double-Quantum Filter

In order to understand DQ filter action, it is beneficial to calculate the spin density
operator piecewise after each pulse and each interval of the pulse sequence. Here, we
want to consider the evolution of a system of isolated pairs of spins I1 = I2 = 1/2, which
interact with each other and are subjected to the DQ sequence schematically plotted
in Fig. D.3. The spin system is supposed to be in thermal equilibrium in the magnetic
field B0 before application of the pulse sequence. Hence, the spin density operator at
time t = 0 prior to the first pulse can be written as %̂(0) = Î1z + Î2z (see Appendix C).
Now, the spin density operator %̂(t) at time t can be estimated using the solution of the
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Figure D.3.: Pulse sequence scheme as-
sumed for demonstrating the
action of the double-quantum
(DQ) sequence. The phase ϕ of
the reconversion pulses passes
through a 4-step phase cycle
with ϕ = y x y x in sub-
sequent scans and the corre-
sponding receiver phases are
ϕrec = x x x x.

Liouville-van-Neumann equation for a time-independent Hamiltonian (see Appendix C)

%̂(t) = e−iĤt%̂(0)eiĤt . (D.15)

We assume that the rf pulses are short and strong compared to the coupling interaction,
so that we can neglect interactions during pulse irradiation. Hence, for evaluating the
development of the spin density operator via Eq. D.15 we have to consider the effect of
either the dipolar Hamiltonian [54]

ĤD = ωD

(
3Î1z Î2z − Î1 · Î2

)
during intervals in the sequence or the rf-pulse Hamiltonian

ĤP = −ω1

[
(Î1x cosϕ+ Î1y sinϕ) + (Î2x cosϕ+ Î2y sinϕ)

]
with pulse phase ϕ, nutation frequency ω1 and pulse duration tP. Both Hamiltonians are
supposed to be time-independent. However, a descriptive calculation using the product
operator formalism is not possible here. Instead tensor operators would have to be used.
Hence, for simplicity, instead of the homonuclear dipolar coupling, the J coupling is
considered, for which the excitation of double-quantum coherences can be demonstrated
easily by means of product operators under the assumption that the coupling is weak
compared to the distance of the resonance frequencies of the interacting spins in the
spectrum. Here, the interaction Hamiltonian is given by

ĤJ = 2πJ1,2

(
3Î1z Î2z

)
,

with J1,2 denoting the strength of the J coupling between spins 1 and 2.

Exploiting the sandwich relation D.5 we can trace the density operator after each step
in the pulse sequence. (The distinct time points in the sequence for which the operator
is calculated are marked with upper case letters in Fig. D.3). For the excitation period
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we find the following evolution of the operator:

A : Î1z + Î2zy (π/2)x

B : −Î1y − Î2yyĤJ(τDQ/2)

C : −
(
Î1y + Î2y

)
cos

π

2
J1,2τDQ +

(
2Î1xÎ2z + 2Î1z Î2x

)
sin

π

2
J1,2τDQy (π)x

D :
(
Î1y + Î2y

)
cos

π

2
J1,2τDQ −

(
2Î1xÎ2z + 2Î1z Î2x

)
sin

π

2
J1,2τDQyĤJ(τDQ/2)

E :
(
Î1y + Î2y

)
cosπJ1,2τDQ −

(
2Î1xÎ2z + 2Î1z Î2x

)
sinπJ1,2τDQy (π/2)x

F :
(
Î1z + Î2z

)
cosπJ1,2τDQ −

(
2Î1xÎ2y + 2Î1y Î2x

)
sinπJ1,2τDQ .

Nothing changes during the short phase-switching time of 2 µs at which the system is
subject to J couplings. Thus, we end up with

G :
(
Î1z + Î2z

)
cosπJ1,2τDQ︸ ︷︷ ︸

reference

−
(

2Î1xÎ2y + 2Î1y Î2x

)
sinπJ1,2τDQ︸ ︷︷ ︸

DQ coherence

,

where the second term in the sum describes the portion of the originally longitudi-
nal magnetization, which has been converted into double-quantum coherence (see Ap-
pendix C), while the first term depicts the remaining z magnetization and is referred to
as the reference part of the spin density operator. In order to demonstrate the evolution
in the reconversion part of the sequence both terms are considered separately. Applying
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reconversion pulses of phase y the reference term evolves according to

G :
(
Î1z + Î2z

)
cosπJ1,2τDQy (π/2)y

H :
(
Î1x + Î2x

)
cosπJ1,2τDQyĤJ(τDQ/2)

I :
(
Î1x + Î2x

)
cos

π

2
J1,2τDQ cosπJ1,2τDQ +

(
2Î1y Î2z + 2Î1z Î2y

)
sin

π

2
J1,2τDQ cosπJ1,2τDQy (π)y

J : −
(
Î1x + Î2x

)
cos

π

2
J1,2τDQ cosπJ1,2τDQ −

(
2Î1y Î2z + 2Î1z Î2y

)
sin

π

2
J1,2τDQ cosπJ1,2τDQyĤJ(τDQ/2)

K : −
(
Î1x + Î2x

)
cosπJ1,2τDQ cosπJ1,2τDQ −

(
2Î1y Î2z + 2Î1z Î2y

)
sinπJ1,2τDQ cosπJ1,2τDQy (π/2)y

L :
(
Î1z + Î2z

)
cos2 πJ1,2τDQ −

(
2Î1xÎ2y + 2Î1y Î2x

)
sinπJ1,2τDQ cosπJ1,2τDQ

and the DQ coherence converts into

G :
(

2Î1xÎ2y + 2Î1y Î2x

)
sinπJ1,2τDQy (π/2)y

H : −
(

2Î1y Î2z + 2Î1z Î2y

)
sinπJ1,2τDQyĤJ(τDQ/2)

I :
(
Î1x + Î2x

)
sin

π

2
J1,2τDQ sinπJ1,2τDQ −

(
2Î1y Î2z + 2Î1z Î2y

)
cos

π

2
J1,2τDQ sinπJ1,2τDQy (π)y

J : −
(
Î1x + Î2x

)
sin

π

2
J1,2τDQ sinπJ1,2τDQ +

(
2Î1y Î2z + 2Î1z Î2y

)
cos

π

2
J1,2τDQ sinπJ1,2τDQyĤJ(τDQ/2)

K : −
(
Î1x + Î2x

)
sinπJ1,2τDQ sinπJ1,2τDQ +

(
2Î1y Î2z + 2Î1z Î2y

)
cosπJ1,2τDQ sinπJ1,2τDQy (π/2)y

L :
(
Î1z + Î2z

)
sin2 πJ1,2τDQ +

(
2Î1xÎ2y + 2Î1y Î2x

)
sinπJ1,2τDQ cosπJ1,2τDQ

Now, the (π/2)x pulse for detection transforms
(
Î1z + Î2z

)
into

(
−Î1y − Î2y

)
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and
(

2Î1xÎ2y + 2Î1y Î2x

)
into

(
2Î1xÎ2z + 2Î1z Î2x

)
. As only transverse magnetization is

measurable, the terms containing products of spin operators can be discarded. For the
remaining terms the receiver phase must be taken into account. With receiver phase x
we finally find the reference signal part(

Î1y + Î2y

)
cos2(πJ1,2τDQ)

and the DQ signal part (
Î1y + Î2y

)
sin2(πJ1,2τDQ) .

Expressions for the remaining reconversion pulse phases and receiver phases are ob-
tained similarly. In summary, we find the following relevant portions of the spin density
operator:
reconversion receiver reference DQ
pulse phase phase signal signal

y x
(
Î1y + Î2y

)
cos2(πJ1,2τDQ)

(
Î1y + Î2y

)
sin2(πJ1,2τDQ)

−x −x −
(
Î1y + Î2y

)
cos2(πJ1,2τDQ)

(
Î1y + Î2y

)
sin2(πJ1,2τDQ)

−y x
(
Î1y + Î2y

)
cos2(πJ1,2τDQ)

(
Î1y + Î2y

)
sin2(πJ1,2τDQ)

x −x −
(
Î1y + Î2y

)
cos2(πJ1,2τDQ)

(
Î1y + Î2y

)
sin2(πJ1,2τDQ)

After four subsequent scans the reference terms add up to 0 while the summation of the
DQ terms yields (

Î1y + Î2y

)
4 sin2(πJ1,2τDQ) .

Hence, after four (or a multiple of four) scans, only the fraction of originally longitudi-
nal magnetization, which was converted into double-quantum coherence is transformed
back into measurable transverse magnetization.

The filter effect of the DQ sequence is based on the fact, that the efficiency of conver-
sion and reconversion depends on the product J1,2τDQ, e. g., in the case of isolated spin
pairs, on sin2(πJ1,2τDQ) (see above). For a short excitation time τDQ appreciable signal
intensity is reached only in case of a high coupling strength J1,2. Consequently, mag-
netization from strongly coupled regions of the sample is selectively excited. At longer
τDQ, signal from sample portions with weaker couplings can be obtained. However then,
signal from strongly coupled spin pairs may have already been reduced. Yet, the situa-
tion complicates for systems with more than two coupling spins with different coupling
strenghts [323].
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E. PCL Densities

PCL spin densities were obtained based on mass densities %a and %tot of amorphous and
semicrystalline PCL, respectively, measured by dilatometry over a wide temperature
range by Crescenzi et al. [238]. In principle the mass density of the crystalline phase can
be calculated using the monomeric mass and the dimensions of the PCL unit cell. These
dimensions, however, are temperature dependent and are known from literature only for
selected temperatures [49,51,52]. Therefore, here, the mass densities for the crystalline
phase, interphase (3P model) and the rigid phase, being the sum of the former two (2P
model), were estimated at the measurement temperatures by help of the mass fractions
fp from the FID or MSE analysis via

1

%tot
=
∑
p

fp
%p

with %tot = (1.111 ± 0.0044) g/cm3 at 27°C, (1.098 ± 0.0044) g/cm3 at 45°C and (1.097 ±
0.0044) g/cm3 at 45°C [238]. In case of the 3P model the density of the interphase was
defined to be the average of the densities of crystalline and amorphous phase. From the
mass densities proton spin densities were derived using Eq. 4.8. All densities used are
given in Table E.1. The relative spin densities are related to the amorphous-phase spin
densities and were used as input parameters to the fit of spin-diffusion and Saturation-
Recovery data.

phase p T / °C % / g cm−3 %H / g cm−3 %H,rel

amorphous 27 1.075 ± 0.004 0.0949 ± 0.0004 1.000 ± 0.004
45 1.062 ± 0.004 0.0938 ± 0.0004 1.000 ± 0.004
48 1.060 ± 0.004 0.0936 ± 0.0004 1.000 ± 0.004

interphase 27 1.106 ± 0.024 0.0977 ± 0.0021 1.029 ± 0.023
45 1.096 ± 0.026 0.0968 ± 0.0023 1.032 ± 0.025
48 1.094 ± 0.026 0.0966 ± 0.0023 1.032 ± 0.025

crystalline 27 1.137 ± 0.044 0.1004 ± 0.0039 1.057 ± 0.041
45 1.130 ± 0.048 0.0998 ± 0.0042 1.064 ± 0.045
48 1.129 ± 0.049 0.0997 ± 0.0043 1.065 ± 0.046

rigid 27 1.130 ± 0.061 0.0998 ± 0.0054 1.051 ± 0.057
45 1.123 ± 0.067 0.0991 ± 0.0059 1.057 ± 0.063
48 1.122 ± 0.067 0.0991 ± 0.0059 1.058 ± 0.063

Table E.1.: Mass densities % and absolute and relative proton spin densities %H and %H,rel of the individual
phases p in semicrystalline PCL at certain temperatures T . The uncertainties were estimated
via error propagation from the reading uncertainty of the literature data for %a and %tot of
amorphous and semicrystalline PCL and the uncertainty of the measured sample fractions.
The small uncertainties of the relative spin densities are negligible for the fits of spin-diffusion
and Saturation-Recovery curves as their effect on the simulated data is only marginal.
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F. Spin Diffusion

F.1. Description of Magnetization Transfer Between Two Spins 1/2

Based on the following calculation it can be demonstrated easily that a magnetization
transfer actually takes place under dipolar interaction [17]. We assume a quantum-
mechanical ensemble of two spins 1 and 2 with quantum numbers I1 = I2 = 1

2 which
are located at a distance r from each other in a magnetic field being aligned along the
direction z of the coordinate system. The state of this system at time t can be described
by means of the density operator %̂(t). At time t = 0 only spin 1 shall exhibit magne-
tization along z direction: Mz = −γ1~Î1z. Thus, for t = 0 the density operator of the
ensemble corresponds to the z component of the spin operator of spin 1: %̂(0) = Î1z.
The dipolar Hamiltonian ĤD specifies the pairwise dipolar interaction between the two
spins, changing the initial state and mediating spin diffusion. In the case of a weak
homonuclear coupling (compared to the Zeeman interaction) it is given by

ĤD = ωD(3Î1z Î2z − Î1 · Î2)

with the spin operators Î1,2 and their z components Î1z,2z. Via time evolution of the
density operator by the help of the propagator Û(t) = e−iĤDt the state of the ensemble
at time t > 0 can be calculated using a series expansion of the exponential operator [17]:

%̂(t) = e−iĤDt%̂(0)e+iĤDt

= %̂(0) + [− iĤDt, %̂(0)] +
1

2!
[− iĤDt, [− iĤDt, %̂(0)] ]

+
1

3!
[− iĤDt, [− iĤDt, [− iĤDt, %̂(0)] ] ] + ...

= %̂(0)− it

1!
[ĤD, %̂(0)] +

(it)2

2!
[ĤD, r̂1]−

(it)3

3!
[ĤD, r̂2] + ... ,

where the brackets denote the commutator. Inserting the Hamiltonian ĤD and %̂(0) and
using the commutators

[ĤD, %̂(0)] = iωD(Î1y Î2x − Î1xÎ2y) = r̂1

[ĤD, r̂1] =
ω2
D

2
(Î1z − Î2z) = r̂2

[ĤD, r̂2] = ω2
Dr̂1 = r̂3

...

yields

%̂(t) = e−iĤDtÎ1ze
+iĤDt

= Î1z −
it

1!
(iωD(Î1y Î2x − Î1xÎ2y)) +

(it)2

2!
(
ω2
D

2
(Î1z − Î2z))

−(it)3

3!
(iω3

D(Î1y Î2x − Î1xÎ2y)) +
(it)4

4!
(
ω4
D

2
(Î1z − Î2z))− ...+ ...
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After rearrangement and exploitation of the sum representation of cos(ωDt) and sin(ωDt)

one obtains

%̂(t) =
1

2
Î1z(1 + cos(ωDt)) +

1

2
Î2z(1− cosωDt) + (Î1y Î2x − Î1xÎ2y) sin(ωDt) .

The first two expressions in the sum indicate that, compared to the inital state %̂(0) =

Î1z, magnetization has been transferred from spin 1 to spin 2 to a certain extent which
depends on the actual dipolar coupling strength ωD. Additionally, a sine-modulated
double-quantum term has developped under dipolar interaction, which cannot be de-
tected as transverse magnetization after a 90° pulse. The cosinusoidal oscillation of
detectable magnetization in the two-spin system, expressed in the first two terms of
the sum, will be damped in a multi-spin system due to a multitude of mutual couplings
yielding a diffusive behavior of the magnetization Mz(t) ∼

√
t, if couplings of different

strenghts or between spins of differing distances exist [17].

F.2. The Simulation Program for Calculating Spin-Diffusion and
Saturation-Recovery Curves

Because solving the one-dimensional spin-diffusion equation 4.11 in consideration of
T1 relaxation (see Section 4.3.2) is possible only numerically, it was transformed into a
finite difference equation similar to Eq. 4.10:

M(xi, tj+1)−M(xi, tj)

∆t
= Dp

M(xi−1, tj) +M(xi+1, tj)− 2M(xi, tj)

(∆x)2

+
1

T1p
(M0 −M(xi, tj))

M(xi, tj+1) = M(xi, tj) +
Dp∆t

(∆x)2
(M(xi−1, tj) +M(xi+1, tj)− 2M(xi, tj))

+
∆t

T1p
(M0 −M(xi, tj)) . (F.1)

Here, M denotes the space and time-dependent magnetization. The variables of space
xi and time tj adopt discrete values with equidistant increments ∆x = xi+1 − xi and
∆t = tj+1−tj , respectively. M0 designates the equilibrium magnetization of the T1 relax-
ation process. According to Eq. F.1 the simulation program written by Prof. H. Schneider
calculates M(xi, tj+1) stepwise for every domain p. By reason of symmetry, it is suffi-
cient to conduct the computation for half of the repeat unit (see Fig. 7.6 (b)) and to
introduce the following periodic symmetry and boundary conditions to take into account
the lamellar structure of the system [139,141]:

• at the symmetry planes s (see Fig. 7.6 (a)), with space coordinate xs, magnetization
is not allowed to change locally: M(xs, t) = M(xs+1, t) = M(xs−1, t)

• at the boundary planes b located at xb (see Fig. 7.6 (b)) between two phases p1 and
p2 magnetization must develop continuously: Mp1(xb, t) = Mp2(xb, t),

• boundary planes b must not act as magnetization sources or sinks, i. e. the flux of
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magnetization has to be continuous there:

%H,p1Dp1
Mp1(xb, t)−Mp1(xb−1, t)

xb − xb−1
= %H,p2Dp2

Mp2(xb+1, t)−Mp2(xb, t)

xb+1 − xb

The last expression contains the phase-specific proton spin density %H,p (see Section 4.1).
The observable in the experiments is the total magnetization Mp(τdiff) in each phase p.
An equivalent parameter Mp(tj) can be derived from the simulation by summing up
the magnetization M(xi, tj) of every discrete position xj in a phase p, multiplied by the
corresponding proton spin density %H,p. Here, the time coordinate tj corresponds to the
mixing time τdiff in the experimental setup. Depending on the initial values of the mag-
netization in the individual phases Mp(0) and the equilibrium magnetization M0,1 the
magnetization development in spin-diffusion and Saturation-Recovery experiments can
be computed. In order to compare simulated and measured data the magnetization de-
velopment has to be calculated starting from a given initial distribution and proceeding
until the equilibrium distribution is reached. The accuracy of the calculation depends
on the choice of the space and time increments ∆x and ∆t. Following from Eq. F.1 the
value of the expression (Dp∆t)/(∆x)2 must be limited. For convergence a value smaller
than 0.5 is necessary. All fits and simulations represented herein were conducted with
equal increments ∆x = 0.5 Å and ∆t = 2 µs to achieve comparable results.

F.3. Derivation of the Source Domain Size by means of the Initial Rate
Approximation

The analytical solution of the spin-diffusion equation for a scenario of a finite source
region from which magnetization is transferred into an infinite sink region can be used
to deduce an expression for the source domain size in a two-phase polymer system. In
order to explain this idea, the derivation of the IRA equation shall be described here
in detail according to the considerations of Clauss et al. [139]. The space coordinate in
the one-dimensional scenario is denoted by x and the time by t. In the experimental
setup the time coordinate t corresponds to the mixing time τdiff. When magnetization
emanates from a point-shaped source at the position x = r, the Gaussian function

M(x, t) =
M0√
4πDt

e−
(x−r)2
4Dt (F.2)

for the magnetization M(x, t) is a solution of the spin-diffusion equation 4.11 for a con-
stant spin-diffusion coefficientD and a constant proton spin density %H over all positions
x. Here, M0 is the initial magnetization at x = r.

A finite magnetization source at −r0 < x < r0 between infinite sinks at |x| > r0 at t = 0

can be represented by an infinite number of point-shaped sources uniformly distributed
over all positions −r0 < x < r0. Thus, in this case a superposition of Gaussian functions

1The value of M0 is 0 for the calculation of spin-diffusion curves due to the z filter used in the experiments
(see Section 4.3.2) and 1 for the calculation of Saturation-Recovery curves.
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F.2 at r = −r0 . . . r0 solves Eq. 4.11:

M(x, t) =

∫ r0

−r0

M0√
4πDt

e−
(x−r)2
4Dt dr = −M0√

π

∫ x−r0√
4Dt

x+r0√
4Dt

e−z
2
dz

= −M0√
π

(∫ 0

x+r0√
4Dt

e−z
2
dz +

∫ x−r0√
4Dt

0
e−z

2
dz

)

=
M0√
π

(∫ x+r0√
4Dt

0
e−z

2
dz +

∫ − x−r0√
4Dt

0
e−z

2
dz

)

=
M0

2
erf

(
r0 + x√

4Dt

)
+
M0

2
erf

(
r0 − x√

4Dt

)
, (F.3)

where erf(x) is the error function defined as

erf(x) =

∫ x

0

2

π
e−z

2
dz .

Equation F.3 is symmetric with respect to x = 0 and contains one term each for the
magnetization transfer via the source-sink interfaces at x = −r0 and at x = r0. At t = 0

it results in a box function with M(x, t = 0) = M0 for |x| < r0 and M(x, t = 0) = 0 other-
wise. With increasing time the magnetization at x = 0 and the magnetization gradient
near the interfaces decreases until at t → ∞ a uniform distribution of magnetization is
reached for all x with M(x)→ 0. However, as a result of the error function properties at
short times t � (r20/4D) the first term in Eq. F.3 is approximately constant in time and
space for x > 0 while the second one yields a constant at positions x < 0:

M(x > 0, t� (r20/4D)) =
M0

2
+
M0

2
erf(

r0 − x√
4Dt

) (F.4)

M(x < 0, t� (r20/4D)) =
M0

2
erf(

r0 + x√
4Dt

) +
M0

2
(F.5)

These expressions equal the solution of Eq. 4.11 for an infinite source either at x < r0
(Eq. F.4) or at x > −r0 (Eq. F.5). (Alternatively, these solutions can also be derived by
superposing the solutions for an infinite number of point-shaped sources in the corre-
sponding source regions.) Hence, at short times the magnetization close to an interface
develops as if no other interface would exist (cf. Fig. 7.18 (a)). It therefore suffices to
consider only the magnetization development near one interface even if many more of
the same kind are present. Expressions of the type of Eqs. F.4 or F.5 can therefore
also be used to describe the short-time behavior of magnetization in periodic systems of
alternating source and sink regions as present in the 2P model.

Now the solution shall be specified for a periodic two-phase polymer system containing
source domains A and sink domains B with individual spin-diffusion coefficients DA
and DB and proton spin densities %H,A and %H,B which are each constant within the
respective phase. For this purpose the solutions for each phase have to be adapted to
fulfill certain initial and boundary conditions equal to those given in Section F.2. Here,
they are presented in a continuous form:

• At t = 0 the source domain A contains the full magnetization, i. e.
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MA(x, t = 0) = M0 and MB(x, t = 0) = 0,

• at the boundary surface r0 between source and sink domain the magnetization
develops continuously, i. e. MA(r0, t) = MB(r0, t),

• at the boundary surface r0 the magnetization flux is continuous, i. e.

−DA%H,A
∂MA(r0, t)

∂x
= −DB%H,B

∂MB(r0, t)

∂x

The differences in spin-diffusion coefficients and spin densities of the phases A and B
result in changes of the absolute values of the magnetization compared to the expres-
sions F.4 and F.5, while the principal structure of the solution is preserved. Therefore
for both phases a generalized ansatz is made:

MA(x, t) = EA + FA erf

(
x− r0√

4Dt

)
for domain A at x < r0 and (F.6)

MB(x, t) = EB + FB erf

(
x− r0√

4Dt

)
for domain B at x > r0. (F.7)

Applying the conditions above to these equations and taking into account the properties
of the error function

erf(x→ ±∞) = ±1

erf(0) = 0

d

dx
erf(y(x)) =

d

dx

∫ y(x)

0

2

π
e−z

2
dz =

d

dx
(F (y(x))− F (0))

=
dF (y)

dy

dy(x)

dx
=

2

π
e−y(x)

2 dy(x)

dx
,

with F (y) being the antiderivative of
(

2
πe
−y2
)

, one obtains

EA − FA = M0 ,
EB + FB = 0 ,

EA = EB and√
DA%H,AFA =

√
DB%H,BFB .

Rearranging these expressions and inserting them into Eq. F.6 and Eq. F.7 yields [139]

MA(x, t) =
M0%H,A

√
DA

%H,A
√
DA + %H,B

√
DB
−

M0%H,B
√
DB

%H,A
√
DA + %H,B

√
DB

erf

(
x− r0√

4DAt

)
and

MB(x, t) =
M0%H,A

√
DA

%H,A
√
DA + %H,B

√
DB
−

M0%H,A
√
DA

%H,A
√
DA + %H,B

√
DB

erf

(
x− r0√

4DBt

)
=

M0%H,A
√
DA

%H,A
√
DA + %H,B

√
DB

erfc

(
x− r0√

4DBt

)
with erfc(x) = 1 − erf(x). For DA = DB and %H,A = %H,B Eq. F.4 results again from both
solutions.

The total magnetization MB(t) of the sink at short times t can be estimated by summing
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up the magnetization MB(x, t) of all spins on cross-sectional areas AS parallel to the
interface between A and B for positions x > r0 in consideration of the spin density:

MB

(
t� r20

4DB

)
≈ %H,B

∫ ∞
r0

MB(x, t)ASdx

= %H,BAS

∫ ∞
r0

M0%H,A
√
DA

%H,A
√
DA + %H,B

√
DB

erfc

(
x− r0√

4DBt

)
dx

=
2√
π

ASM0%H,A%H,B
√
DA
√
DB(

%H,A
√
DA + %H,B

√
DB
) √t (F.8)

Here, the relation
∫∞
x erfc(z)dz = 1√

π
e−x

2 − x erfc(x) was used. Correspondingly, for the
total magnetization MA(t) of the source one finds

MA

(
t� r20

4DA

)
≈ %H,A

∫ r0

0
MA(x, t)ASdr

MA(t = 0) ≈ %H,A

∫ r0

0
MA(x, t = 0)ASdr = %H,AM0ASr0 (F.9)

As visible in Eq. F.8 for short times the sink magnetization follows a
√
t dependence.

The approximated total intensity MB(t � r20
4DB

) reaches the value of the total initial
magnetization MA(t = 0) of the system at a characteristic time t0:

MB

(
t� r20

4DB
,
√
t0

)
= MA(t = 0)

2√
π

ASM0%H,A%H,B
√
DA
√
DB

%H,A
√
DA + %H,B

√
DB

√
t0 = r0%H,AASM0 (F.10)

The same relation F.10 can also be derived from the expression for the source magneti-
zation via MA

(
t� r20

4DA
,
√
t0

)
= 0 .

For a given value of
√
t0, Eq. F.10 can finally be used to determine r0 which in our

scenario corresponds to half of the source domain thickness dA:

dA = 2r0 =
4√
π

√
DA
√
DB(

%H,A
%H,B

√
DH,A +

√
DB

)√t0 . (F.11)

F.4. Effects of PCL Domain-Thickness Distributions on Spin Diffusion

It is known from literature, that domain thicknesses in semicrystalline polymers depend
on molecular weight, crystallization temperature Tc (0.5 K) and the thermal history of
the sample [10]. The PCL sample investigated by spin-diffusion experiments (see Sec-
tion 7.2) is polydisperse and slight deviations of Tc could not be avoided. Hence, it seems
self-evident that distributions of domain sizes exist here. Actually, this is confirmed by
the SAXS results, where broad peaks were detected in the interface-distance distribu-
tion function. Interestingly, in PCL the distribution width of the amorphous-phase do-
main thicknesses is significantly larger than the one obtained for the crystalline lamel-
lae (see Table 7.1). This is presumed to be a feature of crystal-fixed polymers [218].
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The fact that domain sizes differ within the phases of a polymer sample seems to be
accepted in literature concerning SAXS experiments (see, e. g., Ref. [324]) and has also
been addressed in NMR literature [89, 116, 250]. However, only a few works deal with
the impact of domain-size distributions on spin-diffusion data in more detail. As the
domain thicknesses influence the shape of the spin-diffusion curves, the existence of dif-
ferent thicknesses within the phases may alter the data in a complex way [325]. There-
fore it shall be discussed here, whether thickness distributions could have induced the
discrepancies between measured data and fit data described in Section 7.3.

Domain-size distributions arise when each polymer domain exhibits a constant thick-
ness over its complete lateral extension while different regions of an individual phase
exhibit non-uniform domain sizes (see Fig. F.1 (a)), but also when there are thickness
fluctuations within distinct domains resulting in non-planar interfaces between them
(see Fig. F.1 (b)). Both scenarios may occur in PCL. The analysis of the SAXS data relies
on the former concept, the effects of which shall be investigated in this section, while
consequences of the latter are discussed in Section 7.5.

(a) (b)

Figure F.1.: Two-phase scenarios showing non-uniform domain thicknesses (see text). The labels c and a
designate the crystalline and amorphous phase, respectively.

The simulation program (see Section 7.3 and Appendix F.2) allows to simulate spin-
diffusion curves for non-uniform domain sizes as depicted in Fig. F.1 (a). Here, for each
phase p random domain thicknesses are generated which fluctuate around a given mean
value dp,ave following a Gaussian distribution with an adjustable relative distribution
width σrel,p = σp/dp.

Performing simulations for the 2P model with exactly the same program as described
here, Mauri et al. have shown that distributions of domain sizes of the rigid and mobile-
amorphous phase with relative widths σrel,p up to 0.75 cause only slight changes in the
shape of the spin-diffusion curves with root-mean-square deviations rms smaller than
3% [8]. From their work they concluded that the domain thicknesses and spin-diffusion
coefficients obtained from the fits do not deviate too much from the true values, when
relative thickness fluctuations are smaller than σrel,p ≈ 0.2.

However, according to the SAXS results, in PCL these fluctuations can be larger than
0.2 (see Table 7.1). In order to estimate the effect of thickness distributions for the
specific case of PCL, simulations have been performed here for the 2P and the 3P model
with realistic parameter values for PCL at 45°C and different domain-size distribution
widths (σrel,p = 0.1, 0.3, 0.5 and 0.6 for the 2P model and σrel,p = 0.1 and 0.5 for the 3P
model), on the one hand by assuming domain-size fluctuations in a single phase only
and on the other hand by varying the sizes in several or all phases, simultaneously. For
every distribution width three different sets of domain thicknesses were tried for the
2P system and only one for the 3P system. When generating the random thicknesses
for the individual polymer phases, it was checked that the standard deviation from the
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corresponding mean thickness was in accordance with the settled distribution width.

The thickness distributions expectedly induced changes in the shape of the spin-diffusion
and Saturation-Recovery curves, which increased with rising distribution width. For
domain-size distributions in several polymer phases at the same time the effects of the
thickness fluctuations of the single phases added up. The following effects could be
detected (see Fig. F.2):

• Changes due to a distribution of mobile-amorphous-phase, crystalline-phase and
rigid-phase domain thicknesses followed the same trend and for the same distri-
bution width they also exhibited the same extent.

• The effects of a distribution of interphase domain thicknesses were negligible as
the interphase fraction in the simulation model was small.

• The Saturation-Recovery curves exhibited only small changes due to thickness
fluctuations in the region of decreasing slope.

• The most striking effect on the shape of the spin-diffusion curves was a decrease
of the maximum intensity of the sink-domain signal with increasing distribution
width of the domain size of the mobile-amorphous, crystalline or rigid phase, com-
bined with a slight shift of the maximum to shorter mixing times τdiff. At the same
time the source domain signal exhibited a slightly retarded decay and/or an in-
creased magnetization level at large mixing times. The latter was predicted by
Cheung, who investigated the implications of disorder in polymer morphology on
the analytical solution of the spin-diffusion equation [325].

These shape variations were rather small but systematic (see Fig. F.3). The rms devia-
tion between simulated spin-diffusion curves calculated for constant domain thicknesses
and for a realistic distribution of domain sizes in PCL, derived via

rms =
1

n

√√√√ n∑
i=1

(I2i − I1i)2
(I1i)2

,

amounts to 0.4% to 2.4% only and is in the range of the values given by Mauri et al. In
the equation n denotes the number of data points in the spin-diffusion curves and I1i
and I2i represent the intensities of the two curves which are compared (see Fig. F.3).

To check the consequences of thickness distributions on the parameter values from a fit
using a model with constant domain sizes, spin-diffusion and Saturation-Recovery data
were simulated assuming realistic distribution widths for the thicknesses of the crys-
talline and mobile-amorphous domains in PCL at 45°C (cf. Table 7.1): σrel,c = 0.11 and
σrel,a = 0.52. The value for the interphase was chosen to be σrel,i = 0.11 as well. Now a
simultaneous fit to these data was performed using the 2P or 3P model with the param-
eter values underlying the simulation used as initial values for the fit. Here, the mean
thicknesses from the simulation served as domain size parameter values. The fitting of
simulated data which were generated for constant domain sizes worked perfectly well
and reproduced the simulation parameters, also when the initial values were changed.
Keeping the spin-diffusion coefficients and T1 values fixed in the fit to data simulated
for a distribution of domain sizes, fit curves were obtained which matched the simulated
ones acceptably well but brought about too large thickness values for all three polymer
phases. The thicknesses da and dc were ∼14% higher than defined in the simulation, di
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Figure F.2.: Demonstration of the effects of domain-size distributions on simulated data from crystalline-
phase-selected (upper left) and mobile-amorphous-phase-selected (upper right) spin-diffusion
and Saturation-Recovery (lower left) experiments. The simulations were performed for a 3P
model and different combinations of relative thickness distribution widths σrel,a,i,c using the
parameters shown in the lower right of the figure and the relative spin densities %H,a = 1, %H,i =
1.034 and %H,c = 1.067. The subscripts a, i and c designate the mobile-amorphous phase, inter-
phase and crystalline phase, respectively. The arrows depict curve variations for increasing
distribution widths.

deviated by ∼ 8%. These findings agree with the deviation of ∼10% stated by Mauri et
al. [8]. As for PCL the aim was to derive spin-diffusion coefficients, in a next step the
domain sizes were fixed in the fit, while the diffusion coefficients were free parameters.
The curves from fit and simulation matched well for the source domain, but the fit could
not reproduce the rise of the sink curve completely (see Fig. F.4). However, when fitting
noisy experimental data such small differences would not be evident.

Nevertheless, the systematic changes in the curve shape mentioned above induce mod-
ifications of the fit parameters compared to the values used for the simulation. The
reduced sink-phase intensity is compensated in the fit by a systematic and partly sig-
nificant variation of the spin-diffusion coefficients. The fit pretended values of Da which
were too low by a factor of 0.67 to 0.77 compared to the true values used in the sim-
ulation. Stable fits also yielded too small values of Drig differing from the value of the
simulation by the same factor as obtained for Da. On the other hand, when the initial fit
parameters were chosen in an unfavorable way the value of Drig increased dramatically
up to implausibly high values larger than 2 nm2/ms but no stable fit was obtained. Such
high values of Drig should be discarded when fitting experimental data as they were
provoked artificially by the domain-size distributions.

Stable fits using the 3P model were obtained for reduced values of Da and Dc and in-
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Figure F.3.: Relative difference between
the intensities of spin-diffusion
curves simulated for constant
domain thicknesses (simula-
tion 1 with intensity I1) and for
a realistic distribution of do-
main sizes (simulation 2 with
intensity I2) for PCL at 45°C.
The intensities were calcu-
lated using the spin-diffusion
coefficients given in the plot.
The remaining simulation pa-
rameters are the same as in
Fig. F.2.

Figure F.4.: Comparison of spin-diffusion
data simulated for a realis-
tic distribution of domain sizes
(see legend) with two fits to
these data, using a fit model
which ignores the size distri-
bution. In the fits the do-
main thicknesses were fixed
to the average values applied
in the simulation and given
in Fig. F.2. The spin densi-
ties used are indicated there as
well.

creased values of Di. However, it is not possible to estimate to which extent the values
of Dc and Di deviated from the ones of the simulation, as these parameters strongly
depended on each other and both had similar effects on the spin-diffusion curves. A low
value of Dc induced a high value of Di and vice versa. This way, stable fits were possible
for large values of Dc > 0.6 nm2/ms on the one hand and for Dc < Di on the other hand
(see Fig. F.4). The latter seems physically unlikely because, due to less anisotropic chain
mobility in the interphase, the dipolar coupling strength and therefore also the spin-
diffusion coefficient should be smaller than in the crystallites. The interdependence of
all three parameters Dc, Di and Da is depicted in Fig. F.5 (b).

Compared to the values of the simulation, the T1 values did not change appreciably in
the fit for the 2P model. Yet, from fits using the 3P model only T1a could be determined
precisely. Similar to the interdependence of the diffusion coefficients, also T1i and T1c
were coupled, enabling large ranges of possible fit values including T1i > T1c. This re-
lation seems doubtful because for the apparent T1 values derived from the initial rises
of the Saturation-Recovery curves the inverted trend was observed (see Fig. 5.3 in Sec-
tion 5.1).

In fact, interdependencies between the fit results for Di and Dc as well as T1i and T1c
have been found in the fits of measured data for PCL (see Fig. F.5 (a)). As shown here,
dubious combinations of fit parameters such as Dc < Di or T1c < T1i can be discarded as
fitting artifacts resulting from neglected domain-size distributions.

In summary, due to the domain-size fluctuations within the polymer phases, stable
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(a) (b)

Figure F.5.: Interdependence between the parameter values of the spin-diffusion coefficientsDc,Da andDi

of crystalline phase, mobile-amorphous phase and interphase. The values were obtained from
fits to experimental (a) and simulated (b) data using the program described in Section 7.3 for
the 3P model, keeping the domain-size parameters fixed. The simulated data were calculated
by means of the same program with parameter values given in Fig. F.2 but taking into account
a realistic distribution of domain thicknesses (see text). The solid grey lines are guides to the
eye. The red squares mark the set of spin-diffusion coefficients used for the simulation in (b).
Crossed symbols in (a) depict values from fits with minor but still acceptable fit quality.

fits to the experimental data will yield average values of mobile-amorphous-phase and
crystalline-phase spin-diffusion coefficients, which are lower than actually present in
the sample, whereas the coefficient of the interphase will rather be determined too large.
The true values cannot be obtained by means of the fit used here. However, a set of such
associated apparent values nevertheless permits the determination of correct average
domain sizes, which is usually the aim of spin-diffusion experiments. In this sense,
neglecting domain-size distributions when fitting PCL spin-diffusion data is justified
despite of a large distribution width of the mobile-amorphous-phase domain sizes.

For the experimental spin-diffusion curves in the 2P model a shift of the initial rise and
decay was found for the sink and source signal intensity as compared to the simula-
tion (see Sections 7.3 and 7.4). Yet, as shown here, domain-size distributions do not
change the initial rise or decay time appreciably and thus cannot be a reason for such a
delayed magnetization development. Also the unexpected shape of the measured inter-
phase signal in the MAPE experiments is not caused by thickness fluctuations, as these
influence the interphase signal only marginally. Furthermore, the maximum sink-curve
signal intensities from MAPE-filtered and DQ-filtered experiments both decrease to the
same extent due to realistic domain-size distributions in PCL (cf. Fig. F.2). The attempt
to fit both sets of data with one set of spin-diffusion coefficients thus fails also when
domain-size distributions are taken into account.
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