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1. Introduction

The competition between hydrophobic and hydrophilic interactions is a major struc-
tural driving force in many molecular systems. Although effective at the molecular
level, they account for system properties over a wide range of time and length scales,
and consequently the investigation of their complex interplay is crucial for an in-depth
understanding of many processes. For example on fast time scales, the protonation
dynamics in aqueous solution of alcohols is governed by picosecond-fluctuations of the
hydrogen bond network that competes with hydrophobic interactions between unpolar
sites. Similarly in much larger biochemical systems, such as peptides or proteins, fol-
ding and aggregation are driven by hydrophobic and hydrophilic interactions between
amino acid side chains of different polarity and their surrounding water molecules.
One of the prime methodologies to computationally study the relations between these
basic interaction patterns and the resulting structural driving forces is molecular
dynamics (MD) simulations. MD simulations allow for the direct computation of
thermodynamic and spectroscopic quantities via the laws of statistical mechanics.1–4

In this manner, the technique enables the connection between macroscopic features
of the system and their underlying atomistic and molecular structure and dynamics.
Moreover, the prediction of spectroscopic fingerprints from MD simulations is crucial
for validation with experimental data and offers complementary information for a
further in-depth understanding. The main idea of MD simulations is to describe the
time evolution of a system in a well-defined thermodynamic ensemble and to compute
ensemble quantities as time averages over the resulting MD trajectory. Due to the
advancement in computer hardware and algorithmic developments, MD simulations
are now a well-established methodology for the description of condensed phase systems
and allow for the treatment of systems with an ever larger growing number of atoms.5–8

In the current work, two different flavors of MD simulations have been employed,
namely ab initio (AIMD) and force field MD simulations. In both cases, the nuclei
are treated as classical point particles whose time evolution is governed by Newton’s
equation of motion. They differ, however, in the treatment of the potential acting on
the nuclei due the electronic degrees of freedom. In the case of AIMD simulations, this
potential is evaluated “on-the-fly” at every integration time step by approximately
solving the electronic structure problem. Conversely in force field MD simulations,
the potential is computed from analytical potential functions, so-called force fields,
parametrized a priori for atoms in a given environment, e.g. for carbonyl oxygens
as part of an amino acid. Consequently, AIMD simulations allow for a more general
and accurate description of interatomic interactions on a quantum-mechanical footing
at the costs of an increased numerical complexity. There are many cases where a
quantum-mechanical treatment of electrons is crucial. This is most obviously the
case if chemical reactions occur, for example, during proton transfer (PT) in aqueous
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1. Introduction

solution.9–12 Due to their predefined functional form, standard protein force fields13–15

fail to describe the breaking and formation of covalent bonds. Moreover, other pro-
perties, like charge transfer and electronic polarization are only implicitly considered
in the parameter sets. By contrast, AIMD simulations allow for changes of chemical
bonds and perform well for the description of electronic polarization which in turn is
needed for a realistic representation of hydrogen bonding. This is especially crucial
for PT reactions because proton transport in aqueous media is governed by complex
hydrogen bonding rearrangements in the solvation shell of the proton transferring
intermediates, such as the Eigen and Zundel complexes.9,11,12,16–20 However, AIMD
simulations quickly become prohibitive for biological systems, which easily involve
hundreds of thousands of atoms with relevant time scales in the nanosecond regime and
beyond. As a result, there has been a long-standing effort to parametrize accurate force
field potentials for biological systems, such as peptides and proteins. To date, force
fields, like Amber ff99SB13 and CHARMM36,14 are commonly used in computational
biology for globular proteins and have been demonstrated to be in good agreement
with experimental structural and dynamics data.21

This thesis covers a series of computational investigations that address the complex
interplay between hydrophobic and hydrophilic interactions and their spectroscopic
signatures. In particular, this work encompasses the following three projects:

I. The elucidation of protonation dynamics in water and water-methanol mixtures
triggered by electronic excitation of photoacids and -bases

II. The impact of the Phe19-to-Lys19 mutation in Aβ(1-40) on the fibril structure.

III. The efficient prediction of NMR chemical shifts of metabolite molecules in
aqueous solution.

The first project deals with the investigation of PT reactions in water and water-
methanol mixtures. PT reactions are of paramount importance for a large number
of chemical and biological processes, such as the autoionization of water,11 the von
Grotthuss mechanism,9,22–26 the proton conduction through cell membranes27 as well
as for technical applications, like fuel cells.28–30 To date, still many details of PT
reactions remain elusive. One reason is that even for a seemingly simple system like
water, PT is fairly complicated. For instance, it has been known for a long time that,
depending on the pH value of the solution, one either observes the migration of a
positive, i.e. a hydronium ion, or a negative charge defect, i.e. an hydroxide ion, where
the diffusion constants are much larger than those of ions with comparable size.31,32

The advent of AIMD simulations has been a milestone to the field, since the method
has enabled the elucidation of PT mechanisms at the atomic level. One of the key
results of these early AIMD studies was that both step-wise and concerted transfer
mechanisms coexist for PT, challenging a sequential Grotthuss picture.33 Clearly,
the situation gets more involved if co-solvents, like ions, alcohols, acids, or bases are
added to the solution. A promising means to investigate these systems are molecules
with photoacidic and -basic functionalities.17–20,34–36 An example of such a system is
the bifunctional chromophore 7-hydroxyquinoline (7HQ), shown in Figure 1.1.37–39 If
the molecule is electronically excited by an UV pulse to the first singlet state (S1),
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Figure 1.1. – a) 7-Hydroxyquinoline stabilizing a chain of three water/methanol molecules.
b) Various protonation states of 7HQ: Neutral (N), cationic (C), anionic (N)
and zwitterionic (Z) state.

the equilibrium in Figure 1.1b) shifts from the neutral (N) to the zwitterionic (Z)
state, where the reaction can proceed either via the cationic or anionic intermediate.
Experimentally, this tautomerization can be traced by recording infrared fingerprint
absorptions of N and Z as a function of the pump-probe delay in transient infrared
spectroscopy. Complementary, molecular solvent configurations are accessible from
AIMD simulations. For instance, 7HQ can stabilize hydrogen bonded configurations
of three water molecules over times one order of magnitude longer than the time for a
concerted reaction from N to Z.40 The reminiscence of these configurations to water
structure in proton channels which regulate PT through cell membranes, makes it an
interesting model system to study ultrafast PT reactions.

The second project focusses on the structural response of amyloid β (1-40) peptide
fibrils to the replacement of a hydrophobic with a charged amino acid in its hydropho-
bic core. Amyloid fibrils are the hallmark of several severe human diseases associated
with the misfolding of peptides, where the list includes diseases like Huntington’s
and Alzheimer’s disease as well as type II diabetes.41 A common characteristic of the
disease causing peptides is their aggregation into so-called cross-β structures.42 As
shown in Figure 1.2, this structural motive exhibits lateral β-sheets and a dense side
chain packing, where two or three cross-β structures in turn assemble to dimers or
trimers to form several micrometer long unbranched fibrils. Astonishingly, peptides
with no apparent sequence similarity and function are able to adopt this aggrega-
tion state. Based on this structural similarity it seems obvious that the formation
of amyloid fibrils follows generic principles and is governed by distinct inter- and
intramolecular forces with apparent relations to synthetic polymers.43 For a further
understanding of these principles, amyloid fibrils with slightly different amino acid
sequences have been previously compared regarding their local structure and dy-
namics.44 However, a detailed atomistic elucidation of these structures is inherently
difficult as high-resolution techniques such as X-ray crystallography cannot be applied
due to a lack of long-range order. In addition, fibrils exhibit polymorphism, i.e. their
structures vary depending on particular growing conditions, which is a consequence of
their rough free energy landscape.45 Nevertheless, structural models of some peptides
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1. Introduction

Figure 1.2. – Schematic depiction of two cross-β structures in a F19K amyloid β (1-40)
fibril, viewed from a) side and b) top. N- and C-termini are marked with blue
and red spheres, respectively. β-Sheets are represented light blue and side
chains in the hydrophobic core are indicated by small spheres.

are nowadays available from solid-state NMR studies or cryo-electron microscopy in
conjunction with molecular modeling.46–53 Certainly the by far best studied system
in this context is amyloid β (Aβ). By now, many studies have revealed structural
and dynamics information for fibrils and transient oligomeric and protofibrillar spe-
cies.54,55 The underlying physicochemical principles governing the fibrillation process
can be systematically investigated by analyzing the effects of non-physiological point
mutations.44,56 For instance, the replacement of hydrophobic residues with polar or
charged amino acids and the accompanying weakening of hydrophobic interactions
within the fibril core allows for the assessment of critical interaction patterns as well
as for the investigation of the structural response. In this context, Adler et al. recently
examined the role played by the hydrophobic contact between phenylalanine 19 and
leucine 34 for fibril structure and dynamics in a mutagenesis study of eight different
Aβ(1-40) variants.44 The surprising result was that all but one mutation lead to the
formation of fibrils with only very local effects for secondary structure and backbone
dynamics. Even more striking was the observation of Das et al. that all mutations
completely abolished the toxicity of the fibrils, highlighting the crucial role played
by the hydrophobic contact Phe19-Leu34 for the mechanism that eventually leads to
cell death.57 It is therefore compelling to further understand the structural changes
in the fibril that result from these point mutations. In this thesis, the Phe19-to-Lys19

mutation in amyloid β (1-40) was studied. For that purpose, a number of atomistic
models of the amyloid fibril have been created using homology modeling and force
field MD simulations. For verification, structural key features of the models have been
compared to solid-state NMR measurements.

The third project deals with the efficient prediction of NMR chemical shifts of
metabolite molecules in aqueous solution. The analysis of complex metabolic mixtures
by means of NMR spectroscopy has become increasingly popular over the past deca-
de.58–61 This is in part due to the ability of NMR spectroscopy to provide information
on multiple metabolites in the same sample and at the same time to allow for large
sample cohorts that are amenable to statistical analysis. In this way, new insights into
the state of biological systems as well as into metabolite pathways are possible.62–65

However, the identification of unknown metabolites, i.e. those that have never been
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identified before and are therefore not part of any database, remains still a major chal-
lenge. In this regard, semi-empirical chemical shift predictors are useful to efficiently
compare chemical shift information with a large number of candidate structures, but
their accuracy is determined by the quality and size of the underlying database.66,67 As
a consequence, one often encounters excellent prediction results for structures which
are part of the database, whereas structures that have not been considered in the
fitting procedure are usually predicted with a significantly lower accuracy. Therefore,
predictors that are less dependent on, or in the best case independent of databases
potentially allow for a more balanced prediction accuracy in terms of known and
unknown structures. In this context, quantum-chemical based methods are a promi-
sing alternative. However, their computational cost is in most cases several orders of
magnitude larger and requires the use of high performance computing resources, when
a large number of predictions needs to be carried out. As illustrated in Figure 1.3, a
widely-used approach to keep the computational costs within a limit is to calculate
NMR shielding constants only for a relatively small number of structural minima
and to account for solvent effects implicitly by means of a polarizable continuum
model. Regarding the quantum-chemical method, density functional theory (DFT)

Figure 1.3. – Flow chart illustrating the calculation of NMR shielding constants from a
limited number of low energy conformers.

has been proven to be particularly useful in providing both sufficient accuracy and
numerical efficiency, allowing for NMR shielding calculations on a routine basis.68–74

The calculated shielding constants can be converted to chemical shifts in three ways:
Firstly, by subtracting them from the shielding constant of an internal reference,
such as tetramethylsilane (TMS) or 4,4-dimethyl-4-silapentane-1-sulfonic acid (DSS).
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1. Introduction

Secondly, by intermediate references or multi-standards, or, thirdly, by means of
(linear) regression. Whereas the first two approaches usually rely on a fortuitous error
cancellation between shielding constants calculated for the query and reference atom,
(linear) regression allows to correct for systematic errors as a function of the value
of isotropic shielding constant, σiso. Several studies report excellent agreements with
experimental shifts when using DFT together with linear regression and report fitting
parameters for several exchange-correlation/basis set combinations.70,75–77 However,
most of them were conducted in organic solvents, such as chloroform on a relatively
small number of molecules. While these results are helpful in the field of general
organic chemistry, they are somewhat less practical for metabolomics studies, where
NMR chemical shifts are usually measured in aqueous solution. Naturally, water is
posing additional challenges to the prediction of NMR chemical shifts of metabolites
especially when combined with implicit solvent models. For example, chemical shifts
of atoms in close proximity to hydrogen bond donating and/or accepting sites will
likely have different systematic errors than shifts of those atoms that are further
away.78 Moreover, molecules that allow for intramolecular hydrogen bonding often
exhibit large chemical shift deviations, if implicit solvent models are employed. For
this reason, conformational search and geometry optimization in implicit solvent favor
geometries that are stabilized by direct hydrogen bonds which often lead to biased con-
formational ensembles. As a result, atoms in different solvent environments will have
different systematic errors. Here, a molecular motif-specific linear regression approach
was employed to convert shielding values into chemical shifts. The comparison with
experimental data demonstrated a very good performance of our method, where it
performed significantly better than global regression schemes and empirical chemical
shift predictors.

This cumulative thesis is structured as follows: In the second chapter a brief in-
troduction to the methodological background will be presented. Subsequently, an
overview over the published papers will be given, followed by a conclusion highlighting
the key results of this thesis. The scientific papers are given in the appendix along
with details on the author’s contribution.
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2. Theoretical Framework

2.1. Introduction to Molecular Dynamics Simulations

Molecular dynamics simulations is a method to calculate the time evolution of a
collection of interacting particles by numerically solving their equations of motions.
Macroscopic observables, such as as temperature, pressure, and spectroscopic parame-
ters can then be readily computed from time averages over the particle’s trajectories.
This way, relations between the microscopic structure of matter and its macroscopic
properties become accessible. Molecular dynamics simulations are applied to a wide
range of systems, such as crystals, amorphous solids, and liquids, and played a central
role for the studies outlined in this thesis. In this chapter, a brief overview on some
of the numerical details of molecular dynamics simulations will be given. To this
end, firstly a number of schemes that can be used to integrate the classical equations
of motion will be introduced, and, next, approaches will be presented to conduct
simulations in the canonical (NVT) and isothermal-isobaric (NPT) ensembles. At the
end of this chapter, two flavors of simulations, namely classical and ab initio molecular
dynamics simulations, will be described in more detail.

Since molecular dynamics simulations calculate the propagation of a system in
time, it is natural to start with the equations of motion. If the quantum nature of the
particles can be ignored, as it is the case for almost all nuclei at ambient conditions,
these equations are simply given by Newton’s second law

mI ·
∂2RI(t)

∂t2
= −∇IV (R1(t), . . . ,RI(t), . . . ,RN(t)) . (2.1)

Here, mI and RI(t) denote the mass of particle I and its cartesian coordinate at time
t, respectively, and V the potential energy as a function of the positions of all N
particles in the system. In classical and ab initio molecular dynamics simulations, the
particles that are propagated are the nuclei, where the fast motion of the electrons has
been ‘averaged-out’ and is only implicitly considered in the potential energy function
V . However, this potential is obtained differently in the two methods: In classical
simulations, the potential energy function is approximated a priori by a set of classical
potential functions, whose parameters have been obtained from fits to experimental
and quantum-chemistry data, whereas in ab initio molecular dynamics simulations the
potential acting on the nuclei is calculated ‘on-the-fly’ by quantum-chemical methods,
usually at the density functional theory level.

2.1.1. Numerical Integration of the Equations of Motion

The standard procedure to solve a set of coupled second-order partial differential
equations, like Equation (2.1), is by finite-difference integration. As a matter of course,
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2. Theoretical Framework

there exists a plethora of algorithms in numerical mathematics that could in principle
be used.79 However, not all algorithms are equally-well suited.1,3 This is because
some of them fail to fulfill a number of fundamental laws of physics, i.e. they are
not time-reversible and/or they do not conform to the conservation of energy and
momentum. Moreover, from the practical point of view, a ‘good’ integrator should
allow for large time-steps and not require more than one force evaluation per step,
which is usually the most expensive part, in terms of computational effort, in the
algorithm. On the other hand, it is hopeless to expect that any numerical integration
scheme will exactly reproduce the true classical trajectory for an extended period of
simulation time. In fact, any two initially very close trajectories will eventually diverge
exponentially with time and lead to uncorrelated mechanic quantities already within
the first hundred time steps when using standard integration schemes.1

This in the first place disheartening observation turns out not to be crucial at all
because all that is required for the accurate evaluation of thermodynamic quantities is
that the simulation reproduces the thermodynamic ensemble of interest. In the case of
the microcanonical ensemble, i.e. when particle number, volume and energy are fixed,
this means that a good integrator must conserve the energy (and momentum) over
the whole simulation time to guarantee meaningful results, i.e. it must be long-time
stable. Note that short-term fluctuations of the total energy are usually acceptable
as long as the integrator solves the equations of motions with high precision over
the correlation times of interest.1 The integration of the equations of motion was
already a fairly standard task in the advent of molecular dynamics simulations and the
algorithms that are nowadays used are essentially unchanged. The two most widely
employed approaches are the leap-frog80 and velocity Verlet81 algorithm, although
other algorithms like predictor-corrector algorithms of the Gear family are more
accurate at the cost of larger memory requirements.82,83

The Störmer-Verlet Method

One of the most well-known integrator was firstly developed by Störmer83 and later
adopted by Verlet.84 It is readily derived from the addition of two Taylor expansions
of the positions to third order around their initial values in forward and backward
time direction, respectively. The resulting equation for propagating the position of
particle I in time then reads

rI(t+ δt) = 2rI(t)− rI(t− δt) + δt2aI(t) . (2.2)

Due to the fact that odd orders in δt cancel each other in the derivation of Equati-
on (2.2), the error in the positions is only of order δt4. The Störmer-Verlet method
does explicitly include the calculation of velocities, however, e.g. for estimating the
kinetic energy at time t, they may be calculated as

vI(t) =
rI(t+ δt)− rI(t− δt)

2δt
. (2.3)

The error of the velocities as calculated from Equation (2.3) is of order δt2 but more
accurate estimates can be obtained by considering a larger number of position steps,
which naturally raises the memory requirements.
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2.1. Introduction to Molecular Dynamics Simulations

The Leap-Frog Method

A numerical disadvantage of the Störmer-Verlet method is that a small value (O(δt2))
is added to a difference of large values (O(δt0)). This may result in numerical inaccu-
racies that can readily be avoided by the leap-frog method,80 which takes the form

rI(t+ δt) = rI(t) + δtvI

(
t+

1

2
δt

)
(2.4)

vI

(
t+

1

2
δt

)
= vI

(
t− 1

2
δt

)
+ δtaI(t) . (2.5)

The leap-frog algorithm is algebraically equivalent to the Störmer-Verlet method but
does not require the summation of large and small values and thus is numerically
advantageous.

The Velocity Verlet Method

One may argue that the leap-frog algorithm still has the disadvantage that positions
and velocities are not computed at the same time step. This is achieved by a slightly
different algebraic formulation that leads to the velocity Verlet algorithm:81

rI(t+ δt) = rI(t) + δtvI(t) +
1

2
δt2aI(t) (2.6)

vI(t+ δt) = vI(t) +
1

2
δt [aI(t) + aI(t+ δt)] . (2.7)

This algorithm does require two steps: First, the velocities at time t+ 1
2
δt are computed

from the current velocities and accelerations. Next, the accelerations at time t + δt
are computed and the velocity propagation is completed:

vI(t+ δt) = vI

(
t+

1

2
δt

)
+

1

2
δtaI(t+ δt) (2.8)

To conclude, all algorithms outlined above lead to the same global errors and
produce essentially identical position trajectories. Moreover, these methods have the
merit of being less sensitive to the use of a larger time step in terms of the global error
of the total energy than higher order predictor-corrector schemes1,82 and are therefore
nowadays used almost exclusively in molecular dynamics simulations.

2.1.2. Temperature and Pressure Coupling

The numerical integration of the classical equations of motion (ideally) conserves the
total Hamiltonian and therefore leads to the microcanonical ensemble in which the
particle number, volume and total energy are conserved (NVE). In many cases, howe-
ver, one might wish to compare simulated results to thermodynamic quantities that
are associated to other ensembles. For instance, many experiments are carried out in
the isobaric-isothermal (NPT) ensemble, which requires the coupling of the simulation
system to an external temperature bath and piston to maintain constant temperature
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2. Theoretical Framework

and pressure, respectively. Several schemes for temperature and pressure coupling
have been suggested in the literature85–92 and have been extensively reviewed.1–3

Here, only a brief introduction to the methods that have been used in the molecular
dynamics simulations, which lead to the results outlined in this thesis, is presented. It
should also be mentioned that the maintenance of temperature and pressure during a
molecular dynamics simulation leads to somewhat non-physical dynamics, especially
in the case of a strong coupling to the bath. Strictly speaking, in molecular dynamics
simulations thermodynamic quantities are sampled, which are associated to a given
thermodynamic ensemble without reproducing the system’s ‘exact’ time evolution.

Canonical Sampling Velocity-Rescaling Thermostat

Certainly one of the most elegant ways to maintain a constant temperature during a
molecular dynamics simulation is by the canonical sampling through velocity rescaling
(CSVR) method introduced by Bussi and coworkers.90 Their approach is based on the
idea of a global scaling of the velocities by a factor α at each time step. If this factor
is obtained from a target kinetic energy, Kt, drawn from the canonical equilibrium
distribution of the kinetic energy, and the instantaneous kinetic energy K according
to

α =

√
KT

K
, (2.9)

the resulting dynamics will sample a canonical (NVT) ensemble.
In fact, in the CSVR approach this scaling is ‘distributed’ over several time steps so

as to avoid large disturbances of the dynamics that would be introduced by drawing Kt

directly from the canonical probability distribution. To this end, Kt itself is smoothly
incremented by dK, which depends on the previous value of K. The full expression
for dK takes the form

dK = (K −K)
dt

τ
+ 2

√
KK

Nf

dW√
τ

, (2.10)

where K denotes the kinetic energy that corresponds to the target temperature, dt is
the integration time step, τ is a coupling parameter in units of time, which determines
how fast the target temperature will be reached. Further, Nf stands for the number
of degrees of freedom and dW denotes Wiener noise.

There are a few important aspects to note about Equation (2.10). Firstly, the
parameter τ , which refers to the coupling strength, controls how much the dynamics
is affected by the thermostat: In the limit τ → ∞, the system is instantaneously
thermalized leading to discontinuous dynamics, whereas setting τ = 0 removes the
coupling to the bath and retains the microcanonical ensemble. Secondly, if the system
is far from the target temperature, the difference K − K will become very large
leading to an exponential temperature equilibration. On the other hand, if the system
is close to equilibrium, the second term in Equation (2.10) will ensure that the system
evolves on the canonical hypersurface by adding a stochastic term to the kinetic energy
increment.
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2.1. Introduction to Molecular Dynamics Simulations

The Nosé-Hoover Chain Thermostat

A closely related scheme to the CSVR approach is the Nosé-Hoover chain thermo-
stat.3,87–89,93 In this method the coupling to the heat bath is realized by extending
the system’s Hamiltonian by a generalized friction term. For a discussion it is most
instructive to first consider the case of a chain length of 1. In this case, the equations
of motion become

d2rI
dt2

=
FI

mI

− pξ
Q

drI
dt

, (2.11)

where FI is the conservative force equalling the negative gradient of the potential
energy function. The heat bath parameter pξ is associated with its own equation of
motion reading

dpξ
dt

= (T − T0) . (2.12)

Therefore, the change of pξ is equal to the difference of the instantaneous temperature
T and the target temperature T0. Since the coupling strength parameter Q also
depends on T0, it is more convenient to express Q through the period τT of the
oscillations of the kinetic energy between the system and the reservoir:

Q =
τ 2
TT0

4π2
. (2.13)

It is important to note the difference between τT and the parameter τ in the CSVR
method: The Nosé-Hoover method leads to a oscillatory relaxation, whereas τ in
the CSVR method leads to a strongly damped exponential relaxation. Because the
relaxation time of the Nosé-Hoover thermostat is much longer than the period of
oscillations, τT is typically chosen 4-5 times larger than τ in the CSVR method.93

There are certain systems that are only ‘weakly’ or even non-ergodic causing the
Nosé-Hoover thermostat of chain length 1 to fail to sample all the relevant parts of the
phase space, even in the limit of infinite simulation time. This prohibits the calculation
of thermodynamic quantities from time averages over the simulation trajectory. A
famous example of such a system is a collection of harmonic oscillators. To retain
ergodicity in this case, an infinite chain of Nosé-Hoover thermostats is required, where
each thermostat is again thermostatted by another one. Luckily, for most practical
applications a chain length of 8-10 is sufficient for an ergodic sampling. The equations
of motion for a chain length of N take the form3,89

d2rI
dt2

=
FI

mI

− pξ1
Q1

drI
dt

(2.14)

dpξ1
dt

= (T − T0)− pξ1
pξ2
Q2

(2.15)

dpξi=2...N

dt
=

(
p2
ξi−1

Qi−1

− kT

)
− pξi

pξi+1

Qi+1

(2.16)

dpξN
dt

=

(
p2
ξN−1

QN−1

− kT

)
. (2.17)
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The Parrinello-Rahman Barostat

Analogously to the realization of a canonical ensemble, the system can be coupled
to an external ‘pressure bath’ by extending the Hamiltonian of the system. There
exists a number of schemes,85,86,91 but perhaps the most widely used method today is
the approach developed by Parrinello and Rahman in the early 1980s.94 For a brief
introduction to their approach, consider a system with N particles, where the position
rI of particle I in a box with with cell vectors a, b, c can be written as

rI = hsI = ξIa + ηIb + ζIc . (2.18)

The cell matrix h is formed by arranging a, b, c into the columns of a 3× 3 matrix.
The cell volume Ω is then simply calculated as det(h). Accordingly, ξI , ηI and ζI
are the components of a column vector sI , whose entries take values between 0 and
1. To derive the equations of motion of a pressurized system, consider the following
Lagrange function:92,94

L = Ekin − V (2.19)

=
1

2

N∑
I=1

mI ṡ
T
I GṡI

−
N∑
I=1

N∑
J>I

φ(rIJ) +
1

2
W

N∑
I,J

ḣ2
IJ − P0Ω .

(2.20)

The first term in Equation (2.20) is the kinetic energy of the particles as a function of
the scaled velocities ṙI = hṡI , where the transformation matrix G is defined as hTh.
The second term is the potential energy function evaluated at positions rI , where
a pair-wise potential φ was adopted for simplicity. The third term represents the
kinetic energy of the cell vectors and incorporates a coupling parameter W that has
the unit of a mass. The last term is the potential energy resulting from the external
reference pressure P0 times the cell volume. Following the rules of classical mechanics,
the equations of motion for the positions and cell vectors can be straightforwardly
derived from the Lagrangian as

mI s̈I = h−1FI −mIG
−1ĠṡI (2.21)

W ḧ = Ω(Π−P0)(hT )−1 . (2.22)

Equation (2.21) is very similar to Equation (2.11) of the Nosé-Hoover thermostat,
which extends the equations of motion of the particle positions by an additional
friction term. However, it is important to note that in the case of the Parrinello-
Rahman barostat the equation also affects the positions of the particle through the cell
matrix, which is propagated according to Equation (2.22). As a result the simulation
cell changes its shape as the response to the imbalance of the internal stress Π and the
external pressure P0,92 which in the isotropic case reduces to P0 = p0I. Therefore, it is
possible to investigate phase transitions e.g. of a crystal during a molecular dynamics
simulation.
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Similarly to the Nosé-Hoover thermostat, the coupling strength W is most conveni-
ently expressed through the time period of the pressure oscillations τp between system
and bath:93

W =
3τ 2
pL

4π2β
, (2.23)

with L being the largest box matrix element and β the isotropic, isothermal compres-
sibility of the system. For practical applications, the Parrinello-Rahman barostat is
most commonly combined with a thermostat, such as CSVR or Nosé-Hoover chains,
to generate the NPT ensemble. However, this method has the disadvantage that, if
the system is far from equilibrium, the barostat will lead to large fluctuations of the
box vectors, which might even lead to an abortion of the run. Therefore, it might
be necessary to employ a different barostat, such as the Berendsen barostat,85 for
equilibration and switch to the Parrinello-Rahman method for production.93

2.1.3. Treatment of Interatomic Interactions under Periodic
Boundary Conditions

Molecular dynamics simulations of bulk systems are usually carried out under periodic
boundary conditions to avoid artefacts from molecules which are located at the system
boundaries, and which therefore experience different forces than molecules in the
bulk. The use of periodic boundary conditions means that the system of interest is
replicated in each spacial dimension to form an infinite lattice. Consequently, the
‘original’ particles move exactly the same way as the ‘image’ particles. For instance,
if a particle crosses the boundary at one side, it will enter through the opposite face.
Since the ‘image’ particles interact with the original particles the interatomic potential
in principle has to be evaluated for an infinite number of particles. However, depending
on the range of interactions, various approximative schemes are at hand allowing for
a numerically efficient force calculation without a significant loss of accuracy.

Short-Range Interactions

For short-range interactions, i.e. interactions that decay faster than 1/r3, the potential
is usually truncated beyond a cutoff radius rc, i.e.

Vshort(rIJ) =

{
V (rIJ), if rIJ ≤ rc

0, else
(2.24)

for a pairwise potential V (rIJ) between particles I and J . However, Equation (2.24)
is problematic because the potential is discontinuous at rIJ = rc. As a result, the
total energy of a particle crossing rc will not be conserved.1 To circumvent this, the
potential can be shifted, such that it is zero at the cutoff radius, i.e. by −vc = −V (rc):

Vshort(rIJ) =

{
V (rIJ)− vc, if rIJ ≤ rc

0, else
(2.25)
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Since vc is a constant, it does not affect the forces. Nevertheless, the force is still dis-
continuous at rc, which might lead to numerical instabilities. Therefore, an additional
correction terms can be introduced, so that the potential derivative, that is the force,
is zero at the cutoff distance. For instance, in the simulation package GROMACS95

the potential is modified according to

Vshort(rIJ) =


V (rIJ), if rIJ < r1

Vs(rIJ) = V (rIJ) +
∫ rc
rIJ
S(x) dx, if r1 ≤ rIJ < rc

0, else

(2.26)

where, S(x) is a third order polynomial function that ensures a continuous force (and
force derivative) in the switching region r1 ≤ rIJ < rc.

93

Long-Range Dispersion Correction

One peculiarity about cutting off short-range interactions is in simulations in the
isothermal-isobaric (NPT) ensemble. In contrast to the error in the potential energy,
the error in the pressure due to the use of a finite cutoff is significant and, hence, if
accurate pressures are required, an additional correction term needs to be taken into
account.93 For a derivation, consider the following van der Waals potential

VvdW(rIJ) =
C12

r12
IJ

− C6

r6
IJ

, (2.27)

with parameters C12 and C6. Since the first term falls off with 1/r12, only the second
term proportional to 1/r6 needs to be considered for the correction. The isotropic
pressure P in a simulation box with volume Ω is defined as

P =
2

3Ω
(Ekin − Ξ) , (2.28)

with the kinetic energy Ekin and the virial

Ξ = −1

2
rIJ · FIJ

= 3C6r
−6
IJ ,

(2.29)

where FIJ is the force due the last term in Equation (2.27). Splitting the pressure into a
contribution Pc with cutoff and a long-range correction Plr and using Equations (2.28)
and (2.29) yields

P ≈ Pc + Plr = Pc −
2

3Ω
Ξlr

= Pc −
2

3Ω

1

2
Nρ

∫ ∞
rc

4π · 3C6r
−6
IJ dr .

(2.30)
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In the last step, the spherical integration was carried out by assuming a homogeneous
particle density ρ beyond rc. It can be easily seen that the long-range pressure
correction then takes the form

Plr = −4

3
ρ2πC6r

−3
c (2.31)

In the case of homogeneous mixtures an average dispersion constant 〈C6〉 can be used
instead of separately calculating the contribution for each particle pair.93

Electrostatic Interactions

As opposed to van der Waals interactions, electrostatic interactions cannot be treated
by a cutoff scheme due to the slower decay of the potential of 1/r. Instead, the full
electrostatic potential between point charges qI and qJ that reside in a periodic box
of length L

V (r1, ..., rN) =
∑
s

∑
I>J

qIqJ
rIJ,s

, (2.32)

has to be evaluated differently by the so-called Ewald summation.96 In the above
equation, r1, ..., rN are the charge positions within the unit cell and rIJ,s = |rI−rJ +s|
their mutual, periodic distances. The vector s is given by L · m with a vector of
integers m. As illustrated in Figure 2.1, the summation over the periodic images s

Figure 2.1. – Two-Dimensional representation of the successive addition of spherical layers
as implied by the summation over s in Equation (2.32). The Figure was
adapted from Ref.1

corresponds to the successive addition of spherical symmetric shells.1 Unfortunately,
the evaluation of Equation (2.32) under periodic boundary conditions is problematic:
If more and more particle layers are added, V will increasingly oscillate depending on
whether the added particle layer has a positive or negative net charge, i.e. the series
is only conditionally convergent. However, it can be reformulated so as to achieve
absolute convergence. In the Ewald method,96 this is done by splitting the electrostatic
potential V into two terms:

V (r1, ..., rN) = Vshort(r1, ..., rN) + Vlong(r1, ..., rn), (2.33)
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where Vshort is short and Vlong long ranged. This is realized by introducing an auxiliary
Gaussian function, which leads to the following transformation of 1/r:3

1

r
=

2√
π

∫∞
0
e−t

2
dt

r

=
2√
π

∫ x
0
e−t

2
dt

r
+

2√
π

∫∞
x
e−t

2
dt

r
=

erf(x)

r
+

erfc(x)

r
.

(2.34)

Thus, the short-ranged part and long-ranged part read

Vshort(r1, ..., rN) =
∑
s

∑
I>J

qIqJ erfc(αrIJ,s)

rIJ,s
(2.35)

Vlong(r1, ..., rN) =
∑
s

∑
I>J

qIqJ erf(αrIJ,s)

rIJ,s
, (2.36)

respectively. The parameter α in the error function erf(αrIJ,s) and the complementary
error function erfc(αrIJ,s) controls the range over which Vshort is not negligible. For
the numerical evaluation it is convenient to introduce an additional cutoff radius rc,
beyond which Vshort is set to zero. Consequently, the parameters α and rc cannot
be chosen independently from each other and have to be determined by convergence
tests.

Concerning the long-ranged part of the potential, a transformation into Fourier
space seems natural because Vlong is periodic and long ranged. Transforming Equati-
on (2.36) yields

Vlong(r1, ..., rN) =
∑
I>J

qIqJ
1

Ω

∑
g

Cge
ig·(rI−rJ ) , (2.37)

with Fourier coefficients

Cg =
4π

|g|2
e−|g|

2/4α2

. (2.38)

The summation is carried out over reciprocal cell vectors g = 2πm/L with m ∈ N3.
Note, the Fourier coefficients are not defined for m = 0 and are therefore set to zero in
this case. It can be shown, that this choice corresponds to the solution of the Possion
equation, where the infinite periodic system is surrounded by an ideal conductor. A
modification is necessary when the surrounding medium should be dielectric.1 The
expression in Equation (2.37) can be further simplified by taking into account the
symmetry of e−|g|

2/4α2
. As a result, the sum can be restricted to the hemisphere S

yielding

Vlong(r1, ..., rn) =
1

Ω

∑
I 6=J

qIqJ
∑
g∈S

4π

|g|2
e−|g|

2/4α2

eig·(rI−rJ ) . (2.39)
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Finally, by introducing the electrostatic structure factor S(g) =
∑

I qIe
ig·rI the total

electrostatic potential can be expressed as

VEwald(r1, ..., rn) =
1

2

∑
s

∑
I 6=J

qIqJ erfc(αrIJ,s)

rIJ,s

+
1

Ω

∑
g∈S

4π

|g|2
e−|g|

2/4α2|S(g)|2

− α√
π

∑
I

q2
I ,

(2.40)

where the first term in VEwald is the short-ranged and the second the long-ranged
contribution to the potential. The last term is often referred to as the self-interaction
correction as it corrects the interaction of a charge with itself.

As the evaluation of the electrostatic structure factor for an increasing number of
charges quickly becomes demanding, modern molecular dynamics simulations soft-
ware employ further approximations. One of the most commonly used ones is the
smooth particle mesh Ewald (SPME) scheme.97 Here, the electronic structure factor
is projected on a grid such that it can be efficiently Fourier transformed, and spline
interpolation is used to calculate the interactions between charges that are located
between grid points.

2.1.4. Ab Initio Molecular Dynamics Simulations

Many questions in chemistry involve chemical reactions, i.e. the breaking and for-
mation of covalent bonds and associated rearrangements of electron density. In these
cases, the electronic potential needs to be explicitly taken into account by the mole-
cular dynamics simulation method. This is realized in ab initio molecular dynamics
simulations. In this approach, the electronic potential is directly calculated from
first-principles, i.e. without any adjustable parameters. In Born-Oppenheimer mo-
lecular dynamics, which is one the most commonly used flavors of ab initio molecular
dynamics, the electronic potential is obtained by solving the electronic structure
problem at every time step, i.e. for fixed nuclear coordinates.

Born Oppenheimer Molecular Dynamics

The theoretical foundation of the Born Oppenheimer molecular dynamics method is
laid by a separation of nuclear and electronic degrees of freedom, and subsequently
by the adoption of a classical description for the nuclei.4 The starting point for that
is the time-dependent Schrödinger equation of a system consisting of N nuclei and n
electrons,

i
∂

∂t
Φ(r,R, t) = Ĥ Φ(r,R, t) , (2.41)
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where the Hamiltonoperator Ĥ (in atomic units) for the total system is defined as

Ĥ = −
∑
I

1

2MI

∇2
I −

∑
i

1

2
∇2
i

+
∑
i<j

1

|ri − rj|
−
∑
I,i

ZI
|RI − ri|

+
∑
I<J

ZIZJ
|RI −RJ |

= −
∑
I

1

2MI

∇2
I + Ĥelec(r,R) ,

(2.42)

with nuclear and electronic coordinates R = {R1,R2, . . . ,RN} and r = {r1, r2, . . . , rn},
respectively. The electronic Hamiltonian Ĥelec incorporates all terms, but the kinetic
energy of the nuclei. Since the eigenfunctions of Ĥ form a complete basis, the total
wave function can be expressed as

Φ(r,R, t) =
∞∑
l=0

Ψl(r,R) · Ξl(R, t) , (2.43)

where it was assumed that {Ψi(r,R)} is a discrete set of functions. Note that the
expansion coefficients, {Ξi(R, t)}, solely depend on the nuclear coordinates and time.
By inserting Equation (2.43) into Equation (2.41) and integrating over the electronic
degrees of freedom, one obtains[

−
∑
I

1

2MI

∇2
I + En(R)

]
Ξn +

∑
l

CnlΞl = i
∂

∂t
Ξn , (2.44)

with coupling matrix elements

Cnl =

∫
Ψ∗n

[
−
∑
I

1

2MI

∇2
I

]
Ψl dr

+
1

MI

∑
I

{∫
Ψ∗n [−i∇I ] Ψl dr

}
[−i∇I ] .

(2.45)

It should be noted that the coupling matrix C drives transitions between nuclear wave
functions corresponding to different electronic quantum states. In many situations,
however, it can be safely assumed that the nuclei only move on one specific electronic
hypersurface, e.g. on the electronic ground surface, which means that only diagonal
elements of C contribute. This is often called the ‘adiabatic’ approximation. This
leads to a decoupling of electronic and nuclear motions according to

Φ(r,R, t) ≈ Ψn(r; R) · Ξn(R, t) (2.46)
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The Born-Oppenheimer approximation further neglects the diagonal elements of the
coupling matrix which results in the time-dependent Schrödinger equation[

−
∑
I

1

2MI

∇2
I + En(R)

]
Ξn = i

∂

∂t
Ξn . (2.47)

Setting out from Equation (2.47) it can be rigorously shown4 that, in the limit of
classical nuclear motion, the equations of motion are given by

MIR̈I = −∇IEn(R) , (2.48)

which forms the basis of Born-Oppenheimer molecular dynamics simulations.
Clearly for most applications, molecular dynamics simulations are carried out in

the electronic ground state (n = 0). In this case, any electronic structure method
that yields accurate ground state energies and forces can principally be used for the
computation of the electronic potential. However, molecular dynamics simulations
often require the potential to be calculated at many tens of thousands of time steps,
and many liquid state simulations at the same time require the consideration of a
large number of atoms. Despite some recent developments of wave function based
approaches, such as RI-MP2, which have resulted in a significantly increased numerical
effiency, these methods do not yet qualify for routine applications.98 By contrast,
density functional theory (DFT) has been proven to be numerically efficient and at the
same time reasonably accurate for many research problems. For this reason, modern
ab initio simulations are almost exclusively based on DFT.

2.1.5. Classical Molecular Dynamics Simulations

For many systems ab initio molecular dynamics simulations cannot be used because
the number of atoms or the relevant time scales exceed the computational feasibility
of a quantum mechanical treatment. In these cases, classical molecular dynamics
simulations can be a powerful alternative. For comparison, standard DFT-based ab
initio molecular dynamics simulations can tackle system sizes of only a few thousands
of atoms and access times scales of usually no more than a few hundred picoseconds,
while classical simulations employing empirical force field potentials can nowadays
be carried out on systems that comprise more than a million of atoms for physical
time scales that are typically in the microsecond regime. One of the main application
areas of classical molecular dynamics simulations are biomolecular simulations. Here,
many force field potentials have been developed that describe distinct types of systems
with high accuracy, such as solvated peptides and proteins, or nucleic acids. In the
following, a brief introduction to the topic will be given, where the focus will be put
on empirical potentials that have been used in this thesis.

The basis of all empirical force field models is the representation of the com-
plex potential energy hypersurface on which the nuclei move by a simple set of
analytical functions which describe various parts of interatomic interactions. In the
most general case, the total potential energy as a function of the nuclear positions
r = {r1, r2, . . . , rN} is given by

V (r) = Vbonded(r) + Vnon-bonded(r) . (2.49)
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The first term incorporates functions for the treatment of covalent interactions, such
as bond stretches, bond angle bends, and dihedral angle torsions. The second term
describes non-bonded interactions, like Coulomb, dispersion, and exchange repulsion
interactions. Sometimes force fields additionally incorporate cross-terms (class II force
fields), e.g. terms that depend on both bonds and angles, or terms to describe pola-
rization effects (class III force fields). However, the most commonly used force fields
employ a relatively simple potential energy function:99

V (r) =
∑
bonds

kb(b− b0)2 +
∑

angles

k0(θ − θ0)2 +
∑

torsions

M∑
m=1

kφ,m[cos(mφ− φ0) + 1]

+
∑

nonbond pairs

[
qIqJ
rIJ

+

(
σIJ
rIJ

)12

−
(
σIJ
rIJ

)6
]

,

(2.50)

with equilibrium distances b0 and angles θ0 and φ0, respectively, and force constants kb,
k0 and kφ,m. The first three summations are over bonds, angles, and dihedral angles.
The latter also includes ‘improper’ torsions, i.e. hindered rotations, e.g. to enforce the
planarity in amide bonds, where the number of terms M in the cosine expansion
depends on the type of dihedral angle. For instance in the Amber ff99SB-ILDN
force field,100 M is up to six for some angles. The last term in Equation (2.50)
describes the electrostatics between the point charges qI and qJ by Coulomb’s law and
interactions due to dispersion and exchange repulsion by a Lennard-Jones potential
with parameters {σIJ}. It should be noted that the sum over non-bonded atom pairs
excludes pairs of atoms that are separated by one (1-2 interactions) or two (1-3
interactions) bonds. Moreover, many force fields use distinct parameters to describe
1-4 interactions.

The form of Equation (2.50), the set of parameters {b0, kb, θ0, k0, kφ,m, φ0, qI ,
σIJ}, and the definition of atom types is what defines a force field. To find optimal
parameters, fits to experimental and quantum-chemistry data have to be carried out.
However, not all parameters can be obtained independently from each other because
the division into different interaction types is only an approximation. Nevertheless,
considering only bonds and angles, this approximation works reasonably well and the
force constants and equilibrium values for these degrees of freedom are often transfer-
red between different force fields without modifications.101 For example, note that in
the course of development of some commonly used Amber force fields, bonding and
angle parameters were essentially left unchanged: The parameter set for 1-2 and 1-3
interactions by Weiner and coworkers published in 1986102,103 was transfered with only
little modifications to Amber ff94,13 Amber ff99SB,104 and Amber ff99SB-ILDN. Note
that the latter was proposed in 2010. Clearly, from today’s standpoint some aspects of
the original fitting protocol by Weiner et al.102 do not represent the current state of the
art. For instance, the authors used rather low level quantum-chemistry methods and
a variety of different experimental techniques, such as microwave spectroscopy, NMR,
and neutron diffraction, precluding a consistent definition of equilibrium values and
force constants. The reason why comparable little effort was put into a more accurate
determination is that the performance of a protein force field is largely dominated
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by torsional and non-bonding interactions. Naturally, recent developments aimed to
more accurately represent these strongly correlated degrees of freedom. Moreover,
a large number of benchmark simulations revealed force field specific imbalances in
the description of secondary structure elements, which mostly originated from flaws
in the torsional potential fitting. Unfortunately, the quest for optimal parameters is
a largely underdetermined problem, and thus, there exist different ‘philosophies’ on
how to obtain these values. For instance for re-parametrizations of Amber protein
force fields, charges and van der Waals parameters have either been re-determined,
or taken from the parent force field with only little modifications, followed by an
elaborate derivation of torsion parameters, with most effort invested on accurately
modelling the quantum-chemical torsional potential hypersurfaces.

A well-known example for which only torsional parameters have been revised, is
Amber ff99SB.104 Based on its predecessor, Amber ff94, the authors defined four
distinct types of dihedral angles. As shown in Figure 2.2, Ψ/Φ denote the usual
peptide backbone torsion angles, and Ψ′ and Φ′ additionally incorporate the Cβ atom
of the side chain. The optimization of dihedral angles was done in two steps. Firstly,

Figure 2.2. – Scheme of an alanine tetrapetide (four peptide bonds) as used in the fitting of
dihedral angle parameters for the Amber ff99SB force field.104 Four different
types of dihedral angles, Ψ, Φ, Ψ′, and Φ′ were defined for each rotatable
bond. The Figure was adapted from Ref.104

the Ψ/Φ angle pairs were scanned for a Gly3 tetrapeptide. Because the resulting
12-dimensional space is too large for an exhaustive sampling, a stochastic sampling
was carried out instead to identify local minima on the potential energy surface. For
each conformer, the quantum-mechanical energies were compared to the energies of
the empirical potential. The final parameter minimizes the maximum absolute error
(MAE)

MAE = max
i,j>i
|Ei

QM(j)− Ei
MM(j)| , (2.51)

where Ei
QM(j) and Ei

MM(j) is the quantum-mechanical and force field energy of confor-
mer j with conformer i as reference, respectively. In a second step, the space spanned
by angles Ψ′, and Φ′ was analogously scanned for the Ala3 tetrapeptide, while keeping
the parameters for the Ψ/Φ angles fixed. The final parameter set was again found by
minimizing Equation (2.51).
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2.1.6. Hybrid Quantum/Classical Molecular Dynamics
Simulations

After having introduced ab initio and force field molecular dynamics simulations, the
natural question is whether these two methods can be combined into a scheme that
incorporates both, the high accuracy of a quantum mechanical and the numerical
efficiency of a classical treatment. This approach is termed mixed quantum mecha-
nical/molecular mechanics (QM/MM). In QM/MM a relevant subsystem, such as an
active site of a protein or a solute, is treated quantum mechanically, whereas the
surrounding matrix, i.e. the protein or the solvent molecules, are approximated by
empirical force field potentials. This idea has been firstly introduced to the field of
biomolecular simulations by Warshel and Levitt in 1976105 and since been applied to
a large number of research problems.

However, one of the key challenges of the QM/MM ansatz is that the coupling
between the QM and MM subsystems cannot be uniquely defined. As a result, various
schemes have been put forward in the literature. Most relevant for the current work
are so-called additive schemes, in which the total energy of the QM/MM system is
split into three parts4

EQM/MM = EQM(Rα) + EMM(RI) + EQM-MM(Rα,RI) . (2.52)

The first and second term are the total energy of the quantum mechanical and classical
subsystem, respectively. Their evaluation is covered in Section 2.2 and Section 2.1.5,
respectively. The last term denotes the coupling energy between both parts. Here,
nuclear coordinates that belong to atoms in the QM part are indicated by Rα, whereas
the MM coordinates are denoted with RI .

Assuming that no bonds are shared between the subparts of the system, the coupling
can be further divided into an electrostatic (ES) and van der Waals term (vdW):

EQM-MM = EQM-MM
ES + EQM-MM

vdW (2.53)

The short-ranged van der Waals interactions are usually described by Lennard-Jones
potentials with parameters most commonly adapted from the force field that is used
to evaluate EMM. By contrast, the treatment of EQM-MM

ES is technically more elaborate.
Firstly, the straightforward evaluation of the integral

EQM-MM
ES =

∑
I∈MM

qI

∫
ρ(r)

|r−RI |
dr (2.54)

can be very demanding for reasons that will be outlined below, and secondly, the
interaction of electrons in the QM part with point charges in the MM part leads to
an ‘electron spill-out’, i.e. an increase of electron density in the classical region and a
concomitant depletion of density in the QM part. This artefact becomes increasingly
dominant, if more flexible and locally less confined basis sets are used to expand the
electron density, such as plane waves or Gaussian basis sets with diffuse functions.

To remedy the ‘spill-out’ problem, Laino et al.106 suggested to ‘smear’ the classical
point charges according to a Gaussian distributions (see Figure 2.3). This avoids a
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‘trapping’ of electronic charge density in the steep potential in proximity to the point
charges. Note that a similar idea is used to evaluate the electrostatic potential under
periodic boundary conditions, which has been described in Section 2.1.3.

Figure 2.3. – Graphical illustration of the Gaussian ‘smearing’ of a point charge qI , located
at RI , as employed in the method by Laino et al.106 The electrostatic
potential VES is modified according to the equations below the graphs. Note,
Erf stands for the error function as defined in Equation (2.34).

Apart from charge leakage, the evaluation of the coupling energy in Equation (2.54)
is non-trivial. Since in plane wave codes the QM potential is represented on a numerical
grid, a brute force integration would scale with the number of grid point times
the number of point charges in the system. This easily takes up as much time as
needed for the solution of the electronic structure problem alone, and is therefore
prohibitive.4,106 Laino et al. therefore expanded the modified electrostatic potential
in terms of Gaussian functions in real space

VES(r,RI) =
Erf
(
|r−RI |
rc,a

)
|r−RI |

=
∑
Ng

Agexp

(
−
(
|r−RI |
Gg

)2
)

+Rlow(|r−RI |) , (2.55)

where the parameters Ag were obtained by a fit to the analytical potential. The
advantage of using a number of Gaussian functions to represent the electrostatic
potential is that a threshold (collocation region) can be defined after which the
contribution to the potential vanishes. This is illustrated in Figure 2.4. It can be
seen that only those MM atoms contribute to the electrostatic coupling energy that
are within the collocation radius of the Gaussian at the coarsest grid level. Note
that all MM atoms still contribute via the residual, long-ranged term Rlow. This
procedure significantly reduces the number of operations compared to an evaluation
of the integral in Equation (2.54) at the finest grid level. For example, if four Gaussian
functions are used in the expansion, the speed-up factor is about 512, i.e. two orders
of magnitude.106 Finally, it should be mentioned that the situation is less complicated
for codes that expand the electron density in Gaussian type orbitals. In these cases,
the coupling is added directly to the Hamiltonian according to

Hµν
QM/MM = −

∫
φµ(r,Rα)

∑
I∈MM

qI
|r−RI |

φν(r,Rα) dr . (2.56)
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Figure 2.4. – Graphical illustration of the real space expansion of the MM potential
according to Equation (2.55). Depicted are three grid levels, where the first
two correspond to distinct Gaussian terms in the expansion. The residual,
long-ranged term Rlow is represented at the coarsest grid level. The situation
is illustrated for two MM atoms located inside and outside the QM region,
respectively. Circles around the MM atoms correspond to the collocation
radius, i.e. the radius beyond which the Gaussian function can be neglected.
Thus, only MM atoms that are within this radius to the QM region contribute
to EQM-MM

ES , whereas all MM atoms contribute to the residual Rlow. The
Figure has been adapted from Ref.106

This allows for the utilization of standard prescreening routines to reduce the number
of integrals over Gaussian basis functions φµ and φν .

106
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2.2. Density Functional Theory

As opposed to wave function based approaches that approximately solve the statio-
nary, electronic Schrödinger equation

Ĥelec(r,R)Ψn(r; R) = En(R)Ψn(r; R) (2.57)

to yield approximated eigenstates and energies, DFT employs the electron density

ρ(r) = N ·
∫
|Ψn(x1,x2, . . . ,xN)|2dσ1dx2dx3 . . . dxN (2.58)

as the central quantity, where Ψn(x1,x2, . . . ,xN) denotes an electronic wave function
of state n with spin coordinate xi of the i-th electron, i.e. the direct product of spatial
coordinate and spin state, ri · σi. Because of its dependence on just three spatial
coordinates, instead of 3n as the electronic wave function (with n being the total
number of electrons), the electron density is a mathematically much less complicated
quantity.

2.2.1. The Hohenberg-Kohn Theorems

In 1964 Hohenberg and Kohn laid the theoretical foundations of DFT by introducing
their two famous Hohenberg-Kohn theorems (HKT).107 The first HKT proofs that
there cannot be two different external potentials, Vext and V ′ext, that differ by more
than an additive constant and give rise to the same ground state electron density
ρ0. In other words, ρ0 uniquely defines the electronic Hamiltonian (up to an additive
constant), which in turn defines the ground state wave function (up to a phase factor)
and all other information that can be obtained from the system. Furthermore, it
follows the existence of a unique functional of the ground state energy,

E0[ρ0] = ENe[ρ0] + FHK[ρ0] , (2.59)

where ENe[ρ0] is the functional of the electrostatic interaction energy of the electrons
with the nuclei and FHK[ρ0] the universal functional of the electron density. Since the
nuclei are at fixed positions, ENe[ρ0] is system dependent, whereas FHK[ρ0], which
incorporates the electron-electron and kinetic energy contribution, is system indepen-
dent.

The second HKT states the existence of a variational principle for Equation (2.59),
such that

E0[ρ0] ≤ E0[ρ̃] , (2.60)

with an arbitrary test density ρ̃. Unfortunately, this theorem does not give any clue
of how this functional can be obtained, and even worse for practical applications,
Equation (2.60) does not hold if an approximation to E0[ρ] is used instead.

A slightly different formulation of the second HKT was introduced by Levy in
1979.108 He divided the variational principle

E0 = min
Ψ→n

〈
Ψ
∣∣∣ T̂ + V̂ext + V̂ee

∣∣∣Ψ〉 , (2.61)
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into two steps. Firstly, the search is carried out over all wave functions that give rise
to a particular density ρ. Secondly, the ground state density ρ0 is identified among all
the previously obtained densities as the one associated with the electronic state that
has yielded the lowest energy in the first step. This can be written as

E0 = min
ρ→n

(
min
Ψ→ρ

〈
Ψ
∣∣∣ T̂ + V̂ext + V̂ee

∣∣∣Ψ〉)

= min
ρ→n

(
F [ρ] +

∫
ρ(r)Vextdr

)
, (2.62)

with

F [ρ] = min
Ψ→ρ

〈
Ψ
∣∣∣ T̂ + V̂ee

∣∣∣Ψ〉 . (2.63)

In the last step of Equation (2.62) it was used that V̂ext is just a multiplicative operator.
Thus, Equation (2.62) gives a formal route of how the ground state electron density
ρ0 relates to the ‘real’ electronic ground state, defined by Ψ0. This makes DFT an
in-principle exact theory, even though it is impossible to derive an exact functional of
the ground state energy for any realistic system.

2.2.2. The Kohn-Sham Approach

Only one year after the HKT have been published, W. Kohn and L. J. Sham pre-
sented an ansatz of how this functional can be actually approximated.109 This can
be acknowledged as the breakthrough of DFT, since it paved the way for its use as
the nowadays probably most commonly employed electronic structure method. Their
ingenious idea is based on the pragmatic strategy to calculate as much as possible of
the unknown functional E0[ρ] for a reference system of n non-interacting electrons and
approximate the unknown remainder, which only accounts for a small contribution to
the total energy. This can be expressed as

E0[ρ] = Ts[ρ] + ENe[ρ] + J [ρ] + Exc[ρ] , (2.64)

where the terms are the kinetic energy of the non-interacting system Ts[ρ], the electro-
static electron-nuclei interaction ENe[ρ], the classical electron-electron interaction J [ρ],
and the exchange-correlation energy Exc[ρ] that incorporates everything unknown, i.e.
Tc[ρ], the self-interaction correction, and the exchange and correlation energy.

Since the solution of the Schrödinger equation of a non-interacting system is a
single Slater Determinant (SD), composed of N (spin) orbitals {φi}, all terms in
Equation (2.64) except Exc[ρ] can explicitly be written as

Ts[ρ] = −1

2

N∑
i=1

∫
φ∗i (r)∇2φi(r)dr , (2.65)
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ENe[ρ] = −
M∑
I=1

ZI

∫
ρ(r)

|r−RI |
dr

=

∫
vext(r)ρ(r)dr ,

(2.66)

J [ρ] =
1

2

∫ ∫
ρ(r)ρ(r′)

|r− r′|
drdr′ . (2.67)

In the Kohn-Sham scheme, the density of the non-interacting reference state is then
set equal to the one of the true, interacting system,

ρ(r) =
N∑
i=1

|φi(r)|2 . (2.68)

Minimization of Equation (2.64) under the constraint of orthonormal orbitals leads
to the name Kohn-Sham (KS) equations(

−1

2
∇2 + vext(r) +

∫
ρ(r′)

|r− r′|
dr′ + vxc(r)

)
φi = εiφi and c.c.

(
−1

2
∇2 + veff(r)

)
φi = εiφi and c.c.,

f̂
KS
φi = εiφi and c.c.,

(2.69)

where the exchange-correlation potential is defined as the functional derivative of the
exchange-correlation energy

vxc =
δExc
δρ

. (2.70)

As the effective potential veff itself depends on the density, the KS equations have to be
solved in a self-consistent manner. It should be noted that, unlike the Hartree-Fock
equations, the KS equations are in-principle exact, provided the exact form of Exc
and with it vxc are available. Clearly, the performance of the model increases, if better
approximations for Exc are used.

2.2.3. Approximations to the Exchange-Correlation Functional

The success of density functional theory is not only due to the fact that it is a
formally exact theory, but that approximations to the exchange-correlation functional
Exc[ρ] have been suggested that enable an efficient, yet accurate calculation of ground
state properties, such as the total energy. Perhaps the model on which most of the
approximate exchange-correlation functionals are based is the uniform electron gas.
This system consists of a infinite number of electrons, n → ∞, within an infinite
volume, V →∞, with a uniform and finite electron density N/V = ρ.110
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Local Density Approximation

One of the reasons for the popularity of the uniform electron gas is that Exc[ρ] is known
for this system to a very high degree of accuracy. The class of exchange-correlation
functionals that makes use of this approximation is called local density approximation
(LDA). This implies that the exchange-correlation functional is of the form110

ELDA
xc [ρ] =

∫
ρ(r)εxc(ρ(r)) dr , (2.71)

where εxc(ρ(r)) is the exchange-correlation energy per electron of a uniform electron
gas with density ρ(r). The exchange-correlation energy can be further divided in an
exchange and correlation term according to

εxc(ρ(r)) = εx(ρ(r)) + εc(ρ(r)) . (2.72)

The exchange part εx(ρ(r)) can exactly be expressed as110–112

εx = −3

4

(
3ρ(r)

π

) 3
2

, (2.73)

However, no exact analytical expression is known for the correlation part εc. No-
netheless, this term has been approximated to a very high degree of accuracy by
Monte-Carlo simulations.113–115

It is rather surprising that, although the electronic charge density varies significantly
in molecules, and thus is far away from an uniform distribution, LDA functionals show
an acceptable performance for some important molecular properties, like equilibrium
structures, harmonic frequencies and charge moments.110 However, quite disappointin-
gly for chemical applications, LDA performs much worse on energetics. For instance,
bonding energies are usually overestimated, and are therefore rendering the method
impracticable for many chemical applications.

Generalized Gradient Approximation

A logical extension of the LDA approximation is to take into account information
on the gradient of the charge distribution. This is leads to the generalized gradient
approximation (GGA), whose general form can be expressed as

EGGA
xc [ρ] =

∫
f(ρ,∇ρ) dr . (2.74)

There exist several suggestions for the explicit form of the integrand f , resulting in a
number of different GGA functionals, where the explicit analytical form of f is usually
quite complicated. It should be pointed out that the integrand is often solely chosen
based on an optimal performance, and sometimes not even based on a physical model.

Similarly to Equation (2.72), EGGA
xc [ρ] can be split into an exchange and correlation

part

EGGA
xc [ρ] = EGGA

x [ρ] + EGGA
c [ρ] . (2.75)
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In practice these two parts are often parametrized separately and in principle any
correlation functional could be combined with any exchange functional. Nevertheless,
only a few combinations are well established. For instance, the exchange functional by
Becke116 is usually combined with the correlation functional by Lee, Yang, and Parr117

to the BLYP exchange-correlation functional, or with the correlation functional by
Perdew118 to form BP86. Another famous GGA functional was published by Perdew,
Burke, and Ernzerhof in 1996,119 commonly abbreviated as PBE.

The performance of these GGA functionals is much better than LDA functionals,
while still retaining a local expression for the density and its gradient. If the energies
of G2 data set120,121 are computed, the absolute average errors will usually be around
5-7 kcal/mol for GGA, whereas standard LDA functionals produce an unsigned mean
error of about 36 kcal/mol.110

Hybrid Functionals

The exchange and correlation contributions to LDA and GGA exchange-correlation
functionals are purely local. However, it can be shown that an exact functional also
incorporates a fraction of non-local exchange.110,122,123 Since the exchange energy of a
Slater determinant, i.e. an anti-symmetrized product of Kohn-Sham orbitals, can be
computed exactly within the Hartree-Fock scheme, a logical extension is to incorporate
this into the expression of approximate exchange-correlation functionals. This results
in so-called hybrid functionals. Again, there are different ways how the exact Hartree-
Fock exchange can be combined with the local corrections of LDA and GGA, and
often mixing parameters are found by fits to reference sets, such as the G2 set. A
notable exception, however, is the PBE0 functional introduced by Burke, Ernzerhof,
and Perdew in 1997.124 Based on perturbation theory arguments they proposed an
admixture of 25 % of Hartree-Fock exchange,

EPBE0
xc = EGGA

xc + 0.25 · (EHF
x − EGGA

x ) , (2.76)

where the PBE exchange-correlation functional was used for EGGA
xc . Nevertheless, this

should not deceive from the fact that there is no ‘true’, optimal parameter, but it is
rather system dependent, and in pathological cases, like the O3 molecule, the hybrid
functionals give disastrous results for harmonic frequencies.110 However, experience
showed that these functionals perform in many cases superior over GGA functionals
at the cost of an increased computational demand due to the computation of the exact
Hartree-Fock exchange.

2.2.4. The LCAO Ansatz

In the Kohn-Sham approach to DFT, the electron density is expanded in terms of
one-electron functions, i.e. Kohn-Sham orbitals. Thus, solving the electronic structure
problem amounts to solving Equation (2.69) in a self-consistent manner. In principle,
this coupled set of integro-differential equations can be solved purely numerical. Ho-
wever, this would be too demanding for most of the practical applications. Therefore,
similarly to wave-function based methodologies, modern DFT codes make use of the
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linear combination of atomic orbitals (LCAO) approach introduced by Roothan in
1951,125 which linearly expands the Kohn-Sham orbitals as

φi =
L∑
µ=1

cµiηµ . (2.77)

The functions {ηµ} are a set of basis functions, e.g. atomic orbitals. As a consequence,
Equation (2.69) transforms into the linear problem of finding the set of coefficients
{cµi} that leads to a self-consistent solution. This can be compactly expressed as

FKS C = S C ε , (2.78)

where

FKS
µν =

∫
ηµ(r1) f̂

KS
(r1) ην(r1) dr1 (2.79)

is the Kohn-Sham matrix and

Sµν =

∫
ηµ(r1)ην(r1) dr1 (2.80)

is called the overlap matrix, whereas the matrix C and the diagonal matrix ε contain
the expansion coefficients and orbital energies, respectively.

2.2.5. Basis Sets

In principle, any set of functions {ηµ} that forms a (nearly) complete basis could be
used in Equation (2.77). However, only two types of basis functions are commonly
used in modern electronic structure codes: (I.) Gaussian basis sets are mainly used
when the electron density is localized, e.g. in molecules. (II.) Plane waves are used to
describe periodic systems, such as metals that are characterized by diffuse electron
clouds.

Gaussian-Type Basis Sets

The use of Gaussian-type orbitals (GTOs) in electronic structure codes is motivated
by an efficient evaluation of integrals. Since the product of two GTOs is again a GTO
with modified prefactor and center, analytical expressions are available for integral
handling. GTOs have the general form

g(α, r) = Nxiyjzke−αr
2

, (2.81)

where N is a normalization constant and x, y and z are the components of r, which
ensure the proper symmetry of s, p, d, . . . orbitals. It is typical that a number
of primitive Gaussian functions g are combined to a so-called contracted Gaussian
function (CGF)126

φCGF
µ (r−RA) =

L∑
p=1

dpµgp(αpµ, r−Rp) , (2.82)
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where αpµ and dp,µ are the contraction exponents and coefficients of the primitive
Gaussians, respectively. These parameters are commonly determined a priori from
atomic calculations and then held fix during actual electronic structure calculations.
This procedure is illustrated for the split-valence basis set 4-31G:127 Because most
chemical properties of interest are determined by the valence electrons, inner- and
outer-shell orbitals are differently represented. The number 4 indicates that each core
orbital is represented by one CGF which consists of 4 primitive Gaussians. The digits
31 mean that the valence orbitals are constructed from 2 CGTs, where the first (inner)
function consists of 3 primitive Gaussian functions, and the outer CFG contains one
Gaussian functions. Thus the 4-31G basis set consists of 2 functions for H and He, of
9 functions for Li to Ne, 13 functions for Na to Ar, etc. In the case of hydrogen, the
2 functions are

φ′1s(r) =
3∑
i=1

d′i,1sg1s(αi,1s, r) (2.83)

φ′′1s = g1s(α
′′
1s, r) (2.84)

It turns out that just extending the number of primitive Gaussian functions in the
expansion of the orbitals does not lead to balanced basis sets, if at the same time
no functions of higher angular momentum are included. For instance, extending the
number of primitive Gaussians beyond 6 in the expansion of the valence orbitals to
form 6-31G does not lead to a significant gain in accuracy. Instead, the inclusion of
higher angular momentum functions, such as adding 2p-functions to the 1s orbital of
hydrogen, allows for an anisotropic electronic environment. Therefore in the nomen-
clature of Pople et al., these functions are termed polarization functions, and indicated
by a star (‘*’). One star means that polarization functions are only added to heavy
atoms, e.g. 6-31G*, whereas two stars indicate the addition to hydrogen atoms as
well, e.g. 6-31G**.

Plane-Wave Basis Sets

It has already been mentioned that GTOs are particularly well-suited for isolated
molecules. However, in the case of periodic systems, such as metals, the wave function
is periodic as well and it is therefore necessary to account for this fact in the basis
functions as well.4,128 A natural choice is to expand the orbitals in a plane wave basis
set with basis functions

φPW
G (r) =

1√
Ω
eiGr . (2.85)

Here, Ω is the volume of the periodic cell and G is a vector in reciprocal space
satisfying the periodic boundary conditions. As opposed to GTOs, the extension of a
plane wave basis set can be straightforwardly controlled by the number of plane waves
that are used in the expansion of the orbitals. This is controlled by the energy cutoff
Ecut which limits the expansion up to a maximum |G|-vector

1

2
|G|2 ≤ Ecut . (2.86)
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Because the considered system is periodic, the Kohn-Sham orbitals can be written
as4

φj(r,k) = exp[ik · r]uj(r,k) . (2.87)

The vector k is a vector in the first Brillouin zone and the functions uj have the
periodicity of the lattice. Thus, expanding the Kohn-Sham orbitals in plane waves
yields

φj(r,k) =
1√
Ω

∑
G

cj(G,k) exp[i(G + k) · r] . (2.88)

Apart for their periodicity, plane waves have the advantage that the basis set size
scales linearly with the system size, if used to describe the density, as opposed to
quadratically in the case of GTOs. Moreover, numerically efficient algorithms for
Fourier transformation, like the FFTW algorithm,129 can be readily employed. In
contrast to GTOs, plane waves are also not centered at the nuclear coordinates and
therefore do not suffer from artefacts like “Pulay” forces,130 making the gradient
calculation straightforward. There is, however, also some disadvantage associated with
them. Since the electronic density varies significantly in close proximity to the nuclei,
a large number of plane waves would be required in this case. This would make the
calculation prohibitively expensive, and therefore the use of plane waves is intimately
connected to the use of pseudopotentials.

2.2.6. Pseudopotentials

Pseudopotentials replace the chemically inactive core electrons. Hence, the screened
Coulomb potential of the nuclei, which is acting on valence electrons, and all interacti-
ons of the valence electrons with the core electrons, such as Pauli repulsion, exchange
and correlation contributions, are incorporated in the pseudopotentials.4 If properly
parametrized, the use of pseudopotentials drastically simplifies the calculation of the
density often with a negligible loss of accuracy. This is because only the valence
electrons need to be treated explicitly, and a smaller number of plane waves is nee-
ded in order to represent the smoother pseudo-orbitals. Moreover, relativistic effects
can be readily included in the potential because only the core electrons contribute
significantly in this case.

A common criterion for a pseudopotential is that the density is equivalent to the
‘real’ density outside a certain cutoff radius rc, and that the corresponding pseudoor-
bitals do not exhibit the nodal structure of the true orbitals, as depicted in Figure 2.5.
Further, pseudopotentials should be transferable, i.e. the same potential should remain
valid for all relevant atomic environments.
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Figure 2.5. – Schematic depiction of a valence orbital (dashed line) and its corresponding
pseudo orbital (solid line). The pseudo wave function does not exhibit the
nodal structure of the real orbital in proximity to the nuclei, and both
functions are identical identical beyond the cutoff radius rc.

Hamann, Schlüter and Chiang (HSC) proposed a number of additional require-
ments that the pseudopotential and the corresponding pseudo wave functions need to
satisfy:4,131

1. The orbital energies of the valence orbitals have to be identical for the pseudo
and real Kohn-Sham orbitals

2. The pseudo and real wave functions are identical beyond a cutoff radius rc

3. The pseudopotential has to be norm-conserving, i.e. the electron density within
the cutoff radius rc has to be equal for pseudo and real wave functions

4. The logarithmic derivatives and first energy derivatives for pseudo and real wave
functions for radii equal or greater than rc have to agree

In plane wave calculations, it is common to employ semi-local pseudopotentials V PP

of the form

V PP(r) = V loc(r) + V non-loc(r)

= V loc(r) +
lmax∑
l=0

l∑
m=−l

Vl(r)Plm(ω) .
(2.89)

These pseudopotentials consist of a local and non-local term, V loc(r) and V non-loc(r),
respectively, where the latter is represented by a sum over contributions from different
angular momentum channels, usually s, p, d and f. The projector Plm projects on
angular momentum functions with particular quantum numbers l and m, and depends
on the angular variables ω. The local part of the pseudopotential V loc(r) is often chosen
as

V loc(r) = Vl=lmax(r) , (2.90)
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where lmax is the highest occupied angular momentum channel in the atomic reference
state that is used for parametrization. An example for a pseudopotential that falls in
this class, was proposed by Goedecker, Teter, and Hutter (GTH).132 The local and
non-local part are defined as

V loc(r) =
−Zion

r
erf

(
r̄√
2

)
+ exp

(
−1

2
r̄2

)
(C1 + C2r̄

2 + C3r̄
4 + C4r̄

6) (2.91)

V non-loc
l (r, r′) =

3∑
i=1

3∑
j=1

l∑
m=−l

Ylm(ω)pli(r)h
l
ijp

l
j(r)Y

∗
lm(ω′) , (2.92)

with the Gaussian-type projectors

pli(r) =

√
2rl+2(i−1) exp

(
− r2

2r2l

)
r
l+(4i−1)/2
l

√
Γ
(
l + 4i−1

2

) . (2.93)

In the expression for V loc(r), the ionic charge is denoted with Zion, and r̄ = r/rloc is
the ratio between the radial coordinate and the localization radius of the potential.
{Ci=1−4} are adjustable parameters. In the expression for the non-local part, Ylm
are the spherical harmonics and hlij angular momentum dependent parameters. Γ in
Equation (2.93) is the gamma function.

2.3. Spectroscopic Parameters from First Principles
Calculations

2.3.1. Calculation of NMR Chemical Shifts

If (closed-shell) molecular systems are subject to a constant magnetic field B0, their
electron clouds start to exhibit a non-zero current density j producing a magnetic
field Bind that is oriented anti-parallel to B0 at the position of the nuclei. The relation
between the induced current density j(r) and the resulting additional magnetic field
at position s is given by the Biot-Savart law, which reads in atomic units

Bind(s) = − 1

c2

∫
j(r)× (r− s)

|r− s|3
dr , (2.94)

with c being the speed of light. For nuclei with non-vanishing total spin, this effect
can be indirectly measured by nuclear magnetic resonance (NMR) spectroscopy. The
change of amplitude and direction of B0 at a nuclear position Rk due to the additional
field Bind is expressed through the nuclear shielding tensor

σij(Rk) = −∂Bind,i(Rk)

∂B0,j

. (2.95)

In a NMR experiment, σ can only be measured relative to an internal standard, such
as tetramethylsilane (TMS) or 2,2-dimethyl-2-silapentane-5-sulfonate (DSS), whereas
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in quantum-chemical calculations it is obtained directly. Since the chemical shielding
or shift value around a nucleus very strongly depends on its particular electronic en-
vironment, such as hybridization and hydrogen bonding situation, NMR spectroscopy
is a powerful tool to study molecular systems.

For field strengths commonly used in NMR spectroscopy, the relation between Bind

and B0 is proportional and Equation (2.95) becomes

Bind(s) = −σ(s)B0 . (2.96)

Nowadays, the calculation of the chemical shielding tensor is a fairly standard proce-
dure that is covered in many quantum-chemical text books. The following discussion
on calculation of chemical shielding values is mainly based on Ref.133

To evaluate the current density induced by an external magnetic field in a quantum-
chemical calculation, one in principle has to perform the calculation in the presence
of B0. To this end, the momentum operator in the standard electronic Hamiltonian
in the absence of external fields needs to be modified according to

p̂→ p̂ + A0 . (2.97)

A0 is the classical vector potential that describes the external magnetic field. If∇A0 =
0, which is always possible, the resulting Hamiltonian takes the form

Ĥ = Ĥ(0) + A0p̂ +
1

2
A2

0 (2.98)

Unfortunately, the choice of A0 is still not unique and there exist many A0 that give
rise to the same B0. A further possible restriction is to set the vector potential equal
to

A0 =
1

2
B0 × (r−R) , (2.99)

where R is called the gauge origin. If one inserts Equation (2.99) into Equation (2.98)
one obtains the field-dependent Hamilton operator

Ĥ(B0,R) = Ĥ(0) +
1

2
((r−R)× p)B0 +

1

8
(B0 × (r−R))2 , (2.100)

which also depends on the gauge origin. This dependence causes further complications
as will be shown below.

As stated by Equation (2.96), the nuclear shielding tensor is independent of the
magnetic field strength. For this reason, σ can be evaluated as a small perturbation
of Ĥ(0), i.e. B0 → 0. Within the framework of DFT, the effective, one-particle
Kohn-Sham Hamiltonian ĥ and the respective Kohn-Sham orbitals {φk} can then
be expressed as

ĥ = ĥ(0) + iĥ(1) +O(B2
0)

φk = φ
(0)
k + iφ

(1)
k +O(B2

0) ,
(2.101)
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where the superscripts (0) and (1) refer to the unperturbed system and to the first-
order perturbation correction, respectively. Note that for real-valued Kohn-Sham orbi-
tals, the first-order correction is purely imaginary. Since the current density vanishes in
the absence of an external magnetic field, the induced current density is only expanded
to first-order

j = j(1) +O(B2
0)

= 2
n∑
k=1

{
φ

(1)
k ∇φ

(0)
k − φ

(0)
k ∇φ

(1)
k

}
− 2A0

n∑
k=1

φ
(0)
k φ

(0)
k +O(B2

0) .
(2.102)

The first term of the first-order current density is called the paramagnetic part and
the second is called the diamagnetic part, because it does not require the knowledge
of the {φ(1)

k }. However, note that in contrast to the total current density, this division
is not unique under gauge transformation.

For the evaluation of Equation (2.102), the orbitals need to be expanded in a

finite basis. The choice of the basis is obvious for {φ(0)
k } because they are just the

unperturbed Kohn-Sham orbitals. By contrast, this cannot be straight forwardly done
for the {φ(1

k }. Firstly, they depend themselves on the gauge origin via

φ
(1)
k → φ

(1)
k +

1

2
(B0 ×R)rφ

(0)
k , (2.103)

and, secondly, the {φ(1)
k } usually cannot be expanded in standard basis sets for any

choice of the gauge origin. In practice, the gauge origin is therefore distributed over the
molecular system and there are a number of schemes which are employed by standard
quantum-chemical software:

• Individual Gauge for Localized Orbitals (IGLO):134 The first-order orbitals are
approximated by localized molecular orbitals with gauge centers equal to their
centers of charge.

• Gauge Including Atomic Orbitals (GIAO):135 The gauge dependence is intro-
duced at the level of atomic basis functions. For each basis function the gauge
origin is the position of the atom carrying that specific basis function.

• Continuous Set of Gauge Transformations (CSGT):136 The first-order current
density in the integral of Equation (2.94) is separately evaluated for each value
of the position r with the gauge origin equal to the position of the atom which
is closest to the particular coordinate r.

For the results presented in this work, the GIAO method has been used whenever
atom-centered basis functions were employed. Mixed atom-centered/plane wave cal-
culations are based on the implementation by Weber et al.,137 which use the IGAIM
method proposed by Bader et al.138 This approach is similar to the CSGT method,
where in IGAIM Bader’s atoms in molecules approach is used to determine the closest
atomic center that is used as the gauge origin.
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2.3.2. Calculation of Electronically Excited States

Transitions between two electronic states, e.g. between the ground and the first
excited, are caused by electromagnetic radiation, if the photon energy matches the
energy difference between these states. For conjugated organic molecules, this energy
difference typically lies within the UV/VIS regime of ≈ 200−800 nm. The relevance of
electronically excited state for the current thesis lies in the altered acid-base proper-
ties of organic chromophores, such as 7-hydroxyquinoline, as outlined in Refs.139,140

Several methods have been suggested to describe electronic excitations based on first
principles, where the following discussion is based on linear-response time-dependent
DFT (TDDFT). TDDFT has been proven to yield accurate absorption energies for a
broad range of systems at an affordable computational cost making it amenable for
routine applications, although prominent failures have been reported. The following
introduction is mainly based on Refs.141–143

A natural starting point for the quantum-mechanical description of the interaction
of a (molecular) system with a laser field is the electronic Hamiltonoperator

Ĥelec(r,R) = T̂ (r) + V̂ee(r) + V̂ext(r,R, t) , (2.104)

where T̂ , V̂ee are the standard kinetic energy and electron-electron repulsion potential
operators. The time-dependent external potential operator now includes, apart from
the electronic-nuclear Coulomb term, the interaction with the laser field:

V̂ext(r,R, t) = −
N∑
I=1

n∑
i=1

ZI
|ri −RI(t)|

+ V̂laser(r, t) (2.105)

An often made approximation for V̂laser(r, t) is to treat the time-dependent laser field
classically and only account for its electric component. This leads to

V̂laser(r, t) = Ef(t) sin(ωt)
n∑
i=1

ri · α . (2.106)

Here, the vector α and the scalars ω and E are the polarization direction, frequency
and amplitude of the laser field, respectively, and the function f(t) describes the pulse
shape. A classical treatment of the field is justified for a high density of photons. The
disregard of the magnetic component is possible, if the wavelength of the laser is much
larger than the molecular system and the average distance that the electrons travels
within a pulse period is small compared to the wavelength, i.e. velec � c, with velec and
c being the average electron velocity and the speed of light, respectively. Moreover, the
pulse period has to be small in comparison to the path the molecule travels, i.e. the
molecule must not leave the focus during the pulse. With knowledge of the explicit
form of the electronic Hamilton operator it is principally possible to propagate an
initial state by solving the time-dependent Schrödinger equation. However, it is clear
that this procedure can be applied to all but the smallest systems.

A slightly different view on the problem can be obtained within the framework of
density functional theory. In analogy to ground-state DFT, the Runge-Gross theo-
rem states that there is a direct mapping of the time dependent external potential
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V̂ext(r, t) and the time-dependent electron density ρ(r, t).144 Further, V̂ext(r, t) uniquely
determines V̂KS(r, t), the time-dependent Kohn-Sham potential of a non-interacting
reference system, whose density equals that of the interacting system. In cases where
the potential due to the laser is small, which can be assumed for most of the standard
UV/VIS experiments, it is justified to treat the laser potential as a linear perturbation,
i.e.

V̂ext(r, t) = V̂
(0)

ext (r) + V̂
(1)

ext (r, t) (2.107)

The first order change in the density can then be calculated as

ρ(1)(r, t) =

∫ ∫
χ(r, t, r′, t′)V̂

(1)
ext (r′, t′) d3r′dt′ . (2.108)

An important property of the linear density response function χ is that its Fourier
transform with respect to time has discrete poles at the excitation energies ∆Em =
Em − E0 of the unperturbed system. To calculate these poles within TDDFT, one
first obtains the excitation energies of the corresponding non-interacting Kohn-Sham
reference system and subsequently calculates their shift towards the true excitation
energies Em. To this end, the linear response density is expressed analogously to
Equation (2.108) in terms of the non-interacting reference system

ρ(1)(r, ω) =

∫
χKS(r, r′, ω)V̂

(1)
KS (r′, ω) d3r′ , (2.109)

where the Kohn-Sham linear response function χKS takes the form

χKS(r, r′, ω) = lim
η→0+

∞∑
jk

(fk − fj)
φj(r)φ∗j(r

′)φk(r
′)φ∗k(r)

ω − (εj − εk) + iη
. (2.110)

Here, fm is the occupation number of the mth orbital, φm, in the Kohn-Sham ground
state with orbital energy εm. The time-dependent first-order Kohn-Sham potential
can be decomposed into

V
(1)

KS = V
(1)

ext (r, t) + V
(1)

H (r, t) + V (1)
xc (r, t) (2.111)

The first order change of Vext is V
(1)

ext , where the changes in the Hartree and exchange-
correlation are given as

V
(1)

H (r, t) =

∫
ρ(1)(r′, t)

|r− r′|
d3r′ (2.112)

and

V (1)
xc (r, t) =

∫ ∫
δVxc(r, t)

δρ(r′, t′)
ρ(1)(r′, t′) d3r′ dt′

=

∫ ∫
fxc(r, t, r

′, t′)ρ(1)(r′, t′) d3r′ dt′
(2.113)
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Fourier transforming the above first-order potentials with respect to time and plugging
them into the expression of the response density, Equation (2.109), yields

ρ(1)(r, ω) =

∫
χKS(r, r′, ω)V

(1)
ext (r′, ω) d3r′

+

∫ ∫
χKS(r,x, ω)

[
1

|x− r′|
+ fxc(x, r

′, ω)

]
ρ(1)(r′, ω) d3r′d3x

(2.114)

This equation can be recast into the form∫
[δ(r− r′)− Ξ(r, r′, ω)]ρ(1)(r′, ω) d3r′ =

∫
χKS(r, r′, ω)V

(1)
ext (r′, ω)d3r′ , (2.115)

where the function Ξ is given by

Ξ(r, r′, ω) =

∫
χKS(r, r′′, ω)

[
1

|r′′ − r′|
+ fxc(r

′′, r′, ω)

]
d3r′′ (2.116)

From the pole structure of the linear response function χ at the excitation frequencies
Ωm it follows that the linear density response ρ(1)(r, ω) exhibits poles at ω = Ωm

as well. Note that it can be shown that the poles of χ and χKS are located at
different frequencies. In order to Equation (2.115) to hold, the integral operator acting
on the response density on the right hand side needs to have zero eigenvalues at
frequencies Ωm, or equivalently Ξ in Equation (2.116) needs to have eigenvalues equal
to one at the excitation frequencies. Therefore, if χKS and fxc would be known, it is
in principle possible to obtain the excitation frequencies by solving the eigenvalue
problem Equation (2.116). Most practical applications, however, do not use this
equation directly, and instead (approximately) solve a set of coupled equations known
as Casida equations, which can be derived directly from Equation (2.116).145

To conclude this part, some remarks are made on the frequency dependent exchange-
correlation kernel fxc(r, r

′, ω). This quantity is a key ingredient for TDDFT and
therefore the performance of the method will crucially dependent on the quality of
approximations that are used in practice. One of the most common approximations
is the adiabatic approximation

fA
xc(r, r

′) =
δV

(0)
xc [ρ(0)](r)

ρ(0)(r′)
(2.117)

=
δ2Exc[ρ

(0)]

δρ(0)(r)δρ(0)(r′)
(2.118)

The adiabatic kernel is frequency independent and real-valued and corresponds to
the replacement of the exact kernel by its static limit at each frequency ω. As a
matter of fact, Equation (2.118) allows for the use of standard ground exchange-
correlation functionals in TDDFT. This approximation leads to reasonably accurate
excitation frequencies for a broad range of molecular systems. One of the reasons is
that the adiabatic approximation fulfills the essential requirement that the frequency
dependent kernel has to match the static exchange-correlation potential at the initial
time t = t0,143 which is trivially satisfied by Equation (2.118).
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2.3.3. Calculation of Infrared Spectra

Excitation of molecular systems with electromagnetic radiation in the infrared (IR)
regime, i.e. between 700 and 1000 nm, drives transitions between vibrational states.
By probing these resonances with IR spectroscopy it is possible to extract information
on functional groups, molecular composition, protein secondary structure content, etc.
from molecular systems. Further, its comparatively simple technical implementation
makes it amenable to a broad range of systems and therefore this spectroscopy class
is a widely applied tool in chemistry.

The calculation of IR resonances is nowadays a fairly standard task in computatio-
nal chemistry. Considering molecular systems, there exists in principle two different
flavors: On the one hand, IR resonances can be obtained from normal mode analysis
augmented with higher order perturbative corrections. On the other hand, the IR
spectrum can be calculated from the dipole autocorrelation function that can be
e.g. obtained from ab initio MD simulations. Here, one approximates the quantum-
mechanical dipole autocorrelation function whose Fourier transform is the spectral
density

I(ω) =
1

2π

∫
exp(−iωt) 〈M̂(0)M̂(t)〉NVT dt . (2.119)

The dipole autocorrelation function 〈M̂(0)M̂(t)〉NVT involves the time-dependent di-

pole operator M̂(t), whose autocorrelation function is obtained as an average over the
canonical ensemble. Equation (2.119) is readily derived in the framework of first-order
time-dependent perturbation theory, where the field due to the impinging laser beam
is treated within the electric dipole approximation, cf. Section 2.3.1. It is clear that
Equation (2.119) has to be approximated for practical applications. The most obvious
choice for ab initio MD simulations is

CQM(t) = 〈M̂(0)M̂(t)〉 (2.120)

≈ 〈M(0)M(t)〉 = CCl(t) , (2.121)

where the quantum-mechanical autocorrelation function has been replaced by its clas-
sical counterpart. However, it is well known that the classical and quantum-mechanical
correlation functions and their associated spectral densities feature different symme-
tries:

IQM(ω) = exp(β~ω)IQM(−ω) (2.122)

ICl(ω) = ICl(−ω) (2.123)

Notably, the exponential prefactor reduces to 1 in the high temperature limit β =
1/kBT → 0. This symmetry property is known as “detailed balance” condition.
A straightforward way to improve the approximation made in Equation (2.121) is
therefore to restore detailed balance by introducing a suitable correction factor to the
classical autocorrelation function. Ramı́rez et al. noted that the harmonic correction
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factor

QHA(ω) =
β~ω

1− exp(−β~ω)
(2.124)

can be motivated from the analogy between the quantum-mechanical and classical
fluctuation-dissipation theorems of the dipole moment in the presence of a small time-
dependent electric field E(t) parallel to M at times t′ ≤ t:146

〈M(t)〉E = 〈M(0)〉+

∫ t

−∞
Φ(t− t′)E(t′) dt′ +O(E2) , (2.125)

where M is either the dipole operator or the classical dipole moment. In the quantum-
mechanical case Φ takes the form

ΦQM = −β d
dt

〈
1

β

∫ β

0

M̂(0)M̂(t+ i~λ) dλ

〉
(2.126)

= −β d
dt
Ck(t) , (2.127)

with the Kubo-transformed dipole autocorrelation function Ck(t). Note that Ck(t) and
CQM(t) are strictly identical, but possess different symmetry properties with respect
to the time axis.146 In the classical case, Φ is simply obtained by replacement of Ck
with CCl:

ΦCl = −β d
dt
CCl(t) (2.128)

Therefore the classical approximation to Equation (2.119) reads

I(ω) ≈ 1

2π
QHA(ω)

∫
exp (−iωt)CCl(t) dt . (2.129)

For evaluation of I(ω) in ab initio MD simulations, i.e. under periodic boundary con-
ditions, the system’s total dipole moment is decomposed into a nuclear and electronic
part. The nuclear part, Mnuc, is readily calculated from the nuclear charge and the
position of the ion. By contrast, calculation of Mele is less straightforward because
it needs in principle to be evaluated as the expectation value of the dipole operator
in the given electronic state. Due to periodic boundary conditions it is not possible
to define the dipole moment operator in terms of the product of charge and position
operator, ex̂, since the state that results from action on a periodic wave function will
not have the symmetry of the lattice. Instead, a well-established approach is to use the
centers of maximally localized Wannier functions which are obtained from a unitary
transformation of the Kohn-Sham orbitals.147–149 As a result, the total dipole moment
is obtained as

M = Mnuc + Mele (2.130)

= e
∑
j∈I

nj,val · rnuc
j − 2e

∑
i∈I

rWannier
i , (2.131)
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with Mnuc and Mele denoting the nuclear and electronic contribution to the total
dipole moment. rnuc

j and rWannier
j are the positions of the ions and Wannier centers,

respectively, while e denotes the elementary charge. The number of valence electrons
of atom j is nj,val.
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3. Overview over the Published
Papers

3.1. Protonation Dynamics Triggered by Electronic
Excitation of Photoacids and -Bases in Aqueous
and Methanol Solution

Publication P1 deals with the microscopic mechanism of proton release from N -
methyl-6-hydroxyquinolinium (6MQ) into bulk aqueous solution. Electronic excitation
of 6MQ to the S1 state leads to an immediate increase in acidity at its hydroxyl
moiety, making 6MQ one of the strongest known photoacids.150–153 The main goal of
this project was to computationally investigate the proton pathways at the molecular
level and to determine characteristic infrared absorptions of 6MQ during the process.
To this end, we carried out ab initio MD simulations of 6MQ in explicit water
solution, where, after an initial equilibration phase in the ground state, 6MQ was
transferred to the excited state. In the interest of numerical efficiency, the dynamics
on the true S1 potential was approximated by the first triplet state T1. Note that
although the symmetry of the T1 state differs from the true situation, quantities
like the dipole moment of 6MQ and IR absorptions are only marginally affected by
this approximation.154 Moreover, the use of ab initio MD simulations guarantees
an accurate representation of hydrogen bonding that is especially crucial for the
investigation of proton transfer reactions in aqueous solution. In addition, accurate
IR absorptions are readily available via the dipole moment autocorrelation function,
obtained from maximally localized Wannier centers.4 To elucidate PT, we firstly
focussed on the situation directly after photoexcitation. It was found that in the
first picoseconds after excitation the hydrogen bond between 6MQ and the proton
accepting water molecule strengthens. Structurally, this could be observed from an
additional peak in the radial distribution function of the 6MQ hydrogen and the
surrounding water oxygen atoms. Spectroscopically, this hydrogen bond strengthening
gave rise to a broad continuous IR absorption band between 1500 and 2000 cm−1,
shown in Figure 3.1. Already 1-2 ps after excitation, the proton was fully dissociated
from the photoacid, resulting in the depletion of the continuous IR band, and in an
altered absorption pattern in the fingerprint region from 1200 to 1500 wavenumbers
(cf. inset in Figure 3.1). Moreover, the simulations show that the rate-limiting step
for proton dissociation crucially depends upon the hydrogen bonding configuration
around the proton accepting water molecule. An concerted proton transfer reaction
was observed in cases where the accepting water molecule was fourfold coordinated,
whereas a threefold coordination lead to a sequential proton transfer.
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Figure 3.1. – Infrared spectrum of 6MQ directly after excitation (6MQc∗) and after proton
dissociation (6MQz∗). Adapted with permission from Ref.139 Copyright 2017
American Chemical Society.

In publication P2, the influence of distinct hydrogen bonded configurations on the
microscopic charge transport was further investigated. For this purpose, we focussed
on the bifunctional chromophore 7-hydroxyquinoline (7HQ).37–39 7HQ exhibits both
photoacidic and -basic functionalities at a well-defined intramolecular distance. This
allows for the formation of hydrogen bonded solvent chains that are significantly
more stable than corresponding configurations in the bulk (Figure 3.2).40 Due to its
bifunctional character, 7HQ can adopt four different protonation states: The neutral
(N), zwitterionic (Z), cationic (C), and anionic (A) state. Electronic excitation of 7HQ
leads to the shift of the equilibrium from N to Z, where the reaction can either proceed
via A or C. As a consequence, the tautomerization reaction can either involve the
transfer of a proton (via A) or a negative charge, i.e. a hydroxyl or alcoholate ion (via
C). In principle, the reaction can be experimentally followed by recording transient
IR-active transitions, so-called marker modes, of the various protonation forms in a
pump-probe experiment.18 One difficulty, however, is that the concentration of the
intermediate A or C states has to be high enough to give rise to an appreciable
contribution to the overall IR signal. To achieve this, the pH value of the methanol
solution was chosen such that the C or A state was already predominantly formed in
the ground state. Next, the conversion into Z was probed by transient IR spectroscopy.
From the reaction times summarized in Table 3.1 it becomes apparent that the
conversion from A to Z is much longer than the overall N to Z reaction in neutral
solution. Moreover, conversion of C is twice a fast as from N to Z suggesting that the
overall mechanism preferentially involves C as an intermediate. To corroborate the
observed marker bands, we further carried out a normal mode analysis of resonances
in the fingerprint region. It was found that the measured absorptions are in good
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Figure 3.2. – 7-Hydroxyquinoline stabilizing a hydrogen bonded chain of three solvent
molecules, consisting of either water and/or methanol.

agreement with those obtained from the calculations. Analysis also revealed that the
vibrations in this region are well separated from solvent degrees of freedom, where
small frequency shifts and changes in IR intensity of the absorption peaks result in
characteristic spectroscopic patterns that can be used to discriminate the various
protonation states.

Table 3.1. – Reaction Times Probed by Transient IR Spectroscopy

Reaction Reaction Time (ps)

N → Z 330
C → Z 170
A → Z 600

3.2. Prediction of NMR Chemical Shifts of Metabolite
Molecules in Aqueous Solution

Over the last years, NMR spectroscopy has become increasingly popular for the
analysis of complex metabolic mixtures resulting in a concomitant demand for more
accurate NMR chemical shift predictors to identify yet unknown metabolites.58–61

For this reason, we have suggested a new DFT based approach which significantly
improves the prediction accuracy over common quantum-chemical approaches. One
of the key challenges in this context is that measurements of metabolites are conducted
in aqueous solution where strong solute-solvent interactions, such as hydrogen bonds,
are known to have a large impact on chemical shift values. Although the explicit
consideration of water molecules in quantum-chemical predictions is technically fea-
sible, it is often computationally too demanding to be applied to the large number
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of candidate compounds typical for NMR metabolomics studies. Therefore in the
present case, an implicit solvation model was adopted instead and systematic errors,
e.g. those resulting from an improper description of hydrogen bonding, were accounted
for a posteriori by applying motif-specific corrections.

The present prediction approach consists of several steps. Firstly, starting from the
2D structure of a chemical compound, a 3D conformational ensemble is generated
by carrying out a Monte Carlo Multiple Minimum conformational search155,156 using
classical force field potentials. Secondly, each conformer is refined at the DFT level and
its isotropic shielding value is calculated. Next, an ensemble averaged shielding value
of the compound is obtained as a Boltzmann average over the conformers, where the
respective weights are calculated from a thermochemical analysis (i.a. including zero
point vibrational effects). Finally, the isotropic shielding values, σiso, are converted
into chemical shifts, δ, according to

δ = σisoai + bi , (3.1)

where ai and bi are model parameters for motif i. For the current approach, six
distinct motifs have been used depending on the direct environment of the carbon
atom whose chemical shift is predicted. Note that since theoretical values are compared
to 1H-13C HSQC measurements, only carbon atoms directly bonded to at least one
hydrogen are considered. Table 3.2 presents the definitions, names, and examples of
the molecular motifs. The motivation behind these particular motifs was in parts
based on the observation that carbon atoms directly bonded to a heteroatom, such as
nitrogen, oxygen, or sulfur, exhibit larger systematic errors. This is partially a direct
consequence of the lack of solute-solvent hydrogen bonds in the model. Moreover,
it is has previously been found and was observed in our case as well that shielding
values of aromatic carbon atoms exhibit a slightly different slope as a function of
the experimental shift values than aliphatic carbons, suggesting different systematic
errors in this case. In addition, methyl groups not bonded to any hetero atom show
much lower prediction errors than other functional groups.

Table 3.2. – Definition, Names, and Examples of the Molecular Motifs Used in the Linear
Regression. Adapted with permission from Ref.157 Copyright 2017 American
Chemical Society.
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In total, 176 molecules have been used in the linear regression. The total prediction
error in terms of root mean square deviations was 1.93 vs. 2.36 ppm for 13C and 0.154
vs. 0.170 ppm for 1H motif-specific and global corrections, respectively. It should be
noted that although the overall improvement over the global correction might not
seem substantial, the motif-specific approach allows for a more detailed estimation of
prediction accuracy by attaching more or less weight to motifs with lower or higher
training set RMSD values (cf. Table 3.3). For instance, when used for pruning the
number of candidate metabolite molecules, the margin for deviations of the sp3

nonhet,met

should be chosen smaller than for the sp2 motif because the RMSD value of the latter
is three times as high as the former.

Table 3.3. – Root Mean Square Deviations (in ppm) of Predicted Chemical Shifts w.r.t.
Experiment

Nucleus sp3
nonhet,met sp3

nonhet sp3
het arnonhet arhet sp2

13C 1.15 1.31 1.76 2.05 2.32 3.03
1H 0.079 0.118 0.239 0.146 0.177 0.214

It should be finally mentioned that for the current training set the performance
of the DFT-based approach is superior over the empirical NMRPredict software66

(RMSDNMRPredict 3.15/0.255 ppm). Therefore in metabolite identification, the latter
should be used first to generate candidate compounds, whereas the DFT-based pre-
diction should be used for a further pruning.

3.3. Impact of the Phe19-to-Lys19 Mutation in
Aβ(1-40) on the Fibril Structure

The goal of this project was to understand structural changes of amyloid β (1-40)
(Aβ(1-40)) fibrils as a result of the Phe19-to-Lys19 mutation. Misfolding of Aβ into
amyloid fibrils is one of the hallmarks of Alzheimer’s disease (AD), where Aβ fibrils
constitute the main component of so-called senile plaques, proteinaceous, extracel-
lular deposits in the cerebral cortex of AD patients’ brains. Investigations of Aβ

fibrils at the atomic level are inherently difficult as they do not exhibit long-range
order, precluding the structural elucidation with X-ray crystallography. Moreover,
they tend to be polymorphic, i.e. their actual conformational structure highly depends
on particular growing conditions, like pH value, salt concentration, and temperature.45

Sometimes this even leads to coexistence of several polymorphs in the same sample.
Despite these difficulties, a number of atomic models of Aβ have been proposed based
on solid-state NMR measurements or, more recently, on cryo-EM experiments.46–53

However, many questions remain unanswered. For instance, the relation between local
structural motifs, such as salt bridges or hydrophobic contacts, and cytotoxicity is
still elusive. While nowadays accepted that smaller, transient aggregates of Aβ are
the most toxic species, it is not clear how this property structurally manifests. In
this context, Das et al. recently investigated a series of non-physiological mutations
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altering the Phe19-Leu34 contact in Aβ(1-40) fibrils.57 Surprisingly, all peptide variants
turned out being completely non-toxic, although all but one still formed fibrils with
similar secondary structure content.44,56 This leads to the conclusion that already
subtle changes in the peptide sequence cause tremendous differences in physiological
properties, but comparably small changes of aggregation behavior. The aim of the
present work was to further understand the structural effects of these mutations.
To this end, we studied a particular variant of the database, namely Phe19-to-Lys19

Aβ(1-40) in its fibril state.
By combining structural alignment modeling with MD simulations, two fibril mo-

dels, M1 and M2, have been created, depicted in Figure 3.3. Note that in both models,
the positively charged lysine is pointing towards the solvent, whereas the original
phenylalanine in the WT is directed inside the hydrophobic fibril interior. Starting
point for the modeling was in both cases the wild type (WT) Aβ(1-40) fibril structure
proposed by Tycko et al..158 The mutant models differ with respect to each other in
the side chain orientation in proximity to the mutated site. In the case of model
M1, the entire lower β-sheet, involving residues 9 to 23, is flipped by 180◦ about the
peptide strand axis compared to the WT structure. On the other hand in model M2,
only peptide backbone dihedral angles in vicinity of position 19 have been changed,
resulting in a locally disordered backbone.

Figure 3.3. – Structural models M1 (A) and M2 (B) of mutated Phe19-to-Lys19 Aβ(1-
40) fibrils after 600 ns of MD simulation. Key residues are drawn in stick
representation. Hydrophobic, positively, and negatively charged side chains
are highlighted in silver, blue, and red, respectively. Adapted with permission
from Ref.159 Copyright 2017 American Chemical Society.

Experimentally, the fibril structure of Phe19-to-Lys19 Aβ(1-40) has been analyzed
by solid-state NMR. Due to the low natural abundance of 13C, the sample has been
isotopically labeled, giving only access to a limited number of residues at the same
time. Side chain contacts appear as cross peaks in 13C-13C DARR NMR spectra
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resulting from strong dipolar coupling interactions. As indicated in Figure 3.4A), a
contact between the isotopically labeled residues Phe20 and Leu34 has been observed.
This could be computationally confirmed by evaluating a distance criterion over the
course of the MD simulations. From the populations of side chain contacts presented
in Figure 3.4B) it becomes apparent that the Phe20 and Leu34 contact in model M1
is formed during the entire simulation time of 400 ns, whereas in model M2 it is
only populated about 20 %. This is a strong indication in favor of the local side
chain orientation in model M1 providing stark evidence that the Lys19 side chain is
indeed directed outside the hydrophobic fibril interior. It should be emphasized that
the observed Phe20/Leu34 contact has not been reported so far in any physiological
Aβ(1-40) variant. Instead, the Phe19/Leu34 contact has been detected in fibrils as
well as smaller oligomers160,161 and protofibrils.55 Thus, it seems indicative that the
change of cytotoxicity results from the perturbation at position 19, offering alterna-
tive strategies for the treatment of Alzheimer’s disease by specifically targeting the
Phe19/Leu34 contact.

Figure 3.4. – A) Section of a 13C−13C DARR NMR spectrum of Phe19-to-Lys19 Aβ(1-
40) fibrils indicating the side chain contact between Phe20 and Leu34. B)
Contact maps showing the time averaged population of side chain contacts
between residues belonging to two opposing β-strands in models M1 and M2.
A contact was defined by a distance of ≤ 3.2 Å between any two atoms of
the residues. Adapted with permission from Ref.159 Copyright 2017 American
Chemical Society.
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4. Conclusion

This thesis deals with the complex competition between hydrophilic and hydrophobic
interactions in molecular systems and the resulting structural, dynamical as well as
spectroscopic signatures. In small systems, comprised of a few hundreds of atoms, the
atomistic details of protonation dynamics in aqueous solution could be successfully
determined as a function of picosecond-fluctuations of the hydrogen bond network. In
much larger biochemical systems, i.e. amyloid β peptide fibrils, the conformational
statistics could be related to the interaction between specific peptide side chains, in
particular in view of their polarity. For both small and large systems, the computatio-
nal prediction of spectroscopic fingerprints is crucial for the validation and an in-depth
understanding of structure and dynamics. For this purpose, this thesis addresses very
complementary spectroscopic techniques, namely time-resolved infrared and NMR
spectroscopy.

The computational investigations covered in this thesis were conducted by using mo-
lecular dynamics simulations as the primary methodology. While ab initio molecular
dynamics simulations permitted insights into the complex hydrogen bonding dynamics
and charge transfer phenomena in bulk solutions on the picosecond time scale, more
approximate force field molecular dynamics simulations allowed for the treatment
of peptide aggregates in explicit solvent on time scales in the nanosecond regime.
Inherent to both simulation techniques is that thermodynamic and spectroscopic
quantities could be readily computed in well-defined ensembles and compared to
measurements. Hence, direct relationships between the underlying atomic or molecular
structure and dynamics of model systems and experimental observables have been
established.

The first part of the thesis addresses laser-triggered proton transfer processes in
aqueous and methanol solutions. For the investigated systems, impinging UV laser
light leads to the electronic excitation of co-solvated photoacids and -bases which in
turn alter the pH value of the solution. In particular, the excitation of N -methyl-
6-hydroxyquinolinium (6MQ) results in a very drastic increase in acidity, making it
one of the strongest known photoacids. In the present work, it was found that the
dissociation mechanism of 6MQ crucially depends on the specific hydrogen bonding
configuration of the proton accepting water molecule. More precisely, a fourfold coor-
dination leads to a nearly concerted transfer to the neighboring solvent molecule,
whereas in the case of a threefold coordination the proton remains at the initial water
molecule for typically 1-5 ps. Moreover, the deprotonation of 6MQ is accompanied
by characteristic changes of infrared resonances that have been calculated from ab
initio molecular dynamics trajectories. Remarkably, the computed IR spectra reveal
a broad continuous absorption band emerging immediately after excitation of 6MQ
in the range from 1500 to 2000 cm−1. This spectral feature was shown to result from
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the anharmonic vibration of the loosely attached proton at the chromophore. After
completed photoacid dissociation, additional distinct absorption changes of 6MQ in
the fingerprint region between 1300 and 1400 cm−1 have been identified that might
be used as markers in pump-probe type infrared experiments. In a next step, to
investigate spacial constraints on proton transfer, the chromophore was changed to
7-hydroxyquinoline (7HQ). 7HQ is a bifunctional chromphore, i.e. it carries both
photoacidic and -basic moieties at a well-defined intramolecular distance. Here, the
transfer reaction in methanol solution was computationally investigated. By analyzing
normal mode frequencies of 7HQ in its different charge states, the experimental
assignment of marker vibrations could be rationalized in terms of frequency shifts
of distinct vibrational modes as a result of (de-)protonation. Due to the bifunctional
character of 7HQ, the reaction can either proceed via the transfer of a proton or
a methanolate ion. While experimental results suggest a sequential transfer of a
methanolate molecule in bulk solution, theoretical activation energies for a concerted
reaction along a hydrogen bonded chain of three methanol molecules indicate a proton
transfer, demonstrating the intricate dependence of charge transfer processes on the
particular solvent configurations.

In the second part of the thesis, a numerically efficient approach for the prediction of
nuclear magnetic resonance (NMR) chemical shifts has been devised. The aim of this
work was to enhance the prediction accuracy for small to medium sized metabolite
molecules in aqueous solution over common quantum-chemical prediction schemes. For
this purpose, molecular motif-specific corrections were applied to calculated isotropic
shielding values in order to improve the accuracy of the resulting chemical shifts.
Depending on the direct environment of the query nucleus, the chemical shift was com-
puted by scaling and shifting the shielding value according to motif-specific parame-
ters. These parameters were obtained from linear regression analysis of experimental
shifts with respect to calculated shielding values for a database comprising more than
170 compounds. In the interest of numerical efficiency, only a limited number of low
energy conformers was considered for each compound, as opposed to the full ensemble,
which is e.g. accessible from molecular dynamics simulation trajectories. To further
reduce the numerical effort, solvent-solute interactions were only implicitly taken into
account. The introduced approach outperforms molecular-motif independent correc-
tions as well as empirical predictors. Most importantly, it allows for a more detailed
estimation of prediction accuracy. For instance, the excellent agreement obtained for
methyl and aromatic 13C and 1H that are not directly bonded to a heteroatom, such
as O, N, S, or P, can be exploited in the calculation of matching scores for metabolite
identification. In such a scoring scheme, where calculated chemical shifts of candidate
structures are compared to experimental values of the unknown compound, chemical
shift deviations for these motifs should be given a higher weight than deviations
for other motifs for which larger errors have been observed in the linear regression
analysis.

The third project focusses on the structural consequences of a single residue mu-
tation in amyloid β (Aβ) (1-40) fibrils. It was investigated how the replacement of
the hydrophobic amino acid phenylalanine (Phe) with the positively charged lysine
(Lys) at position 19 impacts the structure of the peptide in its aggregated state. This
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is of particular biochemical relevance, since misfolding and aggregation of Aβ is one
of the hallmarks of Alzheimer’s disease (AD). Remarkably, it was previously found
that the herein investigated, non-physiological Phe19-to-Lys19 mutation completely
eliminates cytotoxicity, suggesting that distinct structural motifs are responsible for
the devastating physiological effects caused by aggregated wild-type Aβ peptides. To
elucidate these structural alterations in more detail, two atomic fibril models of Aβ

Phe19-to-Lys19 have been created and compared to solid-state NMR measurements.
The main finding was a previously unreported contact between side chains of Phe20

and Leu34, being a strong indication of a fully solvated Lys side chain oriented outside
the hydrophobic fibril interior. From this result it becomes clearer that the suppression
of the Phe19 and Leu34 contact, which is formed in most of the known wild type Aβ

oligomer, protofibril and fibril structures, is causative for the abolishment of toxicity.
This may also suggest a novel strategy for the design of new drugs against AD to
specifically target the Phe19-Leu34 contact.
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[131] D. R. Hamann, M. Schlüter and C. Chiang, Norm-Conserving Pseudopotentials,
Phys. Rev. Lett., 1979, 43, 1494–1497.

[132] S. Goedecker, M. Teter and J. Hutter, Separable Dual-Space Gaussian
Pseudopotentials, Phys. Rev. B, 1996, 54, 1703–1710.

[133] M. Kaupp, B. Michael, V. G. Malkin et al., Calculation of NMR and EPR
Parameters: Theory and Applications, John Wiley & Sons, 2006.

[134] W. Kutzelnigg, Theory of Magnetic Susceptibilities and NMR Chemical shifts
in Terms of Localized Quantities, Isr. J. Chem., 1980, 19, 193–200.

[135] R. Ditchfield, Molecular Orbital Theory of Magnetic Shielding and Magnetic
Susceptibility, J. Chem. Phys., 1972, 56, 5688–5691.

[136] T. A. Keith and R. F. Bader, Calculation of Magnetic Response Properties
using a Continuous Set of Gauge Transformations, Chem. Phys. Lett., 1993,
210, 223–231.

[137] V. Weber, M. Iannuzzi, S. Giani, J. Hutter, R. Declerck and M. Waroquier,
Magnetic Linear Response Properties Calculations with the Gaussian and
Augmented-Plane-Wave Method, J. Chem. Phys., 2009, 131, 014106.

[138] T. Keith and R. Bader, Calculation of Magnetic Response Properties using
Atoms in Molecules, Chem. Phys. Lett., 1992, 194, 1–8.
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ABSTRACT: We elucidate the characteristic proton pathways and the transient
infrared signatures of intermediate complexes during the first picoseconds of
photoinduced protonation dynamics of a photoacid (N-methyl-6-hydroxyqui-
nolinium) in aqueous solution from first-principles molecular dynamics
simulations. Our results indicate that the typical latency time between
photoexcitation and proton dissociation ranges from 1 ps to longer time time
scales (∼100 ps). The rate-limiting step for the actual dissociation of the proton
into the solvent is the solvation structure of the first accepting water molecule.
The nature of the proton pathway in water (stepwise or concerted) is not unique
but determined by the coordination number of the accepting water molecules
along the hydrogen bond chain. We find a characteristic uncommon infrared
mode at ∼1300 cm−1 of the transient photobase-Eigen cation complex
immediately after photodissociation that we predict to be observable
experimentally in time-resolved IR spectroscopy. A broad continuous absorption band from 1500 to 2000 cm−1 arises from
the acidic proton imminently before dissociation.

1. INTRODUCTION

Photoinduced proton transfer (PT) in aqueous solutions is of
fundamental interest in a large variety of chemical and
biological processes such as the storage of energy and
radiation-induced damage of DNA.1−6 In aqueous solution,
where the hydrogen bond interactions are very extended, PT
can be very complex due to the structural rearrangement of
water molecules. Water-mediated photoinduced PT may
happen in a concerted or stepwise mechanism from the acid
to the base over large distances.7−14 Central in these
mechanisms is the key role of the surrounding solvent shells,
which facilitate the PT by fluctuations of the hydrogen bond
network or breaking and formation of hydrogen bonds. These
fluctuations are also considered to play important roles for the
stabilization of reaction products and are involved in the
reaction coordinate for proton dissociation mechanisms.
However, the number of theoretical and experimental studies
investigating these mechanisms have remained moderate.15

Ultrafast studies of photoinduced proton dissociation in
aqueous solutions have utilized the class of organic molecules
called photoacids.16−23 A suitable molecule for this purpose is
the “super” photoacid N-methyl-6-hydroxyquinolinium cation
(6MQc) depicted in Figure 1. 6MQc exhibits a large pK drop
from 7.2 in the ground state to −7 in the excited state
(6MQc*).24−29 Peŕez-Lustres et al. reported proton dissocia-
tion kinetics of 6MQc* in aqueous solution with time-resolved
fluorescence studies. It was shown that the excited-state proton
dissociation barrier is 2 kJ mol−1.29 However, the fundamental

question of how the intra- and intermolecular factors affect
photoacidity and PT rate still remain under debate.29−32

The seminal work by Eigen and Weller33−35 has frequently
been utilized to discuss acid dissociation reactions and rates.
The general kinetic approach, based on this model for acid−
base reactions in aqueous solutions, consists of two step
process: (a) The acidic proton is transferred from the acid to a
solvent molecule after photoexcitation to form a contact ion
pair, and (b) subsequently the contact ion pair is separated by
diffusion (see Figure 1).36 However, many details of the PT
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Figure 1. Excited-state PT and relaxation processes of excited 6MQc
species.
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from photoacid to water remain elusive, for example, the
structure and stability of the contact ion pair formed by the
photoacid and the hydrated proton, as well as the hydrogen
bonding network around a solvated photosensitive probe
molecule.
In the present paper, we are particularly interested in the role

water plays in promoting photoinduced acid dissociation and in
the hydrogen bonding rearrangements that accompany it. We
put the chromophore in the triplet state (T1) for the simulation
of the excited-state dynamics; that is, the first excited state (S1)
was approximated with a T1 surface. Our T1 description is
motivated by an increased numerical stability and a reduced
computational effort compared to a real S1 calculation. Of
course, this protocol represents an approximation of the
experimental situation. However, we have extensively bench-
marked the validity of this approximation for 6MQc (see
Supporting Information) and 6MQz37 and verified that it
correctly represents the most significant physical intramolecular
interactions. The central question addressed in this work is the
direct determination of elementary dissociation steps that lead
to the final product: a fully solvated proton and a deprotonated
photoacid. We computed IR spectra to follow the individual
steps during the dissociation processes that occur in a time
range of femtoseconds to tens of picoseconds.38

2. COMPUTATIONAL DETAILS
The molecular dynamics simulations were staged in a cubic,
periodic box with a side length of 16.06 Å hosting one 6MQc
molecule and 130 H2O molecules at a density of d = 1.00 g/
cm3. First, we run 20 ps trajectory in NVT ensemble at 350 K.
Then, we started five independent ground-state simulations
∼10 ps each in NVE ensemble from the previous simulation.
From these NVE trajectories, 16 excited-state trajectories were
started. We run these excited-state trajectories for ∼10 ps if no
PT occurred and for ∼20 ps if PT occurred. For all calculations,
we used GPW39 scheme as implemented in the CP2K40

software package. The BLYP41,42 functional with a TZVP
valence basis set, Goedecker43 potentials, and a 350 Ry plane-
wave cutoff was employed. With the increase in temperature we
hope to balance overstructuring effects, found in water
simulations at lower temperature.44,45 For the very same
reason, we used DFT-D2 dispersion corrections.46 The
simulation temperature of 350 K corresponds to a physical
temperature of 300−320 K. For the ground-state simulations,
we used restricted Kohn−Sham density functional theory
(DFT) and a time step of 1 fs, while for the excited-state
simulations, we used unrestricted Kohn−Sham DFT, a
multiplicity of 3, and a time step of 1 fs. All protons in the
system were given the mass of deuterium to allow us to use 1 fs
time step.
All DFT-based static electronic structure and normal mode

calculations were performed by using Gaussian 09 program.47

The conventional DFT and normal mode calculations using
hybrid exchange-correlation functional B3LYP48 and BLYP41,42

functional were perfomed within the presence of the CPCM
model.49 The basis set was TZVP for these calculations.
To study IR absorptions of the system, the electron density

was subjected on the fly to a localization procedure employing
maximally localized Wannier functions during the excited-state
simulations.50 Wannier centers can be regarded as centers of
charge density of electron pairs in local orbitals and allow
therefore for a chemical intuitive interpretation in terms of
bonds and lone pairs. Moreover, it is well-known that this

approach readily enables the calculation of molecular dipole
moments in a condensed-phase system.51 For instance, the
dipole moment of molecule I can be calculated via

μ μ μ= +I I I
el nuclei

(1)

∑ ∑=− + ·
∈ ∈

e e nr r2
i I

i
j I

j j
Wannier

,val
nuclei

(2)

with μI
el and μI

nuclei designating the electronic and nuclei
contribution to the molecular dipole moment. ri

Wannier and rj
nuclei

are the positions of the Wannier centers and the ions,
respectively; e denotes the elementary charge, and nj,val indicates
the number of valence electrons of the respective atom at
position rj

nuclei.
This, in turn, allows one to compute the classical dipole

autocorrelation function, whose Fourier transform is related to
the product of absorption coefficient per unit length and
refractive index, that is, the IR spectrum, via

∫α ω ω ω μ μ= ⟨ ⟩ ω

−∞
∞ −n F t t( ) ( ) ( ) d (0) ( ) e i t

(3)

where F(ω) = β ω2/6Vcε0 and μ are the total dipole moment of
the simulation box. Note that eq 3 is the classical
approximation of the formerly quantum dipole autocorrelation
function taking into account the harmonic quantum correction
factor.52

IR absorptions for 6MQc, 6MQc*, and 6MQz* are
calculated based on a spectral decomposition approach utilizing
the cross-correlation function of the total dipole moment with
the molecular dipole moment of the solute.38

Accordingly, eq 3 is modified by replacing the dipole auto-
correlation function with the cross-correlation function yielding

∫ω ω μ μ= ⟨ ⟩ ω

−∞
∞ −I F t t( ) ( ) d (0) ( ) eI I

i t
(4)

with the molecular dipole moment μI, where the index I
denotes the set of atoms belonging to 6MQc, 6MQc*, and
6MQz*, respectively. For further analysis of the IR absorptions,
we calculated the Fourier transform of the C−O bond
autocorrelation function defined as

∫ω = ⟨ ̇ ̇ ⟩ ω

−∞
∞ −P t d d t( ) d (0) ( ) e i t

CO CO CO (5)

where dĊO is the time-derivative of the C−O bond distance.
The resulting peaks should be approximately at positions of the
normal modes where this bond vibration contributes, assuming
that this vibration is not highly anharmonic. Shifts in PCO(ω)
can be regarded as a measure of bond strength variations, where
a blue shift corresponds to a strengthening and a red shift
corresponds to a weakening of the C−O bond.

3. RESULTS
3.1. Aqueous Solvation of 6MQc. Five of 16 trajectories

showed successful proton dissociation within 1−2 ps after
photoexcitation. To verify the effects of solvent reorganization
upon excitation, we computed the radial distribution functions
(RDFs) of 6MQc-oxygen and water hydrogen atoms g(O6MQc-
Dw), and the acidic 6MQc-hydrogen and water oxygen atoms
g(D6MQc-Ow) from the ground- and excited-state trajectories.
Our findings are reported in Figure 2. First, we observe a small
peak arising at 1.1 Å g(D6MQc-Ow) in the excited state due to
the RO···D···OD2 bond; that is, the proton is partly shared by
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the two oxygen atoms constituting the first stage of acid
dissociation. The apparent shifts of the first peak and the
following minimum at 2.25 Å in the excited state indicate that
the ROD···OD2 bond shortens by 0.2 Å due to the acidic
proton becoming more positively charged and more disposed
to H-bonding upon excitation. Further, strengthening of H-
bonding does not seem to extend beyond the first solvation
shell. Instead, one observes an increased order as represented
by increase in the coordination number in the second solvation
shell. The integration over the peaks at 3.6 Å in the g(D6MQc-
Ow) corresponds to 8.8 and 9.4 water molecules in the ground
and excited state, respectively. On the other hand, g(O6MQc-Dw)
shows the effect of elongation of the hydrogen bond to the
6MQc*-oxygen due to the charge rearrangements around the
lone pairs of the oxygen atom in the excited state (see
Supporting Information and Figure 4a). However, this bond
reforms as a subsequent solvent stabilization of the product,
completing the PT reaction. Similar findings have been already
discussed in experimental studies in terms of solvatochromic
shifts (a blue shift) in the steady-state fluorescence spectra of
undissociated photoacids.53 Complementary to these findings,
we found no obvious structural differences between the contact
ion pair geometry for the successful and unsuccessful proton
dissociation (see Supporting Information).
Another interesting observation in our simulations is the

back-protonation reaction (geminate reaction) following the
proton dissociation from 6MQc* after ∼10 ps photo-
dissociation. It was shown by time-resolved fluorescence
experiments that the deviation from an exponential fluores-
cence decay results in the existence of the back-protonation
reaction in the excited state.54 Such a process, in turn, gives rise
to a multiexponential time-resolved fluorescence decay, rather
than a purely exponential form.
3.2. Proton Dissociation Mechanism. We now augment

our analysis by elucidating the intake of protons into the H-
bond network to provide a more complete picture of the long-
range PT reaction in bulk aqueous solution. This fundamental
interest lies at the heart of the microscopic character of the
structure and mobility of liquid water. The basic PT reaction
can be explained by a von Grotthuss mechanism involving a
sequential hopping mechanism of protons to neighboring water

molecules.4−6 However, the actual PT reaction has been
discussed to be either concerted or sequential in the bulk
solution.55,56 Although both mechanisms are plausible,
concerted proton charge rearrangements occur in an assembly
of several water molecules linked by hydrogen bonds for
smaller PT distances, and a change into sequential transfer then
is anticipated when the PT distance increases. From an
atomistic point of view, the question of sequential or concerted
PT can be translated into the comparison of typical lifetimes of
particular protonation states in relation to the lifetimes of the
involved hydrogen bonds.55

To verify the relationship between concerted and sequential
PT mechanism, we employ, in Figure 3, the RDFs of the proton

acceptor oxygen atom (denoted O*) and the hydrogen atoms
of water molecules. The RDFs (gO*−D(r)) are computed by
averaging over 20 fs intervals before a successful PT occurs. We
interpret gO*−D(rmin) up to the relevant minimum of the first
solvation peaks, characterized by a radius rmin. Note here that
the peaks in gO−D(r) below 2.45 Å are generally considered as
an indicator of a H-bond in bulk water. Figure 3 shows that in
the case of a stepwise mechanism, there is a broad first peak
with a minimum at 1.65 Å due to the strong O−D···O* bond.
There is no further contribution from the other first solvation
shell water molecules. However, in the case of the concerted
mechanism, the O* atom accepts one additional H-bond, which
is responsible for the small peak at 2.2 Å. This additional peak,
in turn, requires an extension of the coordination radius to rmin
= 2.45 Å. In this regard, the actual character of the PT reaction
depends on how the proton is taken into the H-bonded
network: an increase in the coordination number changes the
character of the PT event. In particular, when the initial
coordination of the acceptor oxygen is ∼fourfold (n(rmin) = 3.7
in Figure 3), the concerted PT is favored in this mechanism,
and the subsequent PT occurs within ∼0.1−0.5 ps. However, if
the accepting water molecule is initially only threefold
coordinated (n(rmin) = 3.1 in Figure 3), it will hold the proton
for typically ∼1−5 ps, which eventually yields a stepwise
migration. Figure 4 illustrates the difference between these

Figure 2. RDFs of 6MQc-hydrogen and water-oxygen atoms (D6MQc-
Ow) and 6MQc-oxygen and water-hydrogen atoms the water
molecules (O6MQc-Dw) are in the ground (black and blue) and the
excited (red and green) states, respectively. The integration number of
the distribution functions (dashed lines) is also reported.

Figure 3. RDF and coordination numbers of a proton acceptor oxygen
atom and the hydrogen atom of water molecules (O*-D)
corresponding to the concerted mechanism (blue line and dashed
line, respectively), and sequential hopping mechanism (red line and
dashed line, respectively). The coordination numbers (n(rmin)) are
computed by characterizing the minimum of the first solvation shell of
gO*−D(r).
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mechanisms regarding the coordination number. Our findings
suggest that the concerted PT occurs when the proton
receiving oxygen (O*) accepts a hydrogen bond from another
water molecule before PT takes place. In contrast, the stepwise
transfer involves a single O−H bond breaking/forming at a
time. Our trajectories reveal that 60% of the proton dissociation
reactions are concerted and that 40% occur in a stepwise
manner. In all cases, the concerted events start from a fourfold
coordinated water, and the stepwise process start from a
threefold coordinated water.
A similar observation on the nature of the proton pathway in

water was also reported by Tuckermann et al.55 concerning the
PT mechanism of the hydrated proton and in the study of
Maurer et al.57 by investigating the ultrafast acid dissociation
and acid−base neutralization reactions. Therefore, we conclude
that an ultrafast (subps, i.e. concerted) long-distance proton
separation from the acid requires an initial fourfold
coordination of all involved water molecules.
3.3. Infrared Spectral Shifts. We computed the IR spectra

of 6MQc, 6MQc*, and 6MQz* to investigate effects of
electronic excitation and proton dissociation on the IR
absorptions. The spectra of 6MQc and 6MQc* are presented
in Figure 5, corresponding to negative and early positive delay
times in transient IR measurements. Figure 5 reveals slight red
shifts by ∼30 cm−1 of most absorption peaks within 1000 to
1500 cm−1 (mainly C−C and C−O stretching) upon electronic
excitation (cf. Supporting Information for mode assignment).
More precisely, peaks at 1000, 1180, 1355, 1420, and 1510
cm−1 in the ground-state spectrum are shifted to 970, 1150,
1330, 1390, and 1480 cm−1 in the excited-state spectrum. These
red shifts are in line with the fact that C−C bonds in the
aromatic rings get lengthened on average, as shown in Figure
S7 in the Supporting Information. Conversely, a shortening of
C−C bonds perpendicular to the direction of largest extension
of 6MQc was observed consistent with findings of Agmon et al.,
who found a roughly alternating pattern of lengthening and

shortening for 2-naphtol upon excitation to S1.
58 A quantitative

comparison of these shifts with transient IR measurements,
however, is not directly possible due to the use of the T1 state
in our case.
Further, Figure 5 reveals intensity changes upon electronic

excitation at 1180 cm−1 and between 1280 and 1400 cm−1,
where intensity is decreased in the former and increased in the
latter case. In contrast, only minor changes appear in the C−D
stretching range ∼2300 to 2700 cm−1 and for frequencies below
700 cm−1.
Most interesting, however, the O−D stretching vibration

gives rise to a continuous absorption band between 1500 and
2000 cm−1 in the excited-state spectrum caused by the flat
potential of the O−D···OD2 hydrogen bond. Additionally, the
chromophore O−D bond is drastically weakened in the excited
state, whereas the hydrogen bond to the coordinating water is
strengthened, as shown in Figure 2. Note here that, in contrast
to spectra obtained from molecular dynamics (MD)
simulations that allow for a fully anharmonic treatment, this
continuous absorption band cannot be obtained from normal
mode calculations, even with perturbative corrections to the
harmonic frequencies, where it always appears as a localized
peak (see Supporting Information).
In Figure 5, the corresponding O−D absorption in the

ground state coalesces with the peak between 1800 and 2800
cm−1 (mainly C−D vibrations) as suggested by normal mode
calculations with explicit water molecules (see Supporting
Information). Therefore, the O−D absorption is located at
higher frequencies than in the excited-state MD spectrum. The
O−D stretching absorption in the normal mode spectrum
without consideration of explicit solvent molecules is expect-
edly red-shifted due to the absence of hydrogen bonds to the
solvent.
To attain further evidence that the continuous absorption

band between 1500 and 2000 cm−1 in the excited-state
spectrum is indeed due to the O−D stretching vibration, we
computed the IR spectrum for 6MQc* based on dipole
moments calculated from atomic Hirshfeld charges,59 leaving
the trajectories unchanged. In Figure 6, it can be seen that the
continuous absorption vanishes by setting the partial charge on
the acidic hydrogen atom to zero, suggesting that the broad
absorption band is dominated by the dynamics of this atom,
which is comparably loosely bonded in 6MQc*. However, note
here that peak patterns and intensities differ slightly compared

Figure 4. Scheme illustrating the PT mechanisms of 6MQc* in
aqueous solution. (a) Formation of contact ion pair and elongation of
hydrogen bond between 6MQc-oxygen atom and water molecule; (b)
transient structures involving the concerted motion of two protons; (c,
d) a threefold coordinated water molecule holding the excess proton.

Figure 5. Infrared spectra for 6MQc and 6MQc* averaged over five
and 11 trajectories, respectively. The simulation length was 10 ps in
each case.
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to Figure 5, since the spectrum based on Hirshfeld charges
misses electronic polarization effects and the underlying dipole
moments differ compared to the Wannier center approach. Our
findings are consistent with previous studies that ascribed
absorption band to the motion of the weakly bonded proton in
contact ion pairs and hydrated protons of ground-state acids as
well as photoacids.60−62 Moreover, experimental results for the
photoacid 8-hydroxy-1,3,6-pyrenetrisulfonic trisodium salt
(HPTS) suggest that the amplitude of the continuous
absorption peak is largest at the onset of proton dissociation,
while the contribution of the hydronium ion, which is not
included in our spectral calculations, contributes with a smaller
amplitude.62

Having discussed the impact of electronic excitation at the
onset of proton dissociation, we now focus on the question
how the IR absorptions change after the proton is released to a
solvating water molecule. Figure 7 shows the spectrum of
6MQc* and 6MQz*, where the inset presents the absorptions
between 1200 and 1500 cm−1. The most significant change in
IR absorption upon proton dissociation is the depletion of the
continuous absorption band between 1500 and 2300 cm−1,
providing further evidence that this feature originates from the
acidic proton. Moreover, the bands between 1250 and 1550

cm−1, originating mostly from bond stretching vibrations of the
ring atoms and the C−O bond, are significantly affected when
proton dissociation occurs. In particular, the peak at 1330 cm−1

is absent in the spectrum of the dissociated photoacid (cf. inset
Figure 7). Notably, this feature is consistent for all single-
trajectory spectra of the protonated and deprotonated
chromophore, based on which we calculated the average
spectra shown in Figure 7. Further, we analyzed this feature by
means of normal-mode analysis (see Supporting Information)
and found that the variation in peak patterns is due to changes
of normal modes dominated by C−C stretching vibrations of
the ring atoms, as illustrated in Figures S10 and S12 in the
Supporting Information. In the region between 1250 and 1550
cm−1, we observe an altered peak structure in the normal mode
spectra due to the absence of the proton. In the MD spectra,
the stretching vibrations between 1200 and 1500 cm−1 (labeled
with D-I in the Supporting Information) are most distinct, and
therefore we can regard the vanishing of the absorption at 1330
cm−1 as a consequence of these altered stretching modes. Note
here that these unique assignments cannot be further resolved
in our MD spectra due to the limited sampling time. This
observation in turn suggests that the peak pattern around 1330
cm−1 might serve as a marker for the protonation state in
transient IR experiments. A similar feature has already been
discussed in an experimental study of HPTS.61 Further, we
investigated this feature for 6MQz* and 6MQz by means of
normal mode calculations (see Supporting Information). We
found that the peak pattern around 1330 cm−1 differs for 6MQz
compared to 6MQz* and therefore regard this marker to be
characteristic for the excited 6MQz* only.
In addition, we investigated the effect of the proton

dissociation on the C−O bond vibration. To this end, we
computed the Fourier transform of the velocity auto-correlation
function according to eq 5, which is depicted in Figure 8. We

note that the vibrational frequency of the C−O bond cannot
easily be extracted from the MD spectrum in Figure 7 due to
the superposition of bands caused by other vibrations. In
contrast, bands in the power spectrum of the distance auto-
correlation function should approximately occur at positions of
the respective normal modes, where the C−O bond vibration
contributes. A comparison of the power spectra of 6MQc* and
6MQz* in Figure 8 reveals that only slight frequency shifts
occur upon proton dissociation. However, the average distance

Figure 6. Infrared spectrum between 1400 and 2600 cm−1 computed
from atomic Hirshfeld charges based on trajectories of 6MQc*. The
spectrum labeled 6MQc* refers to the total chromophore, whereas the
spectrum 6MQc* without D+ was obtained by setting the partial
charge on the proton to zero.

Figure 7. Infrared spectrum of 6MQc* and 6MQz* averaged over 11
and four trajectories, respecticvely. For 6MQz*, spectra were
computed only within the time range of complete dissociation.

Figure 8. Fourier transform of the C−O bond distance velocity
autocorrelation of 6MQc* and 6MQz* averaged over 11 and four
trajectories, respectively.
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of the C−O bond in the simulations gets shortened by ∼0.05 Å
as shown in Figure S7 in the Supporting Information. The fact
that this shortening does not lead to a blue shift of the
vibrational frequencies as in the normal modes spectra can be
explained by the strong hydrogen bonding of water molecules
to the partially negatively charged oxygen, which restrict the
motions of the C−O moiety (cf. normal mode H at 1413 cm−1

for 6MQ* and mode I at 1445 cm−1 for 6MQz* in Supporting
Information).
Regarding the intensities of the individual (single-trajectory

based) power spectra underlying the averaged spectrum in
Figure 8, we found strong variations for the two protonation
states and for each trajectory suggesting a complex dependency
on the actual atomic conformation and hydrogen bonding
configuration around the hydroxyl group.
As mentioned before, all presented MD spectra are

computed based on simulations of fully deuterated samples.
A comparison with experimental data obtained from non-
deuterated samples therefore must take into account isotope
effects. We investigated absorptions for nondeuterated samples
by comparing the normal mode spectra for 6MQc, 6MQc*, and
6MQz* (see Supporting Information) and found blue shifts of
absorptions above 2000 cm−1 by ∼1000 cm−1 in the
nondeuterated case. This suggests that C−H stretch and O−
H stretch vibrations will be observed at higher frequencies in
experimental spectra of nondeuterated samples. We found no
overall absorption shift below 2000 cm−1 but instead observed a
reordering of normal modes resulting in a distinct absorption
pattern compared to the deuterated case (cf. Supporting
Information). As a consequence, the possible marker at 1300
cm−1 indicative of 6MQc* or 6MQz* in the deuterated case
will be different for nondeuterated samples. The normal mode
spectra in the latter case feature as well an altered but distinct
peak pattern upon proton release in the fingerprint region
below 2000 cm−1. Therefore, this regime might be suited as a
marker region in transient IR measurements of the non-
deuterated chromophore similarly as in the deuterated case.

4. CONCLUSION

We have investigated the photoinduced proton dissociation
processes from the super photoacid 6MQc in aqueous solution
from first-principles MD simulations. Besides the prototypical
red-shifting effects of excitation on the intramolecular modes of
the solute, we find a broad IR absorption line from 1500 to
2000 cm−1 after excitation and before deprotonation of the
acid. Our analysis shows that this line is due to the loose
bonding situation of the acidic proton just before dissociation.
Right afterward, we observe the transient formation of a contact
ion pair with a characteristic IR signature of ∼1300 cm−1 that
we predict to be observable experimentally, provided a
sufficient time resolution (femtosecond) is possible.
We also investigated hydrogen bond rearrangements upon

electronic excitation and structural differences between the
contact ion pair geometries. In these terms, the rate-limiting
step for the proton transfer to the first solvent molecule is
found not to be the initial acid−water barrier but instead the
solvation structure around the first water molecule. Further, we
elucidate the nature of the Grotthuss-style dissociation/
transport pathway in terms of stepwise mechanism versus
concerted motion across multiple water molecules. Our
findings indicate that the concerted mechanism is possible if
the accepting water molecule is fourfold coordinated. In the

case of only threefold coordination, the character of the
protonation pathway is rather stepwise.
Our results will support the experimental assignment of

transient IR signatures from femtosecond spectroscopy,
providing an atomistic interpretation of the underlying short-
lived molecular conformations of such photoacids. The findings
on the coordination dependence of the nature of the proton
pathway illustrate why the long-standing debate on the stepwise
versus concerted mechanisms will prevail, as there both
mechanisms can coexist for flexible coordination states of the
involved water molecules.
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ABSTRACT: The photophysics of 7-hydroxyquinoline (7HQ) in protic media
results from an interplay of acid−base chemistry, prompted by the effects of
photoacidity of the hydroxyl group and photobasicity of the nitrogen atom in the
quinoline aromatic system. With ultrafast IR spectroscopic measurements, we follow
the proton transfer dynamics of 7HQ in its four possible charged forms in methanol
solution. Using deuterated methanol as solvent, we determine deuteron transfer rates
from the neutral to the zwitterionic form to be 330 ps, those from the cationic form
to the zwitterionic form to be 170 ps, and those from the anionic form to the
zwitterionic form to be 600 ps. We compare the observed IR-active fingerprint
marker patterns in the electronic ground state and the first electronically excited 1Lb-
state with those calculated using density functional theory and time-dependent
density functional theory, respectively, and find good correspondence between
experimental and calculated transitions. The calculations provide insight into the
nature of electronic excitation of these four different charged forms of 7HQ, suggesting the key role of electronic charge
distribution changes upon electronic excitation of 7HQ and hydrogen bond changes at the donor hydroxyl and acceptor nitrogen
moieties.

1. INTRODUCTION

Proton transfer (PT) reactions play a key role in numerous
chemical and biological processes as diverse as the auto-
ionization of water,1 the von Grotthuss mechanism,2−7 proton
conductivity in hydrogen fuel cells,8−10 hydroxide ion trans-
port,11 acid−base neutralization reactions,12−15 and PT through
membranes.16 The underlying microscopic mechanisms and
associated dynamics of PT can be rather involved for such
condensed-phase systems, showing an interplay of elementary
PT steps, solvent shell rearrangements, and diffusional motions.
Structurally well-defined systems appear to be a promising
means for a better access to the intrinsic PT steps.
In this regard, bifunctional chromophores with proton-

donating and -accepting moieties at fixed distances have been
proven valuable tools in time-resolved PT studies as they allow
for controlled triggering of the reaction with a UV pump
pulse.17−36 These special classes of photoacids (or photobases),
showing excited-state proton transfer (ESPT) from the
donating to the accepting groups, have been studied in protic
solvents, such as water, ice, and alcohols, and even in alcohol/
ether mixtures. PT has often been understood to occur via a
prearranged number of water or alcohol molecules, akin to the
concept of “wires” or “bridges”.13−15,37−41 The actual ESPT
mechanism might be either stepwise or concerted, depending
on solvent polarity and solvent shell configurations surrounding

the photoacid or photobase, with a key role played by the
dynamical aspects of hydrogen bond rearrangements.3,6,15,42

A prime example for this class of bifunctional photoacids is 7-
hydroxyquinoline (7HQ) (Figure 1).17−35 In the electronic
ground state, 7HQ can adopt four equilibrium species, a neutral
enol form (N), which is the predominant form in the ground
state (S0), a deprotonated enol-anion (A), an imine protonated
cation (C), and a keto or zwitterionic form (Z).43,44 In aqueous
solution, the C form has been reported to be the dominant
species at low pH conditions (pH < 2), and the A form is
generated for basic solutions (pH > 10). Whereas the N form
dominates in most other solvents, both the N and Z forms are
quantitatively formed under aqueous solution conditions at
neutral pH. Because of having four species in equilibrium
through acid/base chemistry, one can consider different Förster
cycles that 7HQ can undergo by photoexcitation (see Figure
1b): (I) N → N* → A* → A → N; (II) C → C* → Z* → Z
→ C; (III) A → A* → Z* → Z → A; (IV) N → N* → C* →
C → N. Förster cycles (I) and (II) follow the photoacid
pathway, that is, electronic excitation is followed by ESPT from
the hydroxyl moiety to the solvent, and conversion back to the
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electronic ground state is accompanied by the concomitant
proton back transfer. In contrast, cycles (III) and (IV) are
prompted by the effect of photobasicity, that is, the increased
basicity of the quinoline nitrogen upon electronic excitation,
leading to proton abstraction from the solvent. In addition to
that, the combined effect of photoacidity of the hydroxyl
moiety and the photobasicity of the quinoline nitrogen can
result in a Förster cycle N → N* → Z* → Z → N. Here it
remains an open question whether the route of N → Z* can
occur in a direct concerted fashion or stepwise via either the Z*
or A* charged states.
Reaction rates are clearly high in aqueous solution; Bardez

and co-workers have derived an N* to Z* conversion at neutral
pH ≈ 7 to be >1011 s−1, that is, with a time constant of <10
ps.23 Instead, at low pH < 1, the cationic C* form seems to
show only an electronic excited-state decay with a time
constant of 9.7 ns. The reason for this is that at such low pH
conditions the effective acid/base equilibrium remains on the
acid side. An estimate for the real proton transfer to solvent
(PTTS) time constant of 18.1 ps was made from a kinetic
modeling of measurements performed at higher pH conditions.
Even though a similar effect of predominant electronically
excited-state decay was observed for the A* form under high
pH ≈ 13 conditions, an estimate of the time constant of proton
abstraction by the 7HQ nitrogen atom of the photoexcited A*
form of 181 ps was derived for neutral pH conditions. Kwon
and Mohammed concluded from time-resolved fluorescence
measurements on 7HQ in water that a fast picosecond
component can be ascribed to a water wire arrangement
through which the proton is transferred.33 These short
picosecond time scales for the different PT steps of 7HQ in
the S1 state in aqueous solution are in strong contrast to the
reported ESPT rates from the N* to the Z* tautomer, resulting
from photoexcitation of the N form to the S1 state with a pump
pulse at 330 nm, observed to occur with a time constant of 170
ps in methanol.17−20,22 Even slower rates have been reported
for 7HQ dissolved in alcohol/ether or alcohol/alkane
mixtures.25,27,29,32,33,45

For 7HQ-(NH3)3 in the gas phase, a combined electron
transfer and PT, that is, a net hydrogen transfer, was postulated
to occur upon electronic excitation to the S1 state along
“ammonia wires”.46 This net hydrogen transfer is a result of a
nonadiabatic transition from the 1ππ* to a πσ* Rydberg
state.46,47 Instead, in polar protic media, in particular, water, a
net PT takes place for 7HQ remaining in the 1ππ* S1 state. Our
previous studies showed that a hydrogen-bonded water chain
connecting hydroxyl and nitrogen moieties is stable on the
picosecond time scale for 7HQ in aqueous solution.48 This
“water wire” preformed in the electronic ground state acts as a
relay for ESPT directly upon initiation of the reaction through
photoexcitation of 7HQ. Others have suggested that similar
solvent configurations are responsible for facilitating efficient
PT in methanol solution and in methanol clusters.17−19,49,50 In
some of these works, the importance of proton tunneling has
been emphasized as the underlying mechanism for ESPT.18

Until now, time-resolved studies of 7HQ and other
hydroxyquinolines have been performed utilizing probing
techniques of electronic transitions by time-resolved emission
or transient UV/vis absorption. Here we report results of time-
resolved probing of IR-active transitions of the different forms
of 7HQ in methanol solution. We show results obtained by
photoexcitation of the C, N, and A forms of 7HQ in methanol
and identify fingerprint marker bands by a comparison of
experimental and theoretical results.

2. EXPERIMENTAL AND COMPUTATIONAL DETAILS
2.1. Steady-State and Transient Spectroscopic Meas-

urements. 7HQ (99%) was purchased from ACROS
Organics, the deuterated solvents CD3OD (99.8%), DMSO-
d6 (99.8%), D2O (99.95%), and D2SO4 (96−98 wt % in D2O,
99.5% D atom) were from Deutero, and NaOH (99%) was
from Merck. All chemicals were used without further
purification.
Linear absorption and fluorescence spectra were obtained

using a PerkinElmer spectrometer and a JOBIN YVON Horiba
fluorolog, respectively. The concentration of 7HQ was

Figure 1. (a) Different charged forms of 7HQ: neutral form (N), zwitterionic form (Z), cationic form (C), and anionic form (A). (b) PT pathways
connecting the respective N, C, A, and Z species in the S0 and S1 states as well as locations of the electronic transitions.
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approximately 10−5 mol/L, providing an optical density
between 0.5 and 0.6 in a 10 mm thick quartz cuvette. Steady-
state FT-IR spectra were recorded with a Varian 640 FT-IR
spectrometer. The solutions were placed between 1 mm CaF2
windows with a sample thickness of 100 μm fixed by Teflon
spacers. The typical concentration of 7HQ for the pump−
probe and FT-IR measurements was 40−50 mM. Deuteration
of the hydroxy group of 7-HQ in DMSO-d6 was obtained by
adding a 100-fold excess amount of D2O. Sulfuric acid and
sodium hydroxide in concentrations of 100 and 500 mM,
respectively, were used to prepare the cationic (C) and anionic
(A) forms of 7-HQ in CD3OD, respectively. Full deprotona-
tion/protonation was confirmed by comparing to steady-state
electronic absorption spectra measured under the same sample
conditions.
Ultrafast UV pump−IR probe measurements were per-

formed as described previously.51 In short, the excitation beam
was generated from an optical parametric amplifier (TOPAS-C,
Light Conversion), pumped by an 800 nm beam (Tsunami
oscillator with Spitfire Pro regenerative and booster amplifier
stages, Spectra Physics), producing 50 fs pulses at 330 nm and a
1 kHz repetition rate. The pump pulses were stretched by
propagating the UV beam through a cuvette with water,
resulting in a pump−probe cross-correlation width of about
350 fs. The temporal resolution was dominated by the
stretched pump pulse as the probe pulse duration was typically
100 fs and group velocity mismatch between pump and probe
pulses typically only leads to a temporal resolution of 150−200
fs with this experimental setup. The pulse delay between pump
and probe beams was achieved with a delay stage, before the
beams were focused onto the sample. The UV pulses were
focused to 200 μm spot sizes with pulse energies of ∼1 μJ at
the sample. Tunable IR pulses were generated by a home-built
double-pass optical parametric amplifier, followed by difference
frequency mixing of the signal and idler. The output beam was
sent to a ZnSe wedge, and the reflected pulses from its front
and back surfaces were used as probe and references beams,
respectively. Both probe and reference pulses were focused
onto the sample by means of an off-axis parabolic mirror (focal
diameter 200 μm), and after the samples were dispersed in a
polychromator (2 cm−1 resolution in the 1200−1700 cm−1

spectral range) and spectrally resolved, absorbance changes
were recorded using a liquid-nitrogen-cooled HgCdTe double-
array detector (2 × 64 pixels). A peristaltic pump was used to
circulate the sample through a flow cell (1 mm thick CaF2
windows separated by a Teflon spacer of 50 μm). To confirm
that no sample degradation had occurred during the experi-
ments, steady-state UV/vis and FT-IR absorption spectra of the
samples were recorded before and after each pump−probe
measurement.
2.2. Computational Details. All calculations were carried

out with Gaussian0952 on the DFT/TDDFT53 level of theory
using the B3LYP54 exchange−correlation functional together
with D3 dispersion correction55 and the TZVP basis set. In
order to capture solvation effects, the conductor polarized
continuum model was adopted using methanol as the solvent.56

In addition, we explicitly included three methanol molecules
solvating the polar groups of 7HQ, as depicted for N/N* in
Figure 2. The methanol molecules were assembled in a “wired”
configuration to allow for PT from the proton-donating to the
-accepting chromophore moiety. This choice was motivated by
earlier studies by us in aqueous solution where we found three
membered solvent configurations to be the shortest and most

stable solvent wires connecting proton-donating and -accepting
groups in 7HQ.48 In accordance with experiments, all methanol
molecules as well as the hydroxy and nitrogen moieties of the
chromophore have been deuterated. Geometry and transition
state optimizations in the S0 and S1 states were performed using
10−6 au as the convergence criterion for the RMS force without
imposing symmetry restrictions. Vertical excitations were
calculated from the respective geometries optimized in the
electronic ground state.
In order to account for anharmonicities in the experimental

spectra, we adjusted the harmonic frequencies in two ways.
First, normal-mode frequencies were corrected based on a
perturbation theory approach as implemented in Gaussian 09.
For TDDFT calculations, we additionally obtained a global
scaling factor of 0.9763 derived from a linear fit to the
perturbation corrected frequencies in the ground state. Hereby
we assume that systematic errors in TDDFT are similar to
those in ground-state DFT, which has been confirmed recently
by Liu and co-workers57 on a test set of organic and inorganic
molecules. We also compared the effect of other scaling factors
on the results. For instance, a general scaling factor suggested
by Merrick and co-workers58 of 0.9688 leads to a red shift of
about 10 cm−1 compared to our approach and therefore does
not turn out superior in this case.
The estimated reaction time constants presented in Table 2

were obtained from uncorrected harmonic frequencies based
on excited-state and excited-state transition-state-optimized
geometries, respectively. For more details, see eq 1 in the
Supporting Information.

3. RESULTS
3.1. Electronic Absorption and Emission Spectra. As

shown in Figure 1, acid−base chemistry of 7HQ connects the
different charged forms and tautomers. Depending on the
solvent medium and pH value, one can predominantly form the
neutral tautomer N in either methanol or DMSO, or by adding
small equimolar amounts of H2SO4 in methanol, 7HQ converts
into the cationic species C, whereas by adding NaOH, the
anion A is formed. This behavior is clear from the measured
electronic absorption spectra (Figure 3), where for methanol
and DMSO one observes only the 1Lb transition band of the N
tautomer peaking at 330 nm. The first electronic transition
band of the cationic form is located at 355 nm, whereas the

Figure 2. Schematic of N/N* showing the explicit solvent
configuration. Deuterons are labeled with D, and deuteron bonds
are indicated with dashed lines.
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anionic form has its first electronic transition band peaking at
367 nm. Similar observations were reported on by Bardez for
aqueous solutions of 7HQ.23 An interesting detail is the
efficient formation of the cationic form C by adding about
equimolar amounts of H2SO4 compared to 7HQ in methanol,
whereas in water, much higher proton concentrations are
necessary to quantitatively shift the equilibrium to the C form.
Fluorescence emission spectra of 7HQ provide first insight

into the ESPT dynamics. As reported before,19,20,22 7HQ
excited to the N* state exhibits dual fluorescence emission
properties in methanol, as indicated by the fluorescence bands
of the N* and the Z* forms (Figure 3a). On the basis of the
reported value for PT dynamics of 7HQ in methanol (170 ps
time constant, i.e. at least 1 order of magnitude longer than that
in water), it appears that electronic excitation of the N tautomer
results in acid−base reaction dynamics, installing a new
equilibrium between N* and Z* in the S1 state of 7HQ.
Instead, 7HQ in DMSO does predominantly emit in its N*
tautomer state, although a tail in the emission may hint at
formation of the anionic A* form, suggesting a minute fraction
of electronically excited 7HQ releasing a proton to the solvent.
Dual fluorescence is also observed for the C* and A* forms;
however, here the PT product Z* tautomer dominates the
emission spectrum (Figure 3b).
We additionally corroborated the assignments of absorbance

and emission bands by calculating vertical excitation and

emission energies. As seen in Table 1, we find good agreement
between experimental and calculated values, where deviations

are within the known error of the TDDFT/B3LYP.59,60 From
the percentage of HOMO−LUMO character, it is clear that
excitations are of ππ* character. Further, analysis of the
electronic transition dipole moments for N, C, A, and Z
confirms that the electronic transition is of 1 Lb nature for all
7HQ species (see the Supporting Information for details).

3.2. Transient IR Measurements. Transient IR spectra
have been recorded for 7HQ in deuterated solvents CD3OD or
DMSO-d6 (with small amounts of D2O added to warrant H/D
exchange at the hydroxyl group of 7HQ in the S0 state),
monitoring the fingerprint region from 1300 to 1650 cm−1.
Figure 4 shows the transient IR spectra recorded at pulse delay
times from 0 ps to 1 ns, where the absorbance change ΔA =
−log10(T/T0) is plotted as a function of probe frequency for
different pump−probe delays (T;T0: sample transmission with
and without excitation). Besides typical bleach components due
to decreased absorption of vibrational transitions of 7HQ in the
S0 state (shown as the black dashed line in Figure 5), one can
clearly observe a broad-band spectral feature at early delay
times decaying with subpicosecond and picosecond compo-
nents. This feature can (considering its dynamical character-
istics) be related to multiphoton excitation effects of the
solvent, with a minor possible contribution of the O−D
stretching mode of the N* or C* forms or the N−H stretching
mode of C* of 7HQ in the S1 state or even an O−D stretching
mode of a solvent molecule hydrogen-bonded to the nitrogen
lone pair of 7HQ in the case of the N* and A* species. We
note that a broad-band absorption is also present for the N*
species in DMSO-d6, where the hydrogen bond between the
nitrogen lone pair and a solvent molecule is absent. The
multiphoton excitation effects have been further characterized
by doing power-dependent studies and by doing experiments
with different pump pulse durations while keeping the pump
pulse energies the same. These additional test experiments were
done on both solutions and pure solvents. It appeared that the
broad featureless transient absorption was predominantly
caused by multiphoton excitation effects in the solvent, in
line with experience gathered with many femtosecond UV/IR
pump−probe experiments previously performed. To identify
marker modes for the different electronic excited-state species,
we now compare the results obtained for the different solutions.
Figure 4a shows the transient IR spectra obtained by optical

excitation of N → N* to the S1 state of N* in CD3OD. At early

Figure 3. Electronic absorption (solid curves) and emission (dashed
curves) spectra of 7HQ. (a) Spectra of 7HQ dissolved in methanol
(purple curves) and DMSO (black curves); (b) spectra of 7HQ in
methanol, after addition of sulfuric acid (cyan curves) or sodium
hydroxide (brown curves).

Table 1. Calculated Vertical Absorption Energies and
Experimental UV Absorption Maxima (upper part) as Well
as Vertical Emission Energies and Experimental
Fluorescence Energies (lower part) for N, C, and A along
with Percentages of HOMO−LUMO Charactera

excitation calcd. (nm) HOMO−LUMO (%) expt. (nm)

N → N* 320.0 94.1 330
Z → Z* 406.5 95.6
C → C* 343.6 94.0 355
A → A* 381.2 96.5 367
N* → N 374.0 97.7 375
Z* → Z 500.3 98.1 521
C* → C 416.3 97.7 440
A* → A 452.2 98.0 470

aFor experimental values, compare Figure 3.
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picosecond delay times, we observe IR-active fingerprint
transitions of N* at 1341, 1366, 1398, 1470, 1501, and 1564
cm−1. These transient marker mode transitions decay on a time
scale of hundreds of picoseconds but do not diminish to zero
magnitude. For comparison, in Figure 4c, we show the transient
IR spectra of 7HQ in DMSO-d6 solution (with a small amount
of D2O added to ascertain full H/D exchange at the hydroxyl
group of 7HQ). These small amounts of D2O did not affect the
overall photophysics of 7HQ in DMSO-d6, as evidenced by a
comparison of the fluorescence emission spectra of 7HQ
recorded in neat DMSO and with small amounts of D2O
added. The measurements show IR-active transitions of the N*
species at N* 1397, 1469, 1497, and 1561 cm−1 (we have only
monitored the spectral region at >1385 cm−1). Realizing that
the maximum scanning range of our delay stage amounts to 1
ns and the fact that N* cannot act as a photoacid in DMSO-d6,
the observed decay (with a time constant of 1.5 ± 0.3 ns; see
Figure 5c) should reflect a different relaxation channel. Because
the decay of fingerprint bands marking the N* tautomer is not
accompanied by a recovery of bleach signals indicative of the
electronic ground state of N, we tentatively ascribe the decay of
N* to be due to electronically excited-state level crossing to a
(presumably) dark state by internal conversion or intersystem
crossing to a triplet state.
In addition to the decay dynamics of marker transitions of

the N* tautomer of 7HQ in CD3OD, an increase of IR

absorption occurs at particular frequency positions anticipated
to be a signature for the Z* species at (1345), 1362, 1384,
1440, (1470) 1489, 1529, (1564), and 1588 cm−1. To
determine whether this assignment is correct, we determine
the temporal characteristics of these marker mode transitions.
Figure 5a shows kinetic traces measured at 1474 and 1502
cm−1, showing the decay kinetics of the reactant N*, as well as
the rise of a product species measured at 1440 cm−1. Both the
decay of N* and the rise of the product species can be fitted
with a single-exponential function with a time constant of 320
± 30 ps. Comparing this result with previously reported PT
rates for N* → Z* in methanol to be 170 ps,17−20,22 we deduce
a kinetic isotope effect of 1.9 ± 0.2 for H/D exchange. This
finding strongly supports the notion that the observed
fingerprint bands of the reaction product can be assigned to
the Z* tautomer.
Noting that the N* → Z* deuteron transfer reaction

dynamics does not imply a full 100% quantum yield but a value
rather close to 30−40%, as the fluorescence emission spectra
(Figure 3a) imply, one should take into account that both the
N* and Z* species can have IR-active transitions of their
respective marker modes at similar detection frequencies, as will
become apparent from the vibrational analysis below. To have
alternative access to the identification of marker mode
transitions of the Z* tautomer, we have performed transient
IR spectroscopic measurements upon electronic excitation of
the cationic C species (prepared by adding equimolar amounts
of D2SO4 to a solution of 7HQ in CD3OD). Figure 4b shows
the measured transient IR spectra, where we observe, besides
bleach signals at frequency positions indicative of the IR-active
transitions of C, electronically excited state bands of C* at
1326, 1341, 1359, 1382, 1401, 1436 (broad), 1474, 1515, 1546,
and 1580 cm−1. These IR-active marker transitions decay with a
time constant of 160 ± 5 ps (using a single-exponential decay
function; see Figure 5b). Concomittant with the decay of
marker transitions of the C* species, we detect a single-
exponential rise (with the same time constant) of marker band
transitions at 1344, 1361, 1388, 1439, 1467, 1486, 1510, 1533,
1564, (1579), and 1588 cm−1. These values are consistent with
the picture that electronic excitation of C induces a deuteron
transfer reaction C* → Z*.
To complete the picture, we have also studied the transient

response upon electronic excitation of A in CD3OD (prepared
by adding small amounts of NaOH to a solution of 7HQ in
CD3OD). Figure 4d shows the transient IR spectra, where we
observe, besides pronounced bleach signals of A in the
electronic ground state, IR-active transitions marking A* at
1357 and 1386 cm−1. These bands exhibit a frequency upshift
of 4−6 cm−1 within the first 10 ps that we ascribe to vibrational
cooling effects in the S1 state of A*. We find additional marker
bands of A* at 1435 and 1501 cm−1. Figure 5d shows that the
decay of A* is clearly much slower; single-exponential fitting
results in a time constant of 600 ± 50 ps. Knowing that the
fluorescence spectrum of A* indicates that A* converts to a
large extent into the Z* tautomer on the time scale of the
fluorescence lifetime (Figure 3b), we have looked for transient
IR signals indicative of the formation of the Z* tautomer. Only
at 1530 cm−1 is a rise of transient IR absorbance apparent
(Figure 5d), which exhibits a rise kinetics with a similar time
constant as those of the decaying band of A* at 1504 cm−1. A
more conclusive assignment of the transient IR signals of A*
can only be made when the A species of 7HQ is investigated for
pulse delay times clearly longer than 1 ns.

Figure 4. Transient IR spectra of 7HQ recorded after electronic
excitation of (a) N in methanol-d4, (b) C in methanol-d4, (c) N in
DMSO-d6, and (d) A in methanol-d4 as a function of pulse delay
between the UV pump and IR probe pulses. Inverted steady-state FT-
IR spectra, indicating the positions of ground-state bleach signals, are
shown as black dashed lines.
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3.3. ESPT Pathway. In order to get some insights about the
PT pathway, we estimated reaction rate constants with
harmonic transition state theory.61 To this end, we calculated
activation energies (ΔEa) and normal-mode frequencies for the
tautomerization reaction of N* to Z* along a solvent wire
configuration (see Figure 2). This was inspired by earlier
studies on ultrafast PT in aqueous solutions suggesting that
ultrafast PT can be facilitated by these configurations.13,41,48,62

Two plausible pathways exist for the tautomerization
reaction of N* to Z*. The first starts with deprotonation of
the hydroxy moiety and can formally be characterized as a PT
mechanism, whereas the second pathway is initiated by
protonation at the nitrogen site of 7HQ, resulting in a
methoxide ion transport (MT). We note that the coexistence of
both mechanisms in neutral solutions was proposed earlier
theoretically62,63 and experimentally.21,28 Due to the predefined
solvent “wire” configuration, both mechanism proceed
concerted and therefore provide an ultrafast reaction channel
for the tautomerization of N*.
Table 2 presents estimated reaction time constants τ for PT

and MT along with respective reaction and zero-point energy-
corrected activation energies. Because the lower activation
energy for PT results in an about 7.7 times lower estimated
reaction time, the predominant mechanism is likely of PT
nature. Moreover, because the calculated reaction times
underestimate the experimentally observed rising times
significantly, an accurate determination of time constants
should consider larger solvent clusters or even bulk conditions
as well as solvent fluctuations at finite temperatures. This is
ongoing work in our group and lies beyond the scope of the
current study. However, likely both concerted and stepwise

mechanisms coexist in bulk solution, as suggested for aqueous
solutions.33

3.4. Vibrational Analysis. In order to further corroborate
the assignments of absorption maxima to marker modes for the
various 7HQ forms, we conducted normal-mode analysis of the
steady-state and transient IR spectra.
A comparison of the normal-mode frequencies with the

experimental steady-state spectrum for N within 1200−1700
cm−1 is presented in Figure 6. Overall good agreement between
experimental absorptions and calculated normal-mode frequen-
cies is achieved with root-mean-square errors (RMSEs) of 8.3
and 7.2 cm−1 for perturbation theory corrected and scaled
frequencies, respectively. In the observed frequency window,
IR-active transitions mainly originate from in-plane bending
vibrations, which are delocalized over the entire chromophore
molecule. For lower frequencies, elongation amplitudes are
mainly on hydrogen atoms, whereas for increasing frequencies,
contributions from the carbon backbone become more
pronounced. For resonances at around 1600 cm−1, vibrations
in addition start to become more localized in either of the
aromatic rings. Moreover, experimental absorptions at 1216,

Figure 5. (a) Transient kinetics of the N* → Z* conversion following marker bands for N* and Z*. (b) Transient kinetics of the C* → Z*
conversion following marker bands for C* and Z*. (c) Transient population kinetics of the N* tautomer (after excitation of N in DMSO-d6). (d)
Transient kinetics of the A* → Z* conversion following marker bands for A* and Z*.

Table 2. Zero-Point Energy-Corrected Activation and
Reaction Energies (kcal mol−1) of the Reaction N* → Z* for
PT and MTa

ΔEr(kcal/mol) ΔEa (kcal/mol) τ (ps)

PT MT PT MT

−15.8 1.4 2.6 9.2 70.5
aReaction time constants τ (ps) were estimated based on harmonic
transition state theory.61
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1282, 1360, 1465, 1508, and 1576 cm−1 involve bending
vibrations between C8−O−D atoms. Interestingly, however,
the corresponding normal-mode frequencies do not exhibit
larger deviations from the experimental absorptions compared
to other modes. Therefore, major anharmonicities due to
strong hydrogen bonding to the solvent are of minor
magnitude.

The vibrational analysis additionally confirms that the
recorded fingerprint region 1200−1700 cm−1 is well separated
from solvent contributions as displacements on methanol
atoms are negligibly small. However, already below 1140 cm−1,
modes start to exhibit significant contributions from solvent
atoms. On the other hand, modes at larger wavenumbers than
1700 cm−1 are characterized by C−H stretch vibrations of
methanol. At wavenumbers even above 2000 cm−1, normal-
mode vibrations exhibit strong coupling of solvent and
chromophore degrees of freedom. This is especially true for
O−D stretch vibrations of 7HQ, which are found between 2000
and 2200 cm−1. Hence, it is likely that anharmonicities due to
solvent hydrogen bonding play a more important role in this
frequency range.
Having demonstrated the good agreement of normal modes

with the experimental absorptions in the electronic ground
state, we continue with the vibrational analysis of the transient
IR spectra. Figure 7 presents the normal-mode assignments in
the first electronically excited state to experimental absorbance
changes for the various 7HQ forms at 30 and 500 ps time delay.
We find that experimental absorption maxima correlate well
with calculated frequencies with a RMSE for N* of 14.1 cm−1.
We note that the somewhat larger RMSE compared to the
ground state can mostly account for the lower resolution of the
transient spectra and additional spectral overlap effects, such as,
for example, ground-state bleach and multiphoton excitation
components. Especially in the case of the anion, the assignment

Figure 6. Experimental steady-state FT-IR spectrum (a) and calculated
normal modes (b) of N in the fingerprint region between 1200 and
1700 cm−1. To account for anharmonicities, normal modes have been
corrected either by perturbation theory calculations or by a global
scaling factor of 0.9763.

Figure 7. Normal-mode assignments to marker modes of N*, Z*, C*, and A* in the transient IR spectra. Normal-mode absorptions are represented
as sticks in the lower half of the spectra and scaled by 0.9763 to account for anharmonic effects. Experimental spectra for N*, C*, and A* were
recorded at 30 ps delay in neutral, acidic, and basic methanol solution, respectively. The spectrum of Z* was recorded at a 500 ps time delay in
neutral (black line) and acidic solution (red line). In addition, the spectrum of N* has been recorded in DMSO-d6 (red line).
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to normal modes is hampered by the substantial ground-state
bleach signals. Furthermore, it is known that TDDFT is less
accurate in calculating vibrational frequencies for electronically
excited states, as DFT is for the electronic ground state, where
RMSEs are about 50% larger with respect to the ground state.57

Within the recorded range of 1310−1650 cm−1 are seven
(A*) to nine normal modes (Z* and C*), like in the ground
state, all of which are associated with in-plane ring
deformations, where vibrations are typically delocalized over
the entire chromophore molecule (see the Supporting
Information for details). Moreover, elongations on hydrogen
atoms are dominant in the lower part of the observed range,
whereas displacements of the carbon backbone become
increasingly dominant in the higher-frequency part close to
1600 cm−1. In the case of N*, bending vibrations of C8−O−D
only have contributions for normal modes in the lower region
of the observed frequency window, namely, at 1317 and 1351
cm−1.
Most modes of the various 7HQ forms exhibit large

similarities among each other regarding their displacement
vectors. For instance, the normal mode of N* at 1424 cm−1 is
related to modes close to 1440 cm−1 in the spectra of Z*, C*,
and A*. This mode is therefore assigned to the experimental
absorption maxima at 1440, 1436, and 1435 cm−1 in Z*, C*,
and A*, respectively. Likewise, the normal modes assigned to
the experimental absorption band at 1470 cm−1 in N* and Z*
feature similar displacement vectors.

4. DISCUSSION
4.1. Deuteron Transfer Equilibria and Kinetics of 7HQ.

Figure 1 shows the general reaction scheme of 7HQ. Only
because of different pKa values for the N, C, A, and Z forms of
7HQ in the S0 and S1 states, PT kinetics occurs, as is expected
for photoacid/photobase systems. Now when starting with an
initially prepared transient population of N* (using a UV pump
pulse exciting N), one can envisage three different routes for
PT: (I) a concerted N* → Z* pathway directly transporting a
deuteron from the hydroxyl group to the aromatic ring nitrogen
group via a methanol solvent bridge; (II) a sequential N* →
C* → Z* deuteron transfer pathway consisting of deuteron
pick-up by the aromatic ring nitrogen group from the solvent
followed by a later deuteron transfer from the hydroxyl group
to the solvent; and (III) a sequential N* → A* → Z* deuteron
transfer pathway consisting of deuteron transfer from the
hydroxyl group to the solvent followed by a later deuteron pick-
up by the aromatic ring nitrogen group from the solvent.
Kinetically, these three different pathways may be hard to
distinguish when having only access to the population of the
reactant N* and product Z* species. This remains to be the
case even when marker modes for either the C* or A* species
are spectrally overlapping with those of the N* or Z* tautomers
or when respective time constants for the different steps
prevent a significant transient population of the C* or A*
charged forms.
The observed time constant for the C* → Z* deuteron

dissociation time is 170 ps in deuterated methanol, whereas the
A* → Z* deuteron pick-up time from a nearby solvent
molecule is 600 ps. The time constant for the overall N* → Z*
deuteron dissociation/abstraction lies in between: 330 ps
(Figure 5). From the observed kinetic isotope effect for the
latter reaction of 1.9, one can conclude a sequential process to
be the dominating mechanism as larger values have been
reported for tunneling PT pathways74,75 (as one would expect

to be the case for concerted pathway I). Noting that pathway
III implies a rather slow second deuteron solvent abstraction
step, incompatible with the observed overall time constant for
the N* → Z* tautomerization in deuterated methanol, we
argue that this route can be part of only the N* → Z* reaction
pathway when dynamics of the second A* → Z* step becomes
significantly faster when a deuteron is already present along the
methanol bridge. That this can indeed be the case is suggested
by the calculated reaction time constants presented in Table 2.
Here, the data indicate that a concerted reaction proceeds
mainly according to the PT mechanism, that is, A* is formed in
a first step followed by deuteron pick-up. However, due to the
cluster model, it remains elusive which mechanism is present
for a stepwise reaction path. It follows therefore that a separate
measurement of the N*→ A* deuteron dissociation time and a
more realistic modeling of solvent effects is necessary to
unequivocally determine whether the sequential N* → A* →
Z* reaction pathway is a key pathway for the N* → Z*
tautomerization. On the other hand, the observed time
constants for C* → Z* deuteron dissociation to the solvent
and N* → Z* tautomerization suggest that for pathway II only
a minor transient population for the C* of at most 26% of the
initially excited population of N* is generated. This estimate
comes from a sequential population kinetics scheme with 100%
quantum yields for the individual reaction steps. In reality,
however, these numbers will be even lower, taking into account
that the N* → Z* tautomerization is in fact an equilibration
reaction leading to transient populations of similar magnitudes
for N* and Z*. Our transient spectra shown in Figure 4 do not
reveal a significantly large signal for the C* species at frequency
positions of its respective marker mode transitions. However,
the fact that for the first step in pathway II, that is, N* → C*,
the first deuteron abstraction from the solvent is slower than
the deuteron dissociation to the solvent, that is, the second step
C* → Z*, is consistent with reported values for PT by
photoacids to the solvent, vs PT by photobases from the
solvent, in aqueous solutions.23,76 These trends appear to hold
also for methanol solutions. Realizing that pKa values typically
change 4−5 units when going from methanol to water, it
appears to be a worthwhile endeavor to explore the reaction
dynamics of 7HQ in aqueous solution using transient IR
spectroscopy as the observed kinetics will speed up by at least 1
order of magnitude.

4.2. Normal-Mode Analysis. On the basis of the cluster
model, we assigned experimental marker modes of N, C, A, and
Z in the electronic ground and excited states to normal modes.
By this, we relate the contributions of distinct molecular
vibrations to the marker modes so as to facilitate a more
detailed understanding of the intricate photophysics of 7HQ.
Further, the comparison of calculated frequencies with
experimental absorptions provides an additional assessment
for the adequacy of the cluster model to describe certain
aspects of the processes following electronic excitation and to
delineate in part the effect of hydrogen-bonding on the solvent.
Overall good agreement between steady-state experimental

and calculated normal-mode spectra in the electronic ground
state (see Figure 6) is suggested by RMSEs of about 7−8 cm−1,
which is comparable with other studies on photoacids64−66 and
organic molecules.67 This finding in turn suggests that
pronounced anharmonic effects are of minor magnitude within
the recorded frequency window of 1200−1700 cm−1. Notably,
mode-mixing effects with the δOD or δND bending and solvent
degrees of freedom as well as associated anharmonic effects due
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to hydrogen bonding remain of minor magnitudes. Therefore,
the absence of solvent coupling as indicated by the normal-
mode coordinates suggests that the chosen cluster model is
indeed adequate to describe the fundamental absorptions and
to delineate distinct vibrational contributions within this
window. Outside of the experimentally recorded frequency
range, however, normal modes feature a significant intermixing
of solvent and chromophore vibrations. Especially modes that
involve OD stretching vibrations show a strong coupling
suggesting that normal-mode analysis in regions outside of
1200−1700 cm−1 might be less adequate and anharmonic and
solvent dynamics effects have to be taken into account
explicitly, for example, by means of molecular dynamics
simulations.35,68

In the electronically excited state, assignments exhibit larger
RMSEs (14.1 cm−1 for N*) as compared to the ground state
(7.2 cm−1 for N) due to the lower resolution of the measured
spectra and additional effects like ground-state bleaching.
Moreover, TDDFT is slightly less accurate compared to
corresponding ground-state calculations. Liu and co-workers57

reported based on a set of 24 small organic and inorganic
molecules that the RMSE between measured and scaled
frequencies increased by about 10−20 cm−1 when scaling
factors derived from ground-state calculations were applied.
Only slight improvements over ground-state scaling factors
were reported for those derived from excited-state calculations.
Nevertheless, a reasonable correlation of calculated and
experimental absorptions is observed in our case. Moreover,
an additional guide for resonance assignment is provided by the
fact that the frequency range of 1310−1650 cm−1 is well
separated from higher-energy vibrations like C−D stretch
vibrations of methanol or O−D stretch vibrations of 7HQ that
occur above 2000 cm−1. We note, however, some degree of
ambiguity for the assignment of close-lying marker modes to
normal-mode vibrations that are separated by less than 20
cm−1.
From the assignment of experimental marker bands in the

transient spectra to normal-mode vibrations in Figure 7 and by
comparing their respective elongation vectors presented in
Figure S3, it becomes clear that a significant number of
vibrations are structurally related. For instance, the normal
mode at 1423.72 cm−1 in N* features similar elongation vectors
compared to the mode at 1439.48 cm−1 in C*. Thus, the
occurrence of marker modes can be understood in terms of
small, but often observable, frequency shifts with associated
changes in IR transition cross sections caused by the distinct
deuteration states. It should be noted that modes with no
elongation vector on the reactive sites are shifted as well,
indicating a rather complicated dependence of frequency shifts
and normal-mode positions in the fingerprint region of 7HQ.
4.3. Electronic and Structural Effects of Excitation.

Comparison of experimental and calculated electronic
absorption and emission energies shown in Table 1 reveals
excellent agreement and confirms the assignment of bands to
the various deuteration states of 7HQ. From transition dipole
moments (see Figure S1), it is clear that transitions can be
characterized as 1Lb, in accordance with earlier findings in
aqueous solution.23 The role of charge redistributions for the
various processes can be investigated by analyzing the electron
density and partial charge differences before and after electronic
excitation (see the Supporting Information). Our results show
that upon excitation electron density is withdrawn from the
hydroxy moiety toward the nitrogen-containing ring, where,

more precisely, it is decreased at the bond shared by O and C8
and at the O atom itself. On the other hand, density is
increased at N, C2, C4, and C6. A similar observation is made
from the analysis of partial charge differences (Δδ) before and
after excitation, computed from Hirshfeld partitioning69 of the
electron density (see Table S1). The largest change in Δδ is
observed on atoms C2 and C4, which become more negative, as
well as atoms C8 and O, which become more positive after
excitation. It is noteworthy that the sum of |Δδ| is largest for
the anionic and zwitterionic forms of 7HQ, which is in line with
earlier reports that photoacidity is mainly due to redistribution
effects of the photobase.68,70−73

Table 3 presents changes of the C7−O bond length and
heavy atom distances of the 7HQ oxygen and nitrogen atom to

the closest methanol oxygen atom, respectively, upon
excitation. It can be seen that excitation leads in general to a
shortening of the C−O bond, where the largest change is
observed for N*. Moreover, for N and C, hydrogen bonds
between the solvent and the OD group of 7HQ become
shorter, whereas they increase in the case of Z and A.
Analogously for N and A, the N−O distance decreases, whereas
it lengthens for C and Z, although the change is less
pronounced than that at the OD site. This effect is expected
as it is a direct consequence of the increased acidity and
decreased basisity in N, C and Z, A, correspondingly, upon
photoexcitation and a concomitant strengthening/weakening of
7HQ−methanol hydrogen bonds. Psciuk and co-workers68

obtained similar results for 2-naphthol, where they observed a
shortening of the hydrogen bond between the hydroxy moiety
and an acetonitrile molecule in a number of nonpolar solvents.
Their results show in addition a clear correlation between the
shortening of the hydrogen bond in the excited state (around
0.08 Å in their study) and a red shift of the OH stretch
frequency of about 100 cm−1, providing further evidence for a
strengthening of the hydrogen bond.

5. CONCLUSIONS
We investigated transient IR-active transitions of the various
deuteration forms of 7HQ in methanol solution in the first
electronically excited state. Depending on the pD value, we
monitored the formation of the distinct 7HQ forms (N*, C*,
A*, and Z*) by following their characteristic fingerprint marker
bands. Vibrational analysis reveals good agreement between
experimentally measured IR-active transitions and calculated

Table 3. Distances in Å for the C7−O Bond and the 7HQ
Oxygen and Nitrogen to the Closest Methanol Oxygen
Atoma

C7−O Oc···Om Nc···Om

N 1.35 2.66 2.74
N* −0.04 −0.12 −0.05
C 1.33 2.62 2.84
C* −0.02 −0.12 0.06
Z 1.28 2.62 2.77
Z* −0.01 0.08 0.02
A 1.29 2.58 2.78
A* −0.01 0.11 −0.04

aDots indicate hydrogen bonds between 7HQ and methanol, where
the subscript indicates either the atom number or whether the atom
belongs to methanol (M) or 7HQ (C). Bond lengths of excited 7HQ
forms are with respect to ground-state geometries.
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normal-mode frequencies, indicating a minor role of
anharmonicities for this spectral region. Further, analysis
shows that vibrations in the recorded range are well separated
from solvent degrees of freedom, where differences in
deuteration states lead to small frequency shifts and,
concomitantly, to changes of IR transition cross sections.
Estimates of reaction time constants for N* →Z* suggest
preference for a deuteron transport mechanism for a concerted
reaction, that is, the deuteron is released first, contrasting a
situation where the reaction starts with a pick-up of a deuteron
from a methanol molecule. Conversely, the experimental time
constants suggest that the reaction proceeds largely in a
stepwise manner, and experimental rates are in better
agreement with hydroxide ion transport. In order to resolve
this contradiction, additional measurements of the N* → Z*
pathway and a more realistic modeling of solvent effects are
necessary to unequivocally determine whether A* is indeed the
intermediate in the tautomerization reaction. So far, our
measurements revealed higher PT rates for C* → Z* than
those for A* → Z*, as evidenced by the time evolution of
marker modes in the transient spectra. Our results on partial
charge differences for the various forms of 7HQ support the
notion that conjugate photoacidity/photobasicity is dominated
by charge redistribution effects in the conjugated photobase/
photoacid, respectively. In contrast, changes in hydrogen bond
lengths are more pronounced in N, C, and A than those in Z,
suggesting that the structural relaxation of 7HQ following
electronic excitation leads to stronger solvent reorganizations in
the case of N, C, and A.
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ABSTRACT: A quantum-chemistry based protocol, termed
MOSS-DFT, is presented for the prediction of 13C and 1H
NMR chemical shifts of a wide range of organic molecules in
aqueous solution, including metabolites. Molecular motif-specific
linear scaling parameters are reported for five different density
functional theory (DFT) methods (B97-2/pcS-1, B97-2/pcS-2,
B97-2/pcS-3, B3LYP/pcS-2, and BLYP/pcS-2), which were
applied to a large set of 176 metabolite molecules. The chemical
shift root-mean-square deviations (RMSD) for the best method,
B97-2/pcS-3, are 1.93 and 0.154 ppm for 13C and 1H chemical
shifts, respectively. Excellent results have been obtained for
chemical shifts of methyl and aromatic 13C and 1H that are not
directly bonded to a heteroatom (O, N, S, or P) with RMSD
values of 1.15/0.079 and 1.31/0.118 ppm, respectively. This study
not only demonstrates how NMR chemical shift in aqueous environment can be improved over the commonly used global linear
scaling approach, but also allows for motif-specific error estimates, which are useful for an improved chemical shift-based
verification of metabolite candidates of metabolomics samples containing unknown components.

1. INTRODUCTION

The analysis of complex metabolic mixtures of a wide range of
biological systems using NMR spectroscopy has become
increasingly popular over the past decade in the context of
the rapidly growing field of metabolomics.1−4 This is in part
due to the ability to simultaneously provide detailed
spectroscopic information on many different metabolites in
the same sample. In that way, new insights into the state of
biological systems as well as into metabolic pathways are
possible.5−8

The concomitant development of databases and web-based
query tools, such as the Complex Mixture Analysis by NMR
(COLMAR) database,9 The Human Metabolome Database
(HMDB)10 and the Biological Magnetic Resonance Data Bank
(BMRB),11 has further increased the usefulness of NMR
spectroscopy and enabled the automated assignment of
metabolites. However, the identification of unknown metabo-
lites, which are metabolites that give rise to signals in the NMR
spectra but that have not been identified previously or are not
part of commonly accessible NMR databases, remains a key
challenge. In this regard, empirical chemical shift predictors,
such as NMRPredict12 as used by the MNova software,13 or the
ACD/NMR predictor14 are useful to efficiently compare
experimental chemical shift information with predicted

chemical shifts of a large number of candidate structures, but
their accuracy is determined by the nature and size of the
underlying database.
As a consequence, one often encounters excellent prediction

results for structures that are part of the underlying database,
but structures (or substructures) that have not been considered
during the fitting procedure are usually predicted with
significantly reduced accuracy. Therefore, predictors that are
less dependent on or even entirely independent of databases,
potentially allow for the more balanced and more accurate
chemical shift prediction for both known and unknown
structures. In this context, quantum-chemical (QC) methods
offer a promising alternative. However, their computational cost
is in most cases several orders of magnitude larger and they
require the use of high performance computing resources when
a large number of predictions is needed. To keep the
computational costs manageable, several approximations are
usually employed, both regarding the system under study and
the QC method itself. Although other procedures have been
put forward in the literature,15,16 a widely used approach is to
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calculate shielding constants only for a limited number of
relevant conformers and to account for solvent effects
implicitly. Among the various QC methods, density functional
theory (DFT) has been shown to yield both the accuracy and
numerical efficiency to allow for NMR chemical shift
calculations on a routine basis.17−24 Nevertheless, recent
developments in wave function-based methods, especially
MP2, offer potentially useful alternatives for small to
medium-sized molecules.25−27

The calculated shielding constants can be converted to
chemical shifts in three ways: (i) by subtracting them from the
shielding constant of an internal reference, such as
tetramethylsilane (TMS) or 4,4-dimethyl-4-silapentane-1-sul-
fonic acid (DSS), (ii) by intermediate references or multi-
standards, and (iii) by means of (linear) regression. Whereas
the first two approaches usually rely on (often fortuitous) error
cancellation between shielding constants calculated for the
query and reference atom, linear regression allows for the
correction of systematic errors as a function of the shielding
constant. Several studies have reported excellent agreements
with experimental shifts by using DFT together with linear
regression and provided fitting parameters for several exchange-
correlation/basis set combinations,20,28−30 where some of them
used multiple motif-dependent standards.31 However, most of
them were conducted in organic solvents, such as chloroform,
for a relatively small number of molecules. While these results
are helpful in the field of general organic chemistry, they are
somewhat less practical for metabolomics studies, because
NMR chemical shifts are usually measured in aqueous solution.
Naturally, the presence of water poses additional challenges for
the prediction of NMR chemical shifts of metabolites, especially
if combined with implicit solvent models. For example,
chemical shifts of atoms in close proximity to hydrogen bond
donors or acceptors will have different systematic errors than
shifts of those atoms that are further away.32 Moreover,
molecules that allow for intramolecular hydrogen bonding
often exhibit large chemical shift deviations when implicit
solvent models are employed. This is because conformational
search and geometry optimization in implicit solvent favor
geometries that are stabilized by intramolecular hydrogen
bonds, which often leads to a biased conformational ensemble
compared to the one in explicit water. As a result, atoms in
different microscopic solvation environments will have different
systematic errors.
In the present work, we report a DFT-based protocol,

termed molecular motif-specific scaling of density-functional-
theory-based chemical shifts (MOSS-DFT), for NMR chemical
shift predictions, which is based on a set of 176 molecules that
are relevant for metabolomics studies. Chemical shielding
constants are converted to chemical shifts by a motif-specific
linear regression approach of calculated shielding constants to
experimental chemical shift measured with 2D 1H−13C HSQC
spectroscopy. In the first part, details about the MOSS-DFT
database construction and the computational methods are
given. Thereafter, we provide the definition of motifs and
compare our prediction results with those from earlier studies
that employ global linear regressions. In the last part, we discuss
the influence of basis set size and the exchange-correlation
functional by comparing the results to various functional-basis
set combinations.

2. METHODS
For the MOSS-DFT database construction, a number of
molecules were randomly picked from the COLMAR database.
We used Open Babel33 to generate 3D coordinates from 2D
structures and to adjust the protonation state of ionizable
groups to pH 7, that is, all carboxylic, phosphonic and sulfonic
acid groups were deprotonated and all amino groups were
protonated. For the calculation of the chemical shifts we largely
follow the approach described previously.21 All molecules were
subjected to a conformational search, which was conducted
with the MacroModel program34 that is part of the Schrödinger
suite. The OPLS 2005 force field35 was used together with an
implicit solvent model for water.34 For sampling, the Monte
Carlo Multiple Minimum (MCMM) algorithm was chosen36,37

with the maximum step number set to 5000. Other program
options have been set to their default values or set automatically
by MacroModel, which is part of the automatic setup. To avoid
unphysical conformational ensembles due to the implicit
solvation model, the resulting conformers were checked for
intramolecular hydrogen bonds, defined by a donor (D)−
acceptor (A) distance of less than 3.5 Å and a D−H−A angle of
180° ± 30°. In the case of intramolecular hydrogen bonding in
at least one of the conformers, the compound was removed
from the database. In addition, molecules with long carbon
hydride chains were excluded, if the conformational search
yielded a large number (>100) of similarly low energy
structures. The conformers obtained from the conformational
search were further optimized at the DFT level using the
Gaussian 09 program.38 The B3LYP39 exchange correlation
functional was used together with the D3 dispersion
correction40 and the def2-TZVP basis set.41 In order to capture
solvation effects, the conductor polarized continuum model
(CPCM) was adopted using water as solvent.42,43 To ensure
well-converged local minimum geometries, extremely tight
convergence criteria have been used along with an ultrafine
integration grid. Convergence to local minimum structures has
been additionally monitored by normal-mode analysis at the
same level of theory. In cases where two initially different
conformers had essentially identical total energies (ΔE ≤ 10−9

hartree), it was assumed that the DFT optimization led to the
same minimum structure and calculations were continued only
for one of the structures. The conformer population pi at
298.15 K was estimated from a Boltzmann analysis

= ∑
−
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where Ei denotes the relative free energy (electronic + thermal
free energy) of conformer i as estimated from the
thermochemical analysis in Gaussian 09 with respect to the
most stable conformer. RT is the product of the ideal gas
constant and the absolute temperature, respectively, and N is
the total number of distinct conformers as obtained from
geometry optimization. NMR shielding constants were
calculated based on the gauge-independent atomic orbitals
(GIAO) approach as implemented in Gaussian 09.44−48 We
calculated NMR shielding constants at the DFT level
employing five different functional-basis set combinations
(see Table 3). The computed NMR shielding values have
been averaged according to the weights of the Boltzmann
analysis. Because calculated shielding constants have been
referenced to chemical shifts obtained from 1H−13C HSQC
experiments, the MOSS-DFT database only contains 13C−1H
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pairs of covalently bonded atoms. The calculated shielding
constants of methyl and methylene protons have been averaged
to reduce misassignments in the case of magnetically
inequivalent protons. In our calculations, about 4% of the
atoms had chemical shift deviations larger than 7 and 0.6 ppm
for 13C and 1H, respectively. A closer inspection of the
problematic compounds suggests in some cases misassignments
in the experimental spectra or obvious problems in conforma-
tional sampling, such as errors in dihedral angles, especially for
some tertiary carbon atoms. However, for the majority of
outliers it was not easily possible to identify the specific cause
for the deviation, such as less common functional groups. To
prevent biased linear regression parameters, the molecules
containing those atoms have been removed from the database,
and the linear fit was repeated for the remaining 176 molecules.
Finally, to convert the shielding constants to chemical shifts, a
motif-specific linear regression approach was used according to

δ σ= +a bi iiso (2)

where σiso denotes the shielding constant; ai and bi are model
parameters for motif i (details on motifs are given below), and
δ is the chemical shift value.

3. RESULTS AND DISCUSSION
3.1. Motif-Specific Linear Regressions for the More

Accurate Chemical Shift Prediction. Table 1 shows the
definition and names of motifs that are used to convert the
calculated shielding constants to chemical shifts. We assigned
each 13C−1H pair to one of the motifs based on the chemical
environment of its carbon atom. That is, we determined in a
first step whether the carbon atom is sp3- or sp2-hybridized, and
subsequently, whether it is bonded to any element other than

carbon or hydrogen. For sp2 carbons, we further discriminated
between aromatic and aliphatic carbons, where we assigned
aromatic atoms to arhet and arnonhet depending on whether they
are bonded to a heteroatom or not. Aliphatic sp2 atoms was
assigned to the sp2 motif. Because of the relatively small
number of atoms within this motif, it was not further divided
into hetero- or nonhetero-bonded carbons. Note, these
definitions are mutually exclusive; that is, every 13C−1H pair
is assigned to only one of the motifs. Our motivation for the
present classification is 3-fold: we aim (I) to correct for errors
due to the implicit modeling of solute-water interactions that
will affect carbons bonded to heteroatoms differently than
carbon atoms bonded to other carbon atoms, (II) to identify
and obtain groups of atoms with superior or inferior prediction
accuracy, and optimize their scaling parameters to further
reduce errors within these groups, and (III) to account for
slightly different slopes of aliphatic and aromatic carbons and
protons. As part of the fitting process, we carried out a
quadratic fit for each of the motifs and found no significant
improvements.
The RMSD values and slopes of the linear regressions for the

best performing method, B97-2/pcS-3, are reported in Table 2,
where the considered RMSD intervals were limited to 0−7
ppm (13C) and 0−0.6 ppm (1H), respectively. Our findings
show a good overall performance of the MOSS-DFT approach
as indicated by RMSD values of 1.93 and 0.154 ppm for 13C
and 1H, respectively. A particularly good prediction is achieved
for motif sp3nonhet,met with RMSD values of 1.15 and 0.079 for
13C and 1H, respectively. Therefore, the chemical shift
prediction of methyls that are not bonded to any heteroatom
should be given a higher weight when such information is used
for the identification and validation of unknown metabolites.

Table 1. Definitions, Names, and Examples of the Molecular Motifs Used in the Linear Regression Approach

Table 2. RMSDs with Respect to Experimental NMR Chemical Shifts along with Linear Regression Parameters for the B97-2/
pcS-3 Method

nucleus sp3nonhet,met arnonhet arhet sp3nonhet sp3het sp2 total
13C a −0.9532 −0.8433 −0.8634 −0.9277 −0.9261 −0.9936

b 176.5288 172.4185 173.6563 171.0732 172.1137 177.9458
RMSD 1.15 1.31 1.76 2.05 2.32 3.03 1.93

1H a −0.9244 −0.7854 −0.7725 −0.9399 −0.9181 −0.9677
b 29.2860 26.0863 26.0812 29.8153 29.2769 30.4447
RMSD 0.079 0.118 0.239 0.146 0.177 0.214 0.154
no. of 13C−1H pairs 87 192 35 141 285 16 756
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As a general trend, a higher prediction accuracy is achieved
for 13C−1H pairs that are not directly bonded to a heteroatom,
with carbons in the group arhet being a notable exception. The
worst prediction results are found for sp2 carbons and protons,
as well as for protons within the arhet group. Nevertheless, with
the MOSS-DFT prediction approach we obtained an accuracy
that is comparable to earlier studies of organic solvents using
global scaling factors and intercepts.20,24,28−30 We also note that
in our case the RMSD values for global scaling are 2.36 and
0.170 ppm for 13C and 1H, respectively, and thus significantly

larger than those for the motif-specific scaling. To cross-validate
our approach, a new training set was created by randomly
excluding 20% of the compounds from the original MOSS-
DFT training set and assigning them to a test set. The obtained
linear regression parameters for the new training set and the
RMSD values of the test set are reported in Table S3. We find
overall RMSD values of 1.94 and 0.133 ppm for 13C and 1H,
respectively, which are well comparable to the ones reported
above. In addition, a comparison of the linear regression
parameters in Table S3 with the original MOSS-DFT

Figure 1. Experimental chemical shifts versus computed isotropic shielding constants of 13C using the B97-2/pcS-3 method. The solid lines belong
to the best fit for each motif, while the dashed lines correspond to the global fit.

Figure 2. Experimental chemical shifts versus computed isotropic shielding constants of 1H using the B97-2/pcS-3 method. The solid lines belong to
the best fit for each type, while the dashed lines correspond to the global fit.
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parameters shows only marginal differences, which confirms
that the MOSS-DFT parameters are robust, i.e. they are
insensitive to the exact choice of the database. As a result, a
good prediction accuracy can be expected when applying the
MOSS-DFT parameters to targets outside of the training set,
provided that the conformational ensemble of the query
compound has been obtained in a similar way.
Figures 1 and 2 show the correlation between shielding

constants and experimental chemical shifts within the
considered RMSD interval. The high R2 coefficients indicate
very good correlations considering the narrow chemical shift
ranges of most of the motifs. Usually, better correlations are
found for 13C than for 1H. This is not unexpected, since the
chemical shift ranges are much smaller in the latter case.
Furthermore, there are significant differences between global
and motif-specific fits. The largest discrepancies between global
and motif-specific slopes are found for arnonhet and arhet,
indicating larger systematic errors in these cases. It has been
previously proposed for Hartree−Fock that the larger degree of
electron correlation in aromatic compounds is responsible for
larger systematic errors,49 but this is still under debate for DFT.
Nevertheless, Table 2 shows that the RMSD values of the
aromatic groups are mostly lower than those for sp3nonhet, which
illustrates the importance of the motif-specific corrections used
here. Another interesting observation is found for motif
sp3nonhet,met: the correlation plots for 13C and 1H show almost
parallel “best fit” lines for global and motif-specific regressions.
At this point, it is unclear whether this result is intrinsic to our
model (i.e., GIAO−DFT with implicit water model and the use
of optimized geometries) or whether it is of purely statistical
nature. The use of a larger sample size with a concomitant
reduction of the spread of the error distribution might be able
to resolve this issue.
3.2. Choice of Basis Set and Exchange-Correlation

Functional. The computational cost of chemical shift
predictions is especially crucial in the field of metabolomics
as often large sets of candidate compounds exist for which
predictions are needed. Clearly, the computational time
required for any QC method to calculate shielding constants
will depend on the size of the basis set. To find an acceptable
trade-off between computational cost and prediction accuracy,
the dependence of RMSD values for 13C and 1H chemical shifts
on the basis set size has been examined. The results for the
sequence pcS-1, pcS-2 and pcS-3 are shown in Table 3. Note

that the average computational time for a single NMR shielding
calculation increases from 1 min for pcS-1 to around 4 h for
pcS-3 on 12 cores. It is found that the RMSD value for 13C
chemical shifts decreases by 0.09 ppm when the pcS-2 basis set
is used instead of pcS-1. The use of pcS-3 only yields a marginal
improvement of 0.03 ppm. Although, on an absolute scale, the
differences between RMSD values of 1H are comparable to
those of 13C, it is clear that changes in the second digit after the

decimal point are already a major accuracy gain for 1H. As for
13C, our results indicate a consistent improvement for 1H
chemical shifts when going to larger basis sets, where the
difference between pcS-1 and pcS-2 is as large as 0.058 ppm.
However, unlike for 13C, the use of B97-2/pcS-3 still leads to a
small improvement by 0.01 ppm compared to B97-2/pcS-2. It
is also interesting to note that there is no obvious relation
between a scaling factor closer to one and a lower RMSD value
(see Tables S1 and S2). Nevertheless, one observes
convergence of the scaling factors in the case of 13C for pcS-
2 to pcS-3. Thus, we can conclude that the accuracy gain results
from an improved correlation between calculated shielding
constants and experimental chemical shifts, but not from the
reduction of the method’s systematic error as reflected by the
scaling factor.
In addition to the basis set convergence, we compared the

performances of two other exchange-correlation functionals.
The results are reported in Table 3. The first functional,
B3LYP, is one of the most widely used hybrid DFT functionals
for organic molecules, whereas the second, BLYP, is a GGA
functional often used in explicit solvent ab initio molecular
dynamics simulations and NMR shielding calculations due to
its numerical efficiency. Compared to B97-2/pcS-2, both
functionals perform slightly worse for 13C with RMSDs of
0.07 and 0.66 ppm for B3LYP and BLYP, respectively.
Interestingly, the prediction performance of both functionals
for 1H is consistent with that of B97-2. Unlike the basis set
dependence, our findings show a correlation between a lower
RMSD and a slope closer to one (see Tables S1 and S2), which
indicates a smaller systematic error.

3.3. Comparison with Empirical Predictions. Since the
time needed for QC predictions is typically orders of
magnitude larger than for empirical predictions, the former
need to deliver a substantial accuracy increase to justify their
use in metabolomics studies. To verify this, we compared the
RMSD values of our MOSS-DFT method to empirical
predictions in Table 4. Likewise, for the QC results above, all

molecules that contained 13C/1H atoms, whose empirically
predicted shifts deviated by more than 7 ppm/0.6 ppm, have
been omitted in the RMSD calculation. We note, however, that
a completely unbiased comparison between both methods is
not possible in our case, because it would require an
independent validation set and therefore the knowledge of
the training set of the NMRPredict program, which is not
available. Our findings show an improvement of more than 1.2
ppm for 13C and 0.1 ppm for 1H of the QC method in terms of
RMSD over the empirical NMRPredict program. Even by using
only a global correction, our QC predictor still outperforms the
empirical predictor. However, predictions that are closely
related to those in the training set are usually predicted by the
empirical method with a very high accuracy, whereas structures
that are dissimilar to the training set tend to be predicted

Table 3. RMS Deviations of Chemical Shifts for Different
Exchange-Correlation Functionals and Basis Sets

XC functional/basis set RMSD 13C (ppm) RMSD 1H (ppm)

B97-250/pcS-151 2.05 0.222
B97-2/pcS-251 1.96 0.164
B97-2/pcS-351 1.93 0.154
B3LYP39/pcS-2 2.03 0.165
BLYP52−54/pcS-2 2.62 0.166

Table 4. RMSD Values for MOSS-DFT (B97-2/pcS-3) and
NMRPredict Chemical Shift Predictions with respect to
experiment

13C RMSDMOSS‑DFT 1.93 ppm

RMSDNMRPredict 3.15 ppma

1H RMSDMOSS‑DFT 0.154 ppm

RMSDNMRPredict 0.255 ppma

aOutliers above 7 ppm (13C)/0.6 ppm (1H) have been excluded
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significantly less accurately. We also investigated the correlation
between the predictions by MOSS-DFT and NMRPredict
(Figure 3) and find that there is no obvious correlation
between the two. Nevertheless, both methods seem to be
complementary in the sense that there are only few predictions
that have large errors in both cases. The low probability of large
errors for either method could be used as additional scoring
information as part of the identification protocol. For example,
if both predictors show a relatively large error for a candidate
structure, it can be assigned a lower matching score.

4. CONCLUSION

In this work, we have presented a new DFT-based chemical
shift prediction approach in aqueous solution, MOSS-DFT,
that is specifically suited for the analysis of metabolites. To
correct for systematic errors, a motif-specific model was
introduced, which goes beyond a common global scaling
correction. Our approach is based on a set of 176 molecules,
where 13C−1H atom pairs have been classified into 6 motifs
based on hybridization, aromaticity, and heteroatom bonding of
the carbon atom. Subsequently, linear regression parameters
have been derived separately for each of the motifs. We found a
total RMSD value with respect to experimental data of 1.93/
0.154 ppm for 13C/1H. This value is 0.43/0.016 ppm lower
than that of the global linear correction. As a general trend,
predictions of atoms that are not bonded to a heteroatom
exhibit a lower error. The best motif-specific RMSD values
were obtained for sp3nonhet,met and arnonhet with 1.15/0.079 ppm
and 1.31/0.118 ppm for 13C/1H atoms. The nonaromatic sp2

atoms have the highest RMSD (3.03 ppm) for 13C, whereas for
1H the highest RMSD of 0.239 ppm was found for arhet. A
comparison of different functional/basis set combinations
suggests that B97-2/pcS-2 is most economical, although B97-
2/pcS-3 is slightly more accurate for 1H. In the case of 1H, no
significant improvement is found for B97-2 and B3LYP
functionals over BLYP. A limitation of the MOSS-DFT
approach is for molecules that form intramolecular hydrogen
bonds. Therefore, future developments and applications of
numerically efficient protocols should focus on the improved
sampling and selection of relevant conformations for further
improvements toward accurate calculations of chemical shifts of

a growing spectrum of synthetic and naturally occurring
molecules.
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ABSTRACT: We explored structural details of fibrils formed by a mutated amyloid β
(Aβ(1-40)) peptide carrying a Phe19 to Lys19 mutation, which was shown to completely
abolish the toxicity of the molecule. Computer models suggest that the positively charged
Lys19 side chain is expelled from the hydrophobic fibril interior upon fibrillation. This can
be accommodated by either a 180° flip of the entire lower β-strand (model M1) or local
perturbations of the secondary structure in the direct vicinity of the mutated site (model
M2). This is accompanied by the formation of a new salt bridge between Glu22 and Lys28
in model M1. Experimentally, a novel contact between Phe20 and Leu34 as well as the
significant structural perturbation of residues 20−23 could be confirmed. However, the
mutated fibrils do not show the formation of any salt bridges. This demonstrates that although morphologically very robust, local
perturbations of the Aβ(1-40) sequence lead to moderate structural alterations with tremendous impact on the physiological
importance of these aggregates, which may suggest alternative strategies for the development of a remedy against Alzheimer’s
disease.

Alzheimer’s disease (AD) is the most common form of
dementia, affecting an estimated 5.5 million people in the

U.S. alone and causing costs of $259 billion alone for the U.S.
healthcare system in 2017.1 The hallmark of AD is the
misfolding and aggregation of the amyloid β (Aβ) peptide to
insoluble fibrils that proceeds via the formation of soluble
oligomers which represent the most common toxic forms of Aβ
aggregates.2−6 A multitude of research approaches has been
dedicated to the characterization of Aβ in its various
aggregation stages over the last two decades,7−11 but our
molecular-level understanding of the disease and the
aggregation process is still incomplete. This is especially
unsatisfactory as residue-specific contacts might exist that are
crucial for the toxicity of Aβ aggregates, which could be
targeted by drugs that selectively suppress these interactions.12

In this regard, Das et al. showed that several Aβ(1-40) variants
that alter the hydrophobic contact between phenylalanine 19
(F19) and leucine 34 (L34) completely abolished the
cytotoxicity of Aβ(1-40).13 This clearly suggests that the
formation of toxic intermediate structures crucially depends on
the F19-L34 contact, found in almost all structural studies of
Aβ(1-40) fibrils.14−24 It is particularly intriguing that the
aforementioned peptides mutated in position F19 all formed
fibrils. While fibril formation occurred at quite different rates
but with relatively similar free energies of formation,25 X-ray
diffraction and transmission electron microscopy data indicated

a high degree of similarity in the morphology between the
fibrils of mutated and wildtype (WT) Aβ.25,26 Thus, to
understand the impact of mutations of the crucial F19-L34
contact, specifically with regard to its importance on the toxic
intermediate structures, more detailed investigations are
required. Here we studied in detail the mutatated F19 to
lysine 19 (K19) variant, termed F19K Aβ(1-40), on a molecular
level and provide a basis for the molecular understanding of the
structural alterations as compared with the WT, allowing us to
deduce to the role of this contact in the formation of toxic
intermediate Aβ aggregates.
In our approach, we investigated the Aβ(1-40) F19K

mutation by combining molecular modeling and molecular
dynamics (MD) simulations with solid-state NMR experiments.
To this end, we started from an existing structural model of
WT Aβ(1-40) fibrils,17 based on which we created two distinct
models for the F19K mutation, as shown in Figure 1. Note that
residues 1 to 8 are not part of the models because they are
missing in the underlying structural data. These residues did
not show any stable secondary structure and are considered to
be mobile and exhibit a random coil conformation.27 We note
that more recently published WT Aβ(1-40) models by Tycko
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et al.20 and Bertini et al.16 were either grown from brain-seeded
fibrils and thus adopt a different structure than fibrils grown
under in vitro conditions20 or are lacking the D23-K28 salt
bridge, contradicting our experimental results for WT Aβ(1-40)
fibrils. Moreover, although structural models with intertwined
protofilaments or antiparallel β-sheets, similar to the Osaka28 or

the Iowa mutant model,29 respectively, cannot be ruled out.30

These structures have not been considered here because the
experimental data obtained so far suggest a very high degree of
similarity between F19K and WT Aβ(1-40) morphologies.
In addition to the postulation of the underlying WT model,

three main assumptions for the modeling of the F19K structure
were made: (I) The newly introduced K19 side chain is
solvated and thus not directed inside the hydrophobic interior
of the fibril. (II) The overall structure of the protofilament units
is similar to those in the WT fibril; that is, two facing parallel β-
sheets are connected by a turn region that comprise similar
sequence regions as in the WT, in agreement with the common
structural models.16,20 (III) Those residues in the upper β-sheet
interact with residues in the lower β-sheet of the second next
peptide strand. Therefore, side chain contacts within the
hydrophobic interior are formed intermolecularly. Fibrils are
modeled as two opposing copies of the cross-β monomers
(Figure S1).
The scheme in Figure 2A illustrates the side chain

orientations, β-sheet content, and the molecular contacts
between residues in the hydrophobic interior of models M1
and M2. Although the models show distinct side chain
orientations, both structures exhibit a hydrophobic core region
of the same size involving two residues of the lower and two
residues of the upper β-sheet, respectively. In case of model
M1, hydrophobic contacts of <3.2 Å are formed between V18
and V36 as well as between F20 and L34/V36, whereas in
model M2 the contacts are formed between side chains of L17
and L34 as well as between F20 and I32/L34. In addition,
Figure 2B shows the populations of these inter-residual
contacts as calculated from the MD simulations. It becomes
apparent that the hydrophobic packing is slightly more compact

Figure 1. Structural models M1 (A) and M2 (B) of mutated F19K
Aβ(1-40) fibrils after 600 ns of MD simulation. Key residues are drawn
in stick representation. Hydrophobic, positively, and negatively
charged side chains are highlighted in silver, blue, and red, respectively.
Note that residues 1 to 8 are not considered in the models because
they were not part of the underlying WT structural model.17

Figure 2. (A) Scheme showing the side chain orientations of selected residues in models M1 and M2. The secondary structure information was
calculated from the MD simulations trajectories using the DSSP algorithm.31 Black dashed lines indicate hydrophobic contacts and red dashed lines
indicate the salt bridges E22-K28 and D23-K28, respectively. (B) Contact maps showing the time averaged population of side chain contacts
between residues belonging to the two opposing β-strands in models M1 and M2. A contact is defined by a distance of ≤3.2 Å between any two
atoms of the residues.
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in model M1 than in model M2. In the first case, all contacts
are ∼100% populated, whereas the distance criterion between
F20 and L34 in the latter is only fulfilled during 30% of the
simulation time. The contact maps also reveal that each model
features a salt bridge in the turn region connecting the two β-
sheets. In model M1, the salt bridge is formed between E22 and
K28 and in model M2 between D23 and K28 with 100%
population. Regarding the presence of charged or polar side
chains in the hydrophobic core, an additional feature is
observed in model M2: Here Q15 is engaged in a contact with
V36, suggesting that even polar side chains can be tolerated to a
certain degree in the hydrophobic core region.
Finally, we investigated the relative stability of the models by

means of a generalized Born surface area analysis. The results
are presented in Table S1. We found that model M1 is ∼27.6
kJ/mol per strand more stable than model M2. If the two
structures were in a direct equilibrium with each other, this
free-energy difference would result in a population ratio of
approximately 9:1 for models M1 and M2, respectively, as
calculated from Monte Carlo simulations.32

Next, we carried out solid-state NMR experiments to
investigate specific structural features of fibrils formed by the
Aβ(1-40) F19K mutant. First, the protonation state of the K19
Nζ side chain was investigated by 15N CPMAS NMR
spectroscopy. Figure 3A shows the 1D 15N NMR spectrum
of fibrils of the Aβ(1-40) F19K mutant, where I32, K19, and
G38 were U-13C/15N labeled. The side chain signal of K19 Nζ

side is detected at 34.7 ppm, which clearly indicates the fully
protonated (and thus positively charged) state of the amine.
Reference values for the protonated and deprotonated states,
which are separated by an approximately −7.5 ppm upfield
shift, are indicated.33

Next, we investigated the secondary structure of selected
amino acids of fibrils formed by the Aβ(1-40) F19K mutant in
comparison with WT Aβ(1-40) fibrils. Several peptides with
alternating 13C/15N labeling schemes were converted into fibrils
and subjected to solid-state NMR measurements, and signal
assignment was achieved in 2D 13C-13C DARR and 13C-15N
HetCor NMR experiments. A complete list of the chemical
shifts for the respective amino acids is given in Table S2. The
structural interpretation of the secondary chemical shift values
is illustrated in Figure 3B and Figure S4. In WT Aβ(1-40)
fibrils, all investigated amino acids showed pronounced β-sheet
character in accordance with the structural model. Only D23,
which is involved in the salt bridge with K28, showed α-helical
conformation. K28 was not studied for WT Aβ(1-40) here, but
according to the literature,16,17 it shows β-sheet-like chemical
shifts. In fibrils of the Aβ(1-40) F19K mutant, significant
chemical shift changes are observed. In the upper β-strand,
residues G37 and V36 are in random-coil structure, while for
I32 two polymorphs are observed with β-sheet or random-coil
chemical shifts, respectively. More drastic are the chemical shift
alterations in the lower β-strand. F20 shows a backbone
conformation in agreement with α-helix, and E22 and D23

Figure 3. Summary of the experimental findings of the main structural features of fibrils formed by the Aβ(1-40) F19K mutant in comparison to WT
Aβ(1-40) fibrils. (A) 15N CPMAS NMR spectrum of fibrils formed by the Aβ(1-40) F19K mutant (sample V2, labeled residues: K19, I32, G38)
indicating the protonation state of the 15Nζ side chain. (B) Summary of the assignment of the secondary chemicals shifts to secondary structure
elements. (C) Section of a 13C−13C DARR NMR spectrum (mixing time 600 ms) of fibrils grown from F19K mutated Aβ(1-40) peptides indicating
the molecular contact between F20 and L34. (D) REDOR dephasing curves for WT Aβ(1-40) labeled in D23 and K28 (black), F19K Aβ(1-40)
labeled in D23 and K28 (blue), and F19K Aβ(1-40) labeled in E22 and K28 (red). Lines represent best fit simulations carried out for 4.0 (black), 7.0
(blue), and 6.0 Å (red); the latter 13C−15N distances are not detectable in REDOR experiments.
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provide chemical shifts at the boundary between random coil
and α-helix. The mutated K19 is found in β-strand
conformation. This indicates that, in particular, the secondary
structure of residues 20 through 23 is significantly perturbed by
the F19K mutation.
Next, we investigated if a hydrophobic contact between the

side chains of F20 and L34 was formed, as suggested in the MD
models. This would be a possible structural consequence of the
K19 side chain rotating out of the hydrophobic fibrillary
interior and pointing toward the aqueous phase. Figure 3C
displays a section of a 13C-13C DARR NMR spectrum of fibrils
grown from the Aβ(1-40) F19K mutant with 13C labels at F20,
E22, and L34. Cross peaks between the F20 ring carbons and
the L34 Cγ, Cδ, and Cε signals are clearly identified, suggesting
a molecular contact between the F20 and L34 side chains.
Finally, 13C−15N frequency selective REDOR NMR experi-

ments were conducted to confirm the presence of the D23-K28
salt bridge in WT Aβ(1-40) fibrils and to explore the salt bridge
preference between K28 and either E22 or D23 in the Aβ(1-
40) F19K variant. For WT Aβ(1-40) fibrils, the increase in the
ΔS/S0 as a function of REDOR dephasing time (Figure 3D)
can be fitted with a 15N−13C distance of 4.0 Å, indicative of the
formation of a stable salt bridge in agreement with the
literature.34 However, no salt bridge could be detected between
either E22-K28 or D23-K28 in fibrils formed by the Aβ(1-40)
F19K mutant.
We also determined 1H-13Cα order parameters of WT and

mutated F19K Aβ(1-40) fibrils, which provide information
about the dynamics in the peptide backbone (Figure S5, Tables
S2 and S3).27 Overall, relatively high order parameters are
measured, which are quite similar for WT and mutated fibrils
and also agree reasonably well between experiment and
simulation. Interesting differences are found for F19 in the
WT and K19 in the mutant. Although the K19 side chain points
out of the hydrophobic interior in contrast with F19, its order
parameters are significantly higher than for F19, indicating that
the structure of the F19K must be very rigid in this region. In
contrast, the flipped architecture of F20, pointing outward in
WT and inward in fibrils of the F19K mutant, has no influence
on the fluctuations of the Cα-H bond vector. D23, which is
engaged in the salt bridge with K28 in WT Aβ(1-40) fibrils, has
a lower order in the F19K mutant, where no such salt bridge is
found. Similarly, E22 is more rigid in the F19K mutant than in
the WT. Finally, somewhat higher order is detected for G33
and V36 in the F19K mutant. Order parameters determined
from the MD for G37 and G38 are significantly lower than
determined in the experiment. This discrepancy might be a
result of different spatial arrangements of the cross-β units with
respect to each other or due to the lower water content in the
experiment.
Cellular studies have shown that mutations of residue F19

forming the important F19-L34 hydrophobic contact of Aβ(1-
40) completely abolish toxicity and hamper membrane
binding.13 The structural basis of this intriguing biological
effect remains enigmatic as fibrils of very similar morphology
are formed by all investigated mutated peptides.25,26 Here we
focus on the F19K mutant of Aβ(1-40) and compare structural
features of MD models with experimental studies. Replacing a
hydrophobic phenylalanine residue by a lysine is accompanied
by a high free-energy penalty of 18.9 kJ/mol considering an
experimentally determined octanol−water hydrophobicity
scale35 and assuming that the Nζ amide remains fully
protonated, which was confirmed experimentally. This suggests

that the K19 side chain is rotated out of the hydrophobic core
of the oligomer/fibril, which could be confirmed experimentally
by detecting a previously unreported hydrophobic contact
between F20 and L34. Such a scenario would require significant
secondary or tertiary structure changes in the vicinity of the
mutated side. Our two MD models considered either local
secondary structure alterations associated with the inside-out
flip of K19 and the outside-in exchange F20 or a 180° rotation
of the entire lower β-strand of the Aβ(1-40) structure (Figure
1). The latter would be energetically more favorable by about
−9.4 kJ/mol considering side chain hydrophobicity.35 To
explore if such a substantial structural alteration was occurring
in the F19K mutants, we investigated the secondary structure of
the fibrils formed by Aβ(1-40) F19K peptides. Indeed,
significant local secondary structure changes were detected,
especially involving residues 20−23 more in agreement with the
local K19 inside-out and F20 outside-in exchange. Furthermore,
a salt bridge between E22 and K28, as predicted in the flipped
β-strand model, was not detected; however, also the salt bridge
between D23 and K28 known for mature WT Aβ fibrils was
absent. It is obvious that the models, which start from the
mature WT fibril structure, are not expected to fully reproduce
all experimentally found features, as the assembly process of the
experimental preparation is not reproduced in the simulation
due to the extended time scales of the aggregation process.
It is structurally understandable that F20 can replace the

mutated position 19 and maintain the important hydrophobic
contacts to I32, L34, or V36. The positively charged K19 side
chain must be expelled from the hydrophobic interior of the Aβ
fibrils, avoiding a high-energy penalty of such an arrangement.
However, this exchange causes significant alterations in the
lower β-strand and abolishes the D23-K28 salt bridge, which is
discussed as a structure stabilizing element of mature Aβ
fibrils.36 However, as shown previously, fibrils of the Aβ(1-40)
F19K variant are only slightly destabilized by ∼0.5 kJ/mol
compared with the WT.25 Nevertheless, all structural alterations
especially relevant for the oligomeric level are crucial enough to
abolish toxicity and prevent membrane binding of the mutated
Aβ peptides.
The abolished toxicity of the F19K Aβ mutant must be the

result of structural changes on the oligomer/protofibrillar level.
Here our understanding is still rather incomplete. A partially
folded structure of Aβ(1-40) in solution revealed a molecular
contact between F19 and G38 stabilizing a C-terminal hairpin,8

indicating the importance of the F19 side chain for the
formation of intermediate structures. In this structure, residues
13 to 23 of Aβ(1-40) form a 310 helix, which is possibly echoed
in the significant perturbation of the β-strand structure that we
observed for residues 20−23 (Figure 3B). Another study also
reported the absence of the F19-L34 contact in large oligomers
of Aβ(1-40).37 Controversially, the F19-L34 contact was clearly
shown in other preparation of smaller oligomers36,38 and also in
protofibrils of Aβ(1-40).22 In Aβ(1-42) oligomers, contacts of
F19 with L3410 or Ile31/Ala3039,40 have been observed, again
underlining the importance of the F19 side chain in the
structure formation in intermediate Aβ species. From these and
our findings, it becomes clearer that a perturbation of residue
F19 is causative for the major changes in the observed Aβ
toxicity.
It should be emphasized that the mutations created in

position 19 of Aβ peptides were not motivated to study
biological effects per se, although the high relevance of this
position for the toxicity was demonstrated. In the human
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genome, there is indeed a single nucleotide polymorphism
(SNP) known involving position F690 in the amyloid precursor
protein (APP), which corresponds to position 19 in Aβ(1-40).
The dbSNP database (https://www.ncbi.nlm.nih.gov/projects/
SNP/) lists a known exchange of phenylalanine to leucine
(rs201724975). It is, however, not known whether individuals
who carry this mutation are susceptible to developing AD. The
results of our study may also suggest an alternative strategy in
the development of a remedy against the disease. Instead of
finding antibodies that target a specific epitope of oligomeric
Aβ structures, small molecules that specifically affect the F19-
L34 hydrophobic contact may represent an attractive
alternative strategy.
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habe ich als solche kenntlich gemacht. Des Weiteren versichere ich, dass ich diese
Arbeit an keiner anderen Institution eingereicht habe.

Mir ist bekannt, dass bei Angabe falscher Aussagen die Prüfung als nicht bestanden
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