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1 INTRODUCTION

AI-based systems offer solutions for information extraction (e.g., finding information), information transformation
(e.g., machine translation), classification (e.g., classifying news as fake or true), or decision support (e.g., providing
diagnoses and treatment proposals for medical doctors) in many real-world applications. The solutions are based on
machine leaning (ML) models and are commonly offered to a large and diverse group of users, some of them experts,
many others naïve users from a large population. Nowadays and in particular deep neural network architectures are
black-boxes for users and even developers [1, 4, 9] (also cp. [6]). A major goal of Explainable Artificial Intelligence (XAI)
is making complex decision-making systems more trustworthy and accountable [7, p. 2]. That is why XAI seeks to
ensure transparency, interpretability, and explainability [9].

Common to most users is that they are not able to understand the functioning of the AI-based systems, i.e., those are
perceived as black-boxes. Humans are confronted with the results, but they cannot comprehend what information was
used by the system for reaching this result (interpretability), and in which way this information was processed and
weighted (transparency). The underlying reason is that an explicit functional description of the system is missing or
even not possible in most Machine-Learning-(ML)-based AI systems – the function is trained by adjusting the internal
parameters, and sometimes also the architecture is learned from a basic set of standard architectures. However, natural
language and speech-based explanations allow better explainability [1, p. 11] due to interactive post hoc explanations
in from of an informed dialog [7, p. 2]. Additionally, AI is also addressed by regulations, e.g., of the EU [2, 3], and thus
becomes even more relevant for industry and research. Here, not at least recognition of bias in AI systems’ decision
plays an important role.

2 WHAT DOWE KNOW ALREADY?

XAI has attracted much attention to increase trust in AI-based systems, and finally to enable acceptance. Here, our
perspective on trust follows Ribeiro’s et al. [8] approach. They differentiate two different aspects of trusting in an (AI)
model: “(1) trusting a prediction” (or decision), and “(2) trusting a model, i.e. whether the user trusts a model to behave
in reasonable ways if deployed”. Trusting in a prediction is the crucial aspect for a user affected by the decisions of an
AI system. Trust means, the user trusts to a sufficient degree in the (factual) correctness of the model’s decision [8].
Especially when interacting with an AI system in a human-like manner (e.g., by natural language), trust is strongly
related to the user’s perceived competence of an AI system. Systems able to provide comprehensible explanations will
potentially show a higher competence than systems just providing decisions or predictions, without any explanation.
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XAI frequently focuses on what information is encoded in a model’s intermediate representation. One way to do
this inspection is through different kinds of probing tasks that enable to study the behavior of the AI model towards
different input. Another way is to use saliency methods that show activation of model features when providing a certain
output. The saliency maps can be applied to the input space, thus highlighting which input information has served to
what degree in providing the desired output.

Evaluations in the context of textual explanations show that automatically generated explanations can increase human
understanding, trust and confidence in the AI system for certain tasks [5]. However, whereas graphical highlighting
might be helpful for experts, it comes to its limits when more complex relationships are to be analyzed. Such complex
relationships could better be presented via natural language, which is our common way to express relationships between
entities, and to pronounce judgments. Natural explanations are contrastive, selective and social [7] and argumentation-
based dialogs are the most suitable for this purpose [10, p. 14]. We thus advocate for explanations about the behavior of
AI-based systems which are generated in the form of natural language, and preferably using speech.

Let’s take the example of a decision support system for medical doctors, which provides diagnosis support for kidney
transplant patients. The doctor would have to find and justify his own diagnosis; knowing the reasons why the system
proposes a certain diagnosis (e.g., the physiological parameters, comparable cases, risk factors, etc.) would enable him
to judge his own and the system’s diagnosis, and to better consider all relevant information for the decision. Another
example is an AI-based system that identifies fake news on a public news channel: The system might provide reasons
on why it judges certain news to be fake, e.g., by citing contradicting trustworthy information, highlighting the source
of the fake news, or others.

A speech-based system could provide such explanations in a rather unobtrusive way. It could be triggered by the
user who would like to know more about the basis for the decision. The user could ask a rather general question (“What
makes you confident that this information is fake?”) or a more specific one (“Did the author of this news article already
spread fake news?” or “Which political party does he belong to?”).

3 HOW DO WE STUDY THE PHENOMENON?

Research on this topic requires empirical analysis with a range of systems showing different degrees of performance,
and offering different ways of providing explanations. The explanations could be given via text or speech; they could be
given one-shot, as a user-driven question-answer dialog, or via a more system-initiative conversation. Explanations
could include external sources of information which could be distinguished via voice characteristics, and use prosodic
features, e.g., to gradually express confidence . Ultimately, speech and natural language could be combined with other
modalities to enable multimodal explanations, adapted towards the user’s needs and usage situation.

With such systems, comparative empirical studies should be carried out, comparing different system versions with
different ways of generating explanations. The empirical studies should be performed with a representative group
of users of the target application (if possible), as the users’ needs for explanations might duffer according to their
background knowledge.

4 WHATWEWOULD LIKE TO KNOW?

The aim of this research is to enable AI systems which provide helpful and comprehensible explanations to the users. A
proper form and of post hoc explanations could help to increase trust in the system, and finally its acceptance. Speech-
based systems are particularly adequate for this purpose, as speech characteristics could be dedicatedly manipulated to
increase explainability.
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5 WHAT DO I WANT TO LEARN FROM DIFFERENT DISCIPLINES?

For appropriate generation (form and degree of detail) of explanations we count input from cognitive psychology
and psychology of explanations as well as argumentation (as part of NLP). Social sciences are important concerning
acceptance beyond pure performance of AI-systems (cp. [1, 7]). AI and XAI are needed for extraction of information
provided in conversational explanations.

6 WHAT DOWEWANT TO TEACH OTHER DISCIPLINES?

Knowledge about how speech and language technology can be used to provide (and evaluate) explanations in AI will
open a powerful tool to the (X)AI research community. We expect that knowledge on speech technology, dialog design,
argumentation and natural language generation will enable better explanations for different types of applications.
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