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Zusammenfassung
Das Ziel dieser Doktorarbeit ist die Entwicklung eines Phasenfeldmodells, welches die
mathematische Beziehung zwischen den thermomechanischen Belastungen und der
Rissinitiierung sowie der Rissausbreitung in polykristallinen Werkstoffen beschreiben
kann. Die Mikrostrukturen werden durch einen Voronoi-Tessellierungsalgorithmus
erzeugt und jedes Korn ist zufällig orientiert. Die numerischen Beispiele zeigen die
Fähigkeit des entwickelten Modells zur Vorhersage des thermomechanischen Risswach-
stums in polykristallinen Werkstoffen. Darüber hinaus werden die Auswirkungen der
Korngröße auf das Bruchverhalten untersucht.

Abstract
A phase-field model for crack initiation and propagation in polycrystalline materials
under thermomechanical loadings is proposed. Therefore, the thermomechanical cou-
pling constitutive model is implemented, while an evolving phase-field captures the
diffuse crack. Microstructures are generated by a Voronoi tessellation algorithm with
randomly distributed material orientation for each grain. The numerical examples
presented in this thesis demonstrate the capability of the proposed model to predict
thermoelastic crack evolution in polycrystalline materials. Furthermore, the effects of
grain size on the fracture behavior are investigated.
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1
Introduction

1.1 Motivation and state of the art

Crack growth can lead to loss of structural integrity and catastrophic failure as shown

in Fig. 1.1. Therefore, accurate prediction of crack development in technical struc-

tures and components plays a pivotal role in the most diverse industrial sectors, rang-

ing from mechanical engineering to renewable energy [190].

Polycrystalline materials, such as alloys and ceramics, are composed of many small

randomly oriented grains at micro- and mesostructural level. The macroscopic frac-
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Figure 1.1: Serious cases of engineering failures caused by crack growth in the recent past. a
A high-speed ICE train disaster on June 3, 1998 [212]. b Collapse of the oil tanker Prestige on
November 19, 2002 [212].

ture is originated mainly from crack evolution in the microstructure, and the direction

of crack propagation is often changed from grain to grain depending on the grain ori-

entation. Thus, failure prediction is essential for the development of high performance

polycrystalline materials.

Thermally induced stress is one of the common causes of failures in polycrystalline

materials, such as cooling of silicon carbide ceramics and thermal barrier coatings

(TBCs) for high-pressure turbine blades. The inhomogeneous temperature gradients

may lead to the emergence of complex crack patterns in polycrystalline materials.

Fig. 1.2 illustrates different failure stages in polycrystalline materials. It can be

seen from the figure that the direction of crack propagation is not consistent. Fur-

thermore, two types of fracture behavior, intergranular fracture (cracks following the

grain boundaries) and transgranular fracture (cracks growing through the grains), are

observed in this microstructure. Intergranular fracture may occur when the orienta-

tion of the neighbouring grain resists crack propagation from the neighboring trans-

granular fracture systems [184].

The total service life of polycrystalline materials is strongly influenced by the frac-

turing processes at micro- and mesostructural level (see Fig. 1.2). Moreover, the inho-
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mogeneous stress distribution in polycrystalline solids may be considered as a random

variable, which cannot be determined by means of analytical methods. Thus, highly

accurate prediction of thermoelastic crack nucleation and propagation in polycrys-

talline materials is still a complex and challenging task [180, 184].

The aim of this work is to propose a phase-field model for simulating thermoelastic

fracturing processes in polycrystalline materials, taking into account the thermoelastic

fracture behavior of anisotropic materials.

Figure 1.2: Crack nucleation and propagation in polycrystalline materials [14].

1.1.1 Phase-field models for isotropic brittle fracture

The fundamental theory to predict crack initiation and propagation in brittle solids

was given by Griffith [101]. In order to deal with the stress field ahead the crack tip,

the stress intensity factor was introduced by Irwin [121]. Analytical methods are

mostly used to solve simple problems of fracture mechanics. However, research has

consistently shown that the fracture problems comprise special characteristics, e.g.

complex geometries and boundary conditions. Hence, a considerable amount of liter-

ature has been published on advanced computational techniques for simulating crack
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growth, e.g. the extended finite element method (XFEM), the embedded finite ele-

ment method (EFEM), cohesive zone models (CZM), virtual crack closure technique

(VCCT) and linear elastic fracture mechanics (LEFM) [173]. The main challenge

faced by many researchers is that the application of these methods has some limi-

tations, such as tracking of arbitrary propagation, branching and pattern of cracks.

To circumvent these drawbacks, a new strategy called phase-field method was de-

veloped in the late 1990’s. In this method, the crack surface is represented by the

diffuse phase-field parameter s which ensures a continuous transition between undam-

aged (s = 1) and totally damaged material (s = 0). Based on the phase-field evolu-

tion equation, the requirement for additional ad-hoc criteria is removed. This specific

feature results in that the phase-field method has a big advantage over the discrete

approach for modelling curved crack paths, crack kinking and branching angles, as

well as crack-front segmentation [50]. The phase-field model for brittle fracture which

unfolded from the pioneering work of Francfort & Marigo [87] has been improved by

many researchers [52, 166, 171]. Furthermore, the phase-field method has been ex-

tended to simulate ductile fracture [10, 12, 27], crack propagation at finite strains [34],

cohesive fracture [57, 84, 191], crack propagation in shell structures [126, 127] and

fatigue crack growth [154, 226, 228], as well as dynamic fracture [110, 114, 115].

The phase-field model for brittle fracture was first proposed by Bourdin et al. [41] (see

also [42, 190, 235, 252]). The model proposed by Bourdin et al. [41] is numerically

isotropic in the sense that there is no distinction between the fracture behavior in ten-

sion and compression.

In order to avoid physically unrealistic crack evolution under compressive loadings,

the volumetric/deviatoric split was proposed by Amor et al. [13]. In their method,

the elastic strain energy density is decomposed into a volumetric part and a devia-

toric part. In case of compression, the degradation function is only allowed herein
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to be coupled with the deviatoric part of the elastic strain energy density. The vol-

umetric/deviatoric split has been applied by many researchers [132, 221, 223, 224].

Alternatively, Miehe et al. [169] introduced a spectral split based on the spectral de-

composition of elastic strains together with the assumption that the evolution of the

crack phase-field is only conducted by positive principal elastic strains. Various stud-

ies have been carried out by means of the spectral split [49, 126, 179, 295]. In order to

take advantage of the linear nature of the isotropic model [41] whilst preserving un-

realistic crack evolution in compression, the hybrid model was introduced by Ambati

et al. [11]. That is, the stress-strain relation is still given from the isotropic model

[41], while a different one is postulated for the driving energy density in the phase-

field evolution equation that is associated with those numerically anisotropic phase-

field models [13, 169]. This numerical feature has attracted considerable attention (see

also [69, 123, 205, 277, 294]).

Despite the growing applications of the phase-field method in modelling crack

growth in compression, none of the exciting models are capable of capturing crack

propagation under compressive loadings correctly [145]. Moreover, until now, self-

contacts algorithms have not yet been implemented in the phase-field modelling of

fracture.

1.1.2 Phase-field models for brittle fracture in polycrystalline ma-

terials

Nowadays, many components in engineering and industrial applications are designed

using polycrystalline materials (e.g. metals, alloys and ceramics). However, conven-

tional methods such as strength calculation cannot be used to simulate crack propa-

gation in polycrystals, and the modelling of inter- and transgranular crack propagation

may be a major challenging task to study among many researchers [28, 230, 248].
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In order to accurately simulate crack nucleation and propagation in polycrystalline

materials, many numerical methods have been developed in the past few decades.

These methods can be broadly divided into two categories: discrete crack approach

and diffuse crack approach.

In the discrete crack approach, the sharp crack topology is represented using a sin-

gular element near the crack tip, in which stress intensity factors (SIFs) can be pre-

cisely calculated. Sfantos & Aliabadi [230] employed the boundary element method

(BEM) for modelling intergranular crack propagation in polycrystals. This work has

been extended by Benedetti et al. [30] to simulate stress-corrosion cracking (SCC) in

polycrystalline structures. More recently, the dual boundary element method (DBEM)

was applied for modelling crack evolution in polycrystalline materials [197, 198]. Fur-

thermore, Sukumar et al. [248] simulated crack propagation through a polycrystalline

structure by means of the extended finite element method (XFEM), which involves

local enrichment of approximation spaces based on the partitioning of unity concept.

However, this method is very time consuming, especially in the calculation of complex

crack paths.

Until now, the number of contributions concerning the phase-field modelling of

crack initiation and propagation in polycrystalline materials is very limited. Clay-

ton & Knap [55] carried out a phase-field model for three-dimensional fracture prop-

agation in polycrystalline materials at finite deformations. In their work, a second

order tensor ω was used to enforce the crack propagation along one preferential plane.

Nguyen et al. [184] used as well this phase-field model for simulating the failure pro-

cess in polycrystalline solids whereas they extended the simulation by inserting cohe-

sive zone elements in terms of grain boundaries to investigate the effect of interphase

failure processes. Here, the elastic strain energy density function was modified un-

der compressive loadings, and a staggered solution scheme within the finite element
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framework was used. Some selected parameters in the proposed anisotropic phase-

field model were analyzed. Paggi et al. [190] presented a phase field model for brittle

fracture to apply it for crack propagation in solar-grade polycrystalline silicon. The

isotropic phase-field model for crack propagation in brittle solids was applied whereas

the value of the critical energy release rate depends on the material orientation [41].

1.1.3 Phase-field models for thermoelastic fracture in polycrystalline

materials

Thermal stress induced fracture has gained considerable attention among many re-

searchers, because the temperature gradient plays a pivotal role in the fracturing pro-

cess [93, 94]. The investigations in this contribution are exclusively related to spon-

taneous processes where time-dependent mechanisms should not play an important

role.

Evans [78] presented the experimental analysis of microcrack nucleation and growth

caused by anisotropic thermal expansion. Further on, the experimental investigations

of the effects of the residual stresses on thermoelastic fracture behavior in alumina

ceramics were carried out by Yousef et al. [284].

In order to reduce the experimental costs and make new representations which are

experimentally impossible, numerical methods have been applied. In the work by

Prasad et al. [199, 201], DBEM was applied for solving thermoelastic fracture prob-

lems. Willam et al. [270] introduced zero-thickness interface models for thermoelastic

damage evolution in heterogeneous materials. In the work by Zamani & Eslami [285],

XFEM was used for simulating dynamic thermal fracture. More recently, Sapora &

Paggi [216] proposed a coupled cohesive zone model for modelling thermally induced

debonding phenomena at imperfect interfaces. Geraci & Aliabadi [93, 94] introduced

a thermomechanical cohesive model for predicting inter- and transgranular fracturing

7



processes in polycrystalline materials under thermomechanical loadings.

Some applications of phase-field models to thermomechanical fracture are reported

for instance in [132, 164, 168, 223]. Corson et al. [58] proposed a phase-field model

for simulating oscillatory crack evolution in brittle materials under thermomechani-

cal loadings. Bourdin et al. [42] introduced a phase field model for dynamic thermal

fracture. Dittmann et al. [68] developed a phase-field model to solve thermo-fracture

mechanical contact problems at finite strains. Badnava et al. [23] introduced an adap-

tive phase-field method to simulate thermoelastic crack growth in brittle materials.

Nguyen et al. [185] proposed a chemo-thermo-mechanical phase-field model for simu-

lating complex fracturing processes in cement-based materials. In the work by Wang

et al. [264], explicit time-integration schemes were applied for solving thermomechani-

cal fracture problems.

All those phase-field models neglected the anisotropic thermal properties, and the

investigation of the effects of grain size on the fracture behavior in polycrystalline

solids was still missing. Therefore, the anisotropic properties, such as anisotropic

elastic modulus, anisotropic thermal conductivity, and anisotropic thermal deforma-

tion, need to be considered in the proposed model. Moreover, the proposed model

should be able to simulate various kinds of thermomechanical fracturing processes, i.e.

thermoelastic crack propagation: (i) in a sole material; (ii) in a bi-material; (iii) in a

multi-layered material; (iv) in polycrystalline materials.

1.1.4 Adaptive phase-field models for brittle fracture

The spatial discretization h cannot be larger than the crack width κ in the imple-

mentation of finite element methods for phase-field modelling of crack initiation and

propagation [114, 115]. In other words, the phase-field model for fracture needs a fine

mesh rather than a coarse mesh [108]. The most trivial one is the globally pre-defined
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mesh wherein the high solution accuracy is achieved by a very large number of mesh

elements, hence the globally pre-defined mesh becomes computationally expensive

[179]. One of the other methods that has proven its ability to reduce the computa-

tional time is the locally pre-defined mesh. However, the locally pre-defined mesh re-

finement cannot be applied to simulate crack evolution at arbitrary locations since

the (unknown) crack path is dependent on the locally pre-defined mesh refinement

[107]. In contrast to the uniform and locally pre-defined mesh refinements, the adap-

tive mesh refinement allows us to recover optimal convergence rates [108]. Burke et al.

[45] first proposed the adaptive phase-field model for crack evolution in brittle ma-

terials. Borden et al. [40] developed an adaptive phase-field model to solve dynamic

fracture problems. Heister et al. [107] proposed a primal-dual active set method and

predictor-corrector mesh strategy for simulating crack nucleation and propagation in

two-dimensional structures. This work has been extended to solve three-dimensional

fracture problems [108], too. Multi-level hp-refinement was applied for phase-field

modelling of crack propagation in the work by Nagaraja et al. [179]. Mang et al. [157]

introduced a residual-type error estimator for adaptive phase-field analysis of crack

growth. However, the most adaptive phase-field models were applied to simulate crack

growth in tension and shear. Few attention was paid to the simulation of crack evolu-

tion in compression and therefore further studies would be necessary.

1.2 Research objectives and overview

In the first step, the existing phase field models are derived and reviewed. Next, simu-

lations of compressive fracturing processes are performed. Furthermore, representative

examples are applied to illustrate the potential of the proposed model for simulating

thermoelastic crack evolution in polycrystalline materials. At last, an adaptive phase-

field model is used for modelling compressive crack growth.
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This thesis is structured as follows: In Chapter 2, the basic concepts of continuum

mechanics and thermodynamics are presented. The review focuses on the balance

equations for mass, linear momentum, angular momentum, energy and entropy.

Chapter 3 introduces phase-field models for brittle fracture. On this subject, Grif-

fith’s criterion in the linear elastic fracture mechanics is first presented. This chapter

further reviews the diffuse description of crack surfaces by means of the phase-field

method. Thereafter, the theory pertaining to the variational phase-field approach for

brittle fracture is provided.

Chapter 4 starts with a quasi-static fracture problem. The performances of four

commonly used phase-field models for simulating crack evolution are investigated.

Furthermore, the compressive fracturing processes in a specimen containing two paral-

lel preexisting cracks are simulated, and the results are discussed in detail.

Chapter 5 and Chapter 6 demonstrate the capability of the proposed model for

predicting crack evolution in anisotropic solids under isothermal and non-isothermal

conditions.

In Chapter 7 an adaptive mesh refinement strategy [107] is used for modelling com-

pressive fracturing processes in a PBX 9502 plate.

Chapter 8 concludes the thesis and gives an outlook on future research.
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2
Basics of continuum mechanics

This chapter describes the basic relations concerning continuum mechanics and ther-

modynamics. In Sect. 2.1, the basic concepts of kinematics are reviewed under the

assumption of small deformations. Next, the balance equations of mass, linear and

angular momentum, and the fundamental laws of thermodynamics are described in

Sect. 2.2. Furthermore, the Hamilton’s principle is introduced in Sect. 2.3. For an

in-depth understanding of continuum mechanics the reader is referred to standard

books, e.g. Bertram & Glüge [32], Betten [33], Bower [43], Naumenko & Altenbach
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[180] and Willner [271]. The basic concept of continuum mechanics is presented in the

lecture notes of Steinmann [244].

Figure 2.1: Material domain at the reference (undeformed, Ω0) and current (deformed, Ωt) con-
figurations.

2.1 Kinematics

The statements in this chapter refer to a deformable material domain Ω with bound-

ary ∂Ω in Euclidean space E3 as shown in Fig. 2.1. The initial position of the ma-

terial point P in the reference configuration is denoted with X. Its position in the

current configuration is referred to as x. The motion is described by a mapping of the

initial position of a material point P in the reference configuration Ω0 at time t0 into

the current configuration Ωt at time t, i.e.

x = φ(X, t). (2.1)

The displacement vector u is defined as

u = x−X. (2.2)
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The velocity vector v and acceleration vector a are obtained from the time derivative

of the displacement vector u, i.e.

v =
du

dt
= ẋ, (2.3)

and

a =
dv

dt
=
∂v(X, t)

∂t
= v̇ = ẍ. (2.4)

The deformation gradient describes the deformation of infinitesimal vectorial line ele-

ments

F (X, t) =
∂x

∂X
=

∂φ

∂X
=
∂(X + u(X, t))

∂X
= 1+∇u(X, t), (2.5)

where 1 denotes the identity tensor of second order. The deformation gradient is non-

singular, i.e.

FdX ̸= 0 for all dX ̸= 0. (2.6)

Consequently, the determinant of the deformation gradient is non-zero

J = detF ̸= 0, (2.7)

and thus the inverse of the deformation gradient is defined as

F−1 =
∂X

∂x
=
∂φ−1(x, t)

∂x
. (2.8)

According to the polar decomposition theorem, the deformation gradient F can be

rewritten as

F = RU = V R, RTR = 1, U = UT , V = V T , (2.9)
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with a rotation tensor R, a right stretch tensor U and a left stretch tensor V .

For the description of strains during the motion of a body the change in squared

length of these elements ds2 = dx · dx and dS2 = dX · dX is given by

dx · dx− dX · dX = FdX · FdX − dX · 1dX = dX · F TFdX − dX · 1dX

= dX ·
(
F TF − 1

)
dX = dX · (C − 1)dX = dX · 2EdX,

(2.10)

where C = F TF is denoted as the right Cauchy-Green tensor, and E is defined as the

Green-Lagrange strain tensor

E =
1

2
(C − 1) =

1

2

(
F TF − 1

)
=

1

2

(
[1+∇u]T [1+∇u]− 1

)
=

1

2

(
∇u+ [∇u]T

)
︸ ︷︷ ︸

Elin=ε

+
1

2
[∇u]T∇u︸ ︷︷ ︸

En1

.
(2.11)

In this work the deformations are assumed to be small, i.e. ∥∇u∥ ≪ 1. Therefore, the

quadratic term in Eq. (2.11) can be neglected, and the Green-Lagrange strain tensor

E reduces to the infinitesimal strain tensor ε

ε =
1

2

(
∇u+ [∇u]T

)
. (2.12)

2.2 Balance equations

This section describes the fundamental balance equations in continuum mechanics,

such as balance equations of mass, linear and angular momentum, energy and en-

tropy.
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2.2.1 Balance of mass

The mass m of a solid body is obtained by integration

m(x, t) =

∫
Ω
ρ(x, t) dv, (2.13)

with the mass density ρ.

Assuming that the mass m is conserved during the motion, the change of mass m

in time takes the form

ṁ(x, t) =
d

dt

∫
Ω
ρ(x, t) dv. (2.14)

The local form of the balance of mass is given by

ρ̇(x, t) + ρ(x, t)divu̇ = 0. (2.15)

2.2.2 Balance of linear momentum

By Eq. (2.13), the linear momentum is defined as

P (t) =

∫
Ω
ρu̇dv. (2.16)

We assume that a solid body Ω is subjected to a body force (volume force) b(x, t) and

the Cauchy traction vector t(x,n, t) on the surface as shown in Fig. 2.2. The change

of linear momentum P in time is equal to the sum of all external forces (volume and

surface forces) acting on the body

Ṗ =
d

dt

∫
Ω
ρu̇ dv =

∫
Ω
ρb dv +

∫
∂Ω

tda. (2.17)
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By means of the divergence theorem, the surface part can be recovered by

∫
∂Ω

tda =

∫
∂Ω

σ · nda =

∫
Ω
divσ dv. (2.18)

The local form of the balance of linear momentum can be obtained from Eq. (2.17),

i.e.

ρü = divσ + ρb. (2.19)

Figure 2.2: Description of the body and surface forces acting on the body.

2.2.3 Balance of angular momentum

The angular momentum J relative to a fixed point x0 is defined as

J(t) =

∫
Ω
(x− x0)× ρu̇dv, (2.20)
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where × denotes the cross product of two vectors. According to the balance of angu-

lar momentum, the change of angular momentum J in time is equal to the resultant

applied moment of the surface and external sources acting on the body, i.e.

J̇(t) =
d

dt

∫
Ω
(x− x0)× ρu̇dv =

∫
Ω
(x− x0)× b dv +

∫
∂Ω

(x− x0)× tda. (2.21)

A consequence of the balance of angular momentum is the symmetry of the Cauchy

stress tensor, i.e.

σ = σT . (2.22)

For a proof, e.g. see Ref. [244].

2.2.4 First law of thermodynamics

The first law of thermodynamics postulates that the total energy remains constant

during any change which may occur in it.

The kinetic energy is given by

K =

∫
Ω

1

2
ρu̇ · u̇dv. (2.23)

Furthermore, the balance of the mechanical energy takes the form

Pext = K̇ + Pint, (2.24)

and states that the external mechanical power Pext is equal to the sum of the stress

power Pint and the rate of kinetic energy K̇. The external mechanical power is given

by

Pext =

∫
Ω
b · u̇dv +

∫
∂Ω

t · u̇ da. (2.25)
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The stress power Pint is conveniently expressed in terms of the stress tensor and the

rate of the strain tensor, i.e.

Pint =

∫
Ω
σ : ε̇dv. (2.26)

In order to include the thermal energy contribution, the thermal power Q is defined

as

Q =

∫
∂Ω
q da+

∫
Ω
r dv, (2.27)

with the heat sources r and the heat fluxes q.

Figure 2.3: Description of the heat flux.

According to the Stoke’s heat flux theorem, the scalar fluxes are obtained from the

heat flux vectors and outward unit normals (see Fig. 2.3), i.e.

q(x, t,n) = −q(x, t) · n. (2.28)
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The internal energy of a body is given by

E =

∫
Ω
ρedv, (2.29)

where e denotes the specific internal energy. The rate of the internal energy E is equal

to the sum of the thermal power Q and the stress power Pint, i.e.

Ė = Pint +Q. (2.30)

By substituting (2.24) into (2.30), the rate of the total energy (E + K) is balanced by

the external stress and thermal power

Ė + K̇ = Pext +Q. (2.31)

As a consequence, the local form of the first law of thermodynamics is defined as

ρė = σ : ε̇+ r − divq. (2.32)

2.2.5 Second law of thermodynamics and Helmholtz free energy

Another balance law, which states that the thermodynamic process follows a certain

direction of the energy transfer, is known as the second law of thermodynamics. This

directional aspect is described by the entropy S that is defined as a measure of disor-

der in a body

S =

∫
Ω
ρχdv, (2.33)

with χ = χ(x, t) denoting specific entropy per unit mass. According to the balance

of entropy, the rate of the entropy S is equal to the sum of the entropy production Γ
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plus the entropy supply H (due to heat sources and heat fluxes)

Ṡ = H+ Γ, (2.34)

where the entropy production Γ is non-negative, i.e.

Γ = Ṡ − H ≥ 0, (2.35)

which provides the entropy inequality. Furthermore, the entropy supply H is given by

H =

∫
Ω

r

θ
dv −

∫
∂Ω

q

θ
· nda, (2.36)

where θ = θ(x, t) > 0 presents the thermodynamic (or absolute) temperature.

By substituting Eq. (2.33) and Eq. (2.36) into Eq. (2.35), the second law of thermo-

dynamics can be expressed in form of the Clausius-Duhem inequality

Γ =
d

dt

∫
Ω
ρχ dv +

∫
∂Ω

q

θ
· nda−

∫
Ω

r

θ
dv ≥ 0, (2.37)

which can be rewritten as

Γ =

∫
Ω
ργ dv ≥ 0, (2.38)

with the divergence theorem and the local entropy production γ

γ = χ̇+
1

ρ
div

(
q

θ

)
− r

ρθ
= χ̇+

1

ρ

[
1

θ
divq − 1

θ2
q · ∇θ

]
− r

ρθ

= χ̇+
1

ρθ

[
divq − r − 1

θ
q · ∇θ

]
≥ 0.

(2.39)

Considering the fact that heat flows from the warmer region to the colder region as
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shown in Fig. 2.4, the heat conduction inequality is expressed as

−q · ∇θ ≥ 0, (2.40)

where the heat flux q is given by Fourier’s law q = −K∇θ with a thermal conductiv-

ity tensor K.

Figure 2.4: Description of the heat transfer.

The Clausius-Planck inequality is defined as

Dint =
1

ρ
σ : ε̇− (ė− θχ̇) ≥ 0, (2.41)

which describes the internal dissipation per unit mass.

Furthermore, the specific (Helmholtz) free energy per unit mass ψm is given by

ψm = e− θχ, (2.42)

and its time derivative takes the form

ψ̇m = ė− θ̇χ− θχ̇. (2.43)

For phase-field modelling of fracture, it is convenient to relate to volume rather than
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mass, i.e.

ψ = ρψm. (2.44)

By substituting Eq. (2.44) into Eq. (2.41), the internal dissipation per unit volume can

be expressed as

Dint = σ : ε̇− (ψ̇ + ρθ̇χ) ≥ 0. (2.45)

In case of isothermal conditions (θ̇ = 0), this inequality is rewritten as

Dint = σ : ε̇− ψ̇ ≥ 0. (2.46)

2.3 Hamilton’s principle

Let us consider the Dirichlet boundary conditions on ∂Ωq ⊆ ∂Ω and Neumann bound-

ary conditions on ∂Ω∇q ⊆ ∂Ω in terms of the local fields q and their derivatives {∇q,

q̇}. The Lagrangian is defined as

L =

∫
Ω
Ldv = K −Π, (2.47)

where K = K (q,∇q, q̇), Π = Π(q,∇q, q̇) and L = L (q,∇q, q̇) are defined as the

kinetic energy, potential energy and Lagrangian density, respectively.

For arbitrary times t1 < t2, the Hamilton’s principle is expressed as

∫ t2

t1

(δL+ δW) dt = 0, (2.48)

where δW is defined as the virtual work δW and δL is denoted as the variation of the

Lagrange density.

In order to apply the Hamilton’s principle for deriving the phase-field evolution

equation (for more detail, see Sect. 3.2.3), the appropriate requirements of applica-
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tions are presented in the following Lemmas (described in the work by Bedford &

Passman [26], pp. 36-37).

Lemma 1 Let W be an inner product space, and consider a C0 field h : Ω× [t1, t2] →

W. If the equation ∫ t2

t1

∫
Ω
h · q dv dt = 0, (2.49)

holds for every C∞ field q : Ω × [t1, t2] → W that vanishes at time t1, at time t2, and

on ∂Ω, then h = 0 onΩ× [t1, t2].

Lemma 2 Suppose that ∂Ω consists of complementary regular sub-surfaces ∂Ωq and ∂Ω∇q.

Let W be an inner product space, and consider a function h : ∂Ω∇q × [t1, t2] →W that

is piecewise regular and continuous in time. If the equation

∫ t2

t1

∫
∂Ω∇q

h · q dadt = 0 (2.50)

holds for every C∞ field q : Ω × [t1, t2] → W that vanishes at time t1, at time t2, and

on ∂Ωq, then h = 0 on ∂Ω∇q × [t1, t2].
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3
Phase-field models for brittle fracture

This chapter first describes the Griffith’s criterion of brittle fracture in Sect. 3.1. Next,

the phase-field models for isotropic and anisotropic fracture are presented in Sect. 3.2

and Sect. 3.3, respectively. Furthermore, initial values and boundary conditions for

phase-field modelling of fracture are briefly discussed in Sect. 3.4. Finally, three com-

monly used methods for the irreversibility of the crack phase-field are introduced in

Sect. 3.5.
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3.1 Linear elastic fracture mechanics: Griffith’s criterion

Consider the first law of thermodynamics

Ė + K̇ = Pext +Q, (3.1)

where Ė , K̇, Pext, and Q are defined as the rate of internal energy, the rate of kinetic

energy, the external stress power and the thermal power, respectively. The fracture

surface energy ψs is the critical energy required to generate the new crack surfaces

during the fracturing processes, which takes the form

ψs = GcA, (3.2)

with A denoting the area of the crack.

The Griffith’s criterion of brittle fracture introduces a new term in Eq. (3.1), i.e.

Ė + K̇ + ψ̇s = Pext +Q. (3.3)

If we assume that the contribution of kinetic energy is negligible for the quasi static

fracturing process, Eq. (3.3) can be rewritten as

ψ̇s = Pext +Q− Ė . (3.4)

Considering that the internal energy E , the rate of work associated to the external

forces Pext, and thermal power Q are expressed in terms of potentials: Πint = E ,
dΠmech

ext
dt = −Pext and dΠther

ext
dt = −Q, the total potential is defined as

Π = Πint +Πmech
ext +Πther

ext . (3.5)
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Using these definitions, Eq. (3.4) can be rewritten as

dΠ

dt
+
ψs

dt
= 0. (3.6)

If the crack surface is assumed to be infinitesimal, Eq. (3.6) can be extended to

[
dΠ

dA
+
ψs

dA

]
dA

dt
= 0, (3.7)

which can be further simplified to

(Gc − G ) Ȧ = 0, (3.8)

with the energy release rate G = −dΠ
dA and the critical energy release rate Gc (or frac-

ture toughness).

The Griffth’s criterion of brittle fracture can be obtained from Eq. (3.8), i.e.

G = Gc, (3.9)

which states that the dissipation of potential energy that occurs during the fractur-

ing process must be greater than or equal the increase in surface energy due to the

creation of new crack surfaces.

Nevertheless, stress intensity factors only arise from the solution of fracture prob-

lems in homogeneous isotropic linear elastic materials. The energy release rate can be

calculated by the stress intensity factors (KI , KII and KIII), i.e.

G =
K2

I +K2
II

E
+
K2

III

2µ
, (3.10)

with the Young’s modulus E and the shear modulus µ.
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3.2 Phase-field modelling of brittle fracture in isotropic materi-

als

3.2.1 Fracture resistance in isotropic materials

Consider an isotropic linear elastic homogeneous bar with a cross-section Γ of infinite

length with a crack at the axial position x = 0, as shown in Fig. 3.1a. In the sharp

crack topology, an order parameter s(x) ∈ [0, 1] is described by

s(x) :=


0 for x = 0

1 otherwise

, (3.11)

which has a value of 0 in a totally damaged region and 1 at undamaged material

points as plotted in Fig. 3.1b.

In the phase-field method, the sharp crack topology is replaced by a diffuse crack

(see Fig. 3.1c), which can be approximated using a standard exponential function

s(x) = 1− e−|x|/2κ, (3.12)

where κ is defined as the crack width. The Eq. (3.12) satisfies the ordinary differential

equation

s− 4κ2s′′ − 1 = 0 , (3.13)

with the boundary conditions: s(0) = 0 and s(±∞) = 1 .

I(s) =
1

2

∫
Ω

{
(1− s)2 + 4κ2s′2

}
dx, (3.14)

which represents the quadratic functional of phase-field second order. The second or-

der Taylor expansion of the functional for the crack surface Γκ can be expressed in
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(a) Cracked 1D bar

(b) Sharp crack

(c) Diffuse crack

Figure 3.1: (a) 1D bar with a crack at x = 0. (b) Sharp crack topology at x = 0. (c) Diffuse
crack topology at x = 0.
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the form

Γκ(s) :=
1

2κ
I(s) =

1

4κ

∫
Ω

{
(1− s)2 + 4κ2s′2

}
dx, (3.15)

under the assumption of dv = Γdx.

In multidimensional cases Ω ⊂ En∈[2,3], the crack Γκ(s) is defined as

Γκ(s) =

∫
Ω
γ(s,∇s) dv, (3.16)

with γ denoting the crack density function per unit volume

γ(s,∇s) = (1− s)2

4κ
+ κ|∇s|2 . (3.17)

The Euler-Lagrange equation associated with the variational principle for fracture is

given by

s− 4κ2∆s− 1 = 0 in Ω and ∇s · n = 0 on ∂Ω, (3.18)

in which ∆s is denoted as the Laplacian operation of the phase-field variable s and n

is defined as the outward normal to ∂Ω. A two-dimensional illustration of the phase-

field modelling of fracture is depicted in Fig. 3.2.

3.2.2 Phase-field modelling of crack evolution in isotropic mate-

rials

Consider a linear elastic, homogeneous and isotropic material domain Ω with an ini-

tial crack Γ, as shown in Fig. 3.2. The total strain tensor ε consists of an elastic part

εe and a thermal part εθ

ε = εe + εθ, (3.19)
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Figure 3.2: Sharp crack (left) of a solid medium, and a diffuse crack presented by a phase-field
(right).

where the thermal strain εθ is generally proportional to the temperature change ∆θ

εθ = αT∆θ1, (3.20)

with αT > 0 denoting the coefficient of thermal expansion.

By Eq. (3.19) and Eq. (3.20), the elastic strain energy density in isotropic materials

is given by

ψe(u) =
1

2
εe : C : εe, (3.21)

with the isotropic fourth-order elastic stiffness tensor C

C = λ1 ⊗ 1 + 2µI, (3.22)

where I is denoted as the fourth-order identity tensor and λ is defined as the Lamé’s

first parameter.

In order to prevent crack growth under compressive loadings, a decomposition of

the elastic strain energy density is usually considered, which is obtained by splitting
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the elastic strain energy density into a tension part ψ+
e coupled with crack evolution

and a compression part ψ−
e unassociated with fracturing processes. This implies the

following modification of the elastic strain energy density

ψe = ψ+
e + ψ−

e . (3.23)

Several studies have been conducted to provide an appropriate formulation for ψ+
e .

Three popular phase-field models are: (a) the one of Amor et al. [13] hereby noted by

“volumetric/deviatoric split” and (b) that of Miehe et al. [169] denoted here “spectral

split” as well as (c) the one of Ambati et al. [11] expressed by “hybrid model”. The

main concepts of these three schemes are reviewed in Sect. 3.2.4.

3.2.3 Governing equations for the evolution of the crack phase-field

in isotropic materials

According to Ref. [224], the Lagrangian L for fracture problems in isotropic materials

is defined as

L =

∫
Ω
L(∇u, s,∇s) dv +

∫
∂Ωt

t · u da

=−
∫
Ω

g(s)ψ+
e + ψ−

e + Gc

[
(1− s)2

4κ
+ κ|∇s|2

] dv

+

∫
∂Ωt

t · uda,

(3.24)

when body forces are neglected. In Eq. (3.24) the degradation function g(s) = s2 + η

is introduced to reduce the material stiffness due to the damage evolution, and the

phase-field s varies smoothly from 1 (intact material) to 0 (broken material). A small

positive dimensionless parameter 0 < η ≪ 1 is used to ensure a numerically well-

conditioned system for a totally damaged state (s = 0). The effects of quadratic,
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quartic and cubic degradation functions have been investigated by Kuhn et al. [137].

For an arbitrary time interval [t1, t2], the displacements u and the phase-field s

must fulfill the Hamilton’s principle

∫ t2

t1

∫
Ω
δL dv dt+

∫ t2

t1

∫
∂Ωt

t · δu da dt = 0, (3.25)

where δL is defined as the variation of the Lagrange density

δL =
∂L
∂∇u

: ∇δu+
∂L
∂s
δs+

∂L
∂∇S

· ∇δs, (3.26)

with
∂L
∂∇u

: ∇ δu = −div
(

∂L
∂∇u

)
· δu+ div

((
∂L
∂∇u

)T
δu

)
,

∂L
∂∇S

· ∇ δs = −div
(

∂L
∂∇s

)
δs+ div

(
∂L
∂∇s δs

)
.

(3.27)

By using the divergence theorem [224], the first term in Eq. (3.25) can be expressed as

∫ t2

t1

∫
Ω
δLdv dt =

∫ t2

t1

∫
Ω

[
−div

(
∂L
∂∇u

)]
· δudv dt

+

∫ t2

t1

∫
Ω

[
∂L
∂s

− div

(
∂L
∂∇s

)]
δs dv dt

+

∫ t2

t1

∫
∂Ω

[(
∂L
∂∇u

)T

n

]
· δudadt

+

∫ t2

t1

∫
∂Ω

[
∂L
∂∇s

· n
]
δs da dt.

(3.28)

According to the Lemma 1 and Lemma 2, the variation of the Lagrangian L with re-

spect to the fields {u, s}, considering the arbitrary variations δu and δs, yields the

Euler-Lagrange equations as follows

div

(
∂L
∂∇u

)
= 0, in Ω (3.29)
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(
∂L
∂∇u

)T

n+ t = 0, on ∂Ωt (3.30)

∂L
∂s

− div

(
∂L
∂∇s

)
= 0, in Ω (3.31)

and
∂L
∂∇s

· n = 0. on ∂Ωs (3.32)

Now we recall the effective stress tensor σ

σ = (s2 + η)
∂ψ+

e

∂εe︸ ︷︷ ︸
σ+

+
∂ψ−

e

∂εe︸ ︷︷ ︸
σ−

. (3.33)

Evaluation of Eq. (3.29) and Eq. (3.31) provides the governing equations of the dis-

placements and the phase-field,


divσ = 0, in Ω× [0, T ]

2sψ+
e − Gc

[
2κ∆s+

1− s

2κ

]
= 0. in Ω× [0, T ]

(3.34)

In addition, evaluations of Eq. (3.30) and Eq. (3.32) provide the Neumann boundary

conditions of the displacements and the phase-field,

 σ · n = t, on ∂Ωt × [0, T ]

∇s · n = 0. on ∂Ωs × [0, T ]
(3.35)

3.2.4 Elastic strain energy density decompositions in phase-field frac-

ture theories

In this subsection we review four commonly used phase-field models for brittle frac-

ture. These models mainly differ in their choice of the positive part of the elastic
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strain energy density.

Isotropic model

We first consider the isotropic phase-field model proposed by Bourdin et al. [41]. In

this model, no difference is made between the fracture behavior in tension and com-

pression. Thus

ψ(εe, s) = (s2 + η)ψe(εe) = (s2 + η)

[
λ

2
(tr(εe))

2 + µtr(ε2e)

]
, (3.36)

and

σ(εe, s) = (s2 + η)
∂ψe(εe)

∂εe
= (s2 + η)

[
λ(tr(εe))1 + 2µεe

]
. (3.37)

These yield

C(εe, s) = (s2 + η)
∂2ψe(εe)

∂ε2e
= (s2 + η)

[
λ1 ⊗ 1 + 2µI

]
. (3.38)

Spectral split

In order to prevent damage from crack developing under compressive loadings, a spec-

tral split was herein proposed by Miehe et al. [169]. In this case, a spectral decompo-

sition of the elastic strain tensor considers

εe =
3∑

a=1

⟨εae⟩na ⊗ na, (3.39)

where εae and na are the principal elastic strains and principal elastic strain directions

(with a = 1, 2, 3).

Further on, the elastic strain tensor is split into a positive part ε+e and a negative
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part ε−e , i.e.

εe = ε+e + ε−e , (3.40)

with

ε+e =
3∑

a=1

⟨εae⟩+na ⊗ na, (3.41)

and

ε−e =
3∑

a=1

⟨εae⟩−na ⊗ na, (3.42)

in terms of the Macaulay brackets ⟨·⟩+ = (·+ | · |)/2 and ⟨·⟩− = (·− | · |)/2, respectively.

In Ref. [169], the additive decomposition of ψ based on tension-compression spectral

split is defined as

ψ(εe, s) = (s2 + η)ψ+
e (εe) + ψ−

e (εe), (3.43)

with

ψ+
e (εe) =

λ

2
⟨tr(εe)⟩2+ + µ(ε+e : ε+e ), (3.44)

and

ψ−
e (εe) =

λ

2
⟨tr(εe)⟩2− + µ(ε−e : ε−e ), (3.45)

wherein only the positive part ψ+
e due to tension is considered in the phase-field evo-

lution equation (Eq. (3.34)).

The effective stress tensor σ is calculated by

σ(εe, s) = (s2 + η)
∂ψ+

e (εe)

∂εe
+
∂ψ−

e (εe)

∂εe
= (s2 + η)σ+

e (εe) + σ−
e (εe), (3.46)

with

σ+
e (εe) = λ⟨tr(εe)⟩+1+ 2µε+e , (3.47)
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and

σ−
e (εe) = λ⟨tr(εe)⟩−1+ 2µε−e . (3.48)

The resulting stiffness tensor is expressed as

C(εe, s) = (s2 + η)C+(εe) + C−(εe)

= (s2 + η)

[
λ sign+(tr(εe))I⊗ I+ 2µP+

]
+λ sign−(tr(εe))I⊗ I+ 2µP−,

(3.49)

with the signum functions

x ≥ 0 ⇒ sign+(x) = 1, sign−(x) = 0,

x < 0 ⇒ sign+(x) = 0, sign−(x) = 1.
(3.50)

In Eq.(3.49), P+ and P− are the mappings of the elastic strains onto their positive

and negative elastic parts, i.e.

P+ = ∂εe

[
ε+e (εe)

]
and P− = ∂εe

[
ε−e (εe)

]
. (3.51)

These projection tensors can be computed according to the algorithms outlined in

Refs. [165, 167].

Volumetric/deviatoric split

Alternatively, Amor et al. [13] introduced a volumetric/deviatoric split model which

can distinguish between the fracture behavior in tension and compression. Thus

ψ(εe, s) = (s2 + η)ψ+
e (εe) + ψ−

e (εe), (3.52)

where

ψ+
e (εe) =

K

2
⟨tr(εe)⟩2+ + µ(εdeve : εdeve ), (3.53)
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and

ψ−
e (εe) =

K

2
⟨tr(εe)⟩2−, (3.54)

with the bulk modulus K = λ + 2/3µ and the deviatoric strain tensor εdeve := εe −
1
3tr(εe)1.

Hence, the effective stress tensor σ and the stiffness tensor C are given by

σ(εe, s) = (s2 + η)(K⟨tr(εe)⟩+1+ 2µ εdeve ) +K⟨tr(εe)⟩−1

= (s2 + η)σ+
e (εe) + σ−

e (εe),

(3.55)

and

C(εe, s) =
(
s2 + η

)[
Ksign+(tr(εe))1⊗ 1+ 2µ

[
I− 1

3
1⊗ 1

]]
+Ksign−(tr(εe))1⊗ 1,

(3.56)

respectively.

Hybrid model

To prevent unrealistic crack evolution under compressive loadings, the numerically

anisotropic formulations (Amor et al. [13]; Miehe et al. [169]) can be applied. How-

ever, in this case the stress-strain relation is no longer linear due to the split of the

elastic strains, inevitably increasing the computational cost.

To overcome the limitation of the numerically anisotropic splits, the so-called hy-

brid model (Ambati et al. [11]; Doan et al. [69]) can be used, in which the stress-

strain relation is still associated with the isotropic strain energy density (Eq. (3.2.4)),

whereas the phase-field evolution equation is associated with a different one, i.e. the

positive part of the elastic strain energy density ψ+
e . In [11], the positive part of the

elastic strain energy density remains the same as the volumetric/deviatoric split (Eq. (3.2.4)).
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In [69], the positive part of the elastic strain energy density from the spectral split

formulation (Eq. (3.2.4)) is used. In the following sections, the hybrid formulation in

[69] is applied for phase-field simulations.

The positive and negative parts of the elastic strain energy density in the hybrid

model are given by

ψ+
e (εe) =

λ

2
⟨tr(εe)⟩2+ + µ(ε+e : ε+e ), (3.57)

and

ψ−
e (εe) =

λ

2
⟨tr(εe)⟩2− + µ(ε−e : ε−e ), (3.58)

respectively.

Moreover, the effective stress tensor σ is defined as

σ(εe, s) = (s2 + η)

[
λ(tr(εe))1 + 2µεe

]
, (3.59)

and the stiffness tensor C is expressed as

C(εe, s) = (s2 + η)

[
λ1 ⊗ 1 + 2µI

]
. (3.60)

Remark 1 Storm et al. [246] emphasized that the crack closure effect is not consid-

ered in the hybrid model [11].

Remark 2 Wu [274] indicated that the hybrid formulation [11] is no longer varia-

tionally consistent, whereas such a variationally inconsistency violates the dissipation

inequality.

3.2.5 Governing equations for heat transfer in isotropic materials

Considering that the volumetric heat generation per unit volume per unit time is ne-

glected, the transient heat conduction equation for an isotropic material is given by
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ρcpθ̇ + divq = 0, (3.61)

with the mass density ρ and the specific heat capacity cp. An isotropic Fourier’s law

is applied to describe the constitutive relation between the heat flux q and the tem-

perature field θ, i.e.

q = −k
(
ζ
(
s2 − 1

)
+ 1

)
∇θ, (3.62)

where k is denoted as the coefficient of isotropic thermal conductivity, and ζ ∈ [0, 1]

is the numerical parameter that considers the hindering effect of cracks on heat trans-

fer [223]. In case of ζ = 0, the crack phase-field is conducting. On the contrary, a

thermally isolating crack is considered in case of ζ = 1.

On the surface of a body, the following thermal boundary conditions have to be

satisfied,  θ = θs, on ∂Ωθ × [0, T ]

−q · n = qs, on ∂Ωq × [0, T ]
(3.63)

where θs is denoted as the specified temperature on ∂Ωθ, and qs is defined as the pre-

scribed heat flux on ∂Ωq.

3.3 Phase-field modelling of brittle fracture in anisotropic mate-

rials

3.3.1 Fracture resistance in anisotropic materials

In the phase-field model for anisotropic fracture, a second order structural tensor ω,

as an additional material parameter for the direction dependent fracture toughness,

was introduced by Dal et al. [60]

ω = 1 + βM ⊗ M, (3.64)
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with

M =

[
cos(α)

sin(α)

]
, (3.65)

in which M represents the unit vector along the material orientation. An illustration

for the vector M and the material orientation α is shown in Fig. 3.3. β ≫ 0 is de-

noted as a penalty factor which mainly penalizes the direction of crack evolution on

planes along the material orientation α. In case of isotropic fracture, β must be cho-

sen as 0.

For application in phase-field modelling of anisotropic fracture, various values β

have been chosen for the restriction of crack orientation, such as β = 100 in Ref. [55]

and β = 50 in Ref. [256], as well as β = 20 in Refs. [113, 152, 183, 184]. Why β is

chosen like that has not been discussed by the authors, but it is obvious that a proper

chosen value of β has to accurately reflect the anisotropic fracture behavior. There-

fore, the effects of the penalty factor β on the results are investigated in Sect. 5.1.

Figure 3.3: Anisotropic phase-field approach.

In two-dimensional case, the global components of the coefficients of the second
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order structural tensor ω are expressed as

ω =

[
1 + β cos2(α) β cos(α) sin(α)

β cos(α) sin(α) 1 + β sin2(α)

]
. (3.66)

Thus, the crack density function γ per unit volume in Eq. (3.17) is rewritten as

γ(s,∇s) = (1− s)2

4κ
+ κω : (∇s⊗∇s). (3.67)

3.3.2 Phase-field modelling of crack evolution in anisotropic ma-

terials

Consider a homogenous anisotropic linear elastic body Ω with an initial crack Γ, as

shown in Fig. 3.2. The local components of the coefficients of thermal expansion in

two-dimensional case are expressed as

αT =

 αT,11 0

0 αT,22

 , (3.68)

where αT,11 and αT,22 are defined as the coefficients of thermal expansion in principal

directions. For an isotropic medium, αT,11 = αT,22. A coordinate transformation is

required as the global cartesian axes will not be aligned with the principal directions

(see Fig. 3.4). The global components of the coefficients of thermal expansion in two-

dimensional case are given by

αT =

 αT,xx αT,xy

αT,yx αT,yy

 = RαTR
T , (3.69)
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or when multiplied out
(
αT,xy = αT,yx

)

αT =

 αT,11 cos
2(α) + αT,22 sin

2(α) −αT,11 sinα cosα+ αT,22 sin(α) cos(α)

−αT,11 sin(α) cos(α) + αT,22 sin(α) cos(α) αT,11 sin
2(α) + αT,22 cos

2(α)

 ,
(3.70)

with the material orientation α and the rotation matrix R

R =

 cos(α) sin(α)

− sin(α) cos(α)

 . (3.71)

Using Eq. (3.69), anisotropic thermal strains in cartesian coordinates are expressed as

εθ = (θ − θ0)αT , (3.72)

where θ, θ0 are defined as the temperature and reference temperature, respectively. In

an isothermal case, θ is equal to θ0 for t ∈ [0, T ].

Figure 3.4: Local and global coordinate systems.

By Eq. (3.72), the elastic strain energy density in anisotropic materials is defined as

ψe(εe, θ) =
1

2
εe : C : εe, (3.73)
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with the anisotropic fourth-order elastic stiffness tensor C.

In the following we want to focus only on transversely isotropic materials and hence,

the principal stiffness matrix in 2D can be reduced to

C =


C11 C12 0

C12 C22 0

0 0 C44

 , (3.74)

and transversely isotropic is achieved if C44 ̸= (C11 − C12) /2 and C11 ̸= C22.

The Voigt notation of the anisotropic fourth-order elastic stiffness tensor is ex-

pressed as

C = PCP T , (3.75)

where P is a matrix which transposes the principal stiffness matrix C to the oriented

stiffness matrix C in cartesian coordinates. The transformation matrix P is defined

as

P =


cos2(α) sin2(α) 2 cos(α) sin(α)

sin2(α) cos2(α) −2 cos(α) sin(α)

− cos(α) sin(α) cos(α) sin(α) cos2(α)− sin2(α)

 . (3.76)

To avoid unphysical compressive fracture in anisotropic solids, we follow the work by

Amor et al. [13]

ψ(εe, s) = (s2 + η)ψ+
e + ψ−

e , (3.77)

with

ψ+
e =

1

2
εe[C−K1⊗ 1sign−(tr(εe))]εe, (3.78)

and

ψ−
e =

1

2
Ksign−(tr(εe))εe1⊗ 1εe, (3.79)
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where the elastic strain energy density is split into a positive part ψ+
e and a negative

part ψ−
e . The crack phase-field s is only associated with the positive part of the elas-

tic energy density in case of compression.

3.3.3 Governing equations for the evolution of the crack phase-field

in anisotropic materials

The Lagrangian for anisotropic fracture problems is defined as

L =−
∫
Ω

(s2 + η)ψ+
e + ψ−

e + Gc

[
(1− s)2

4κ
+ κω : (∇s⊗∇s)

] dv

+

∫
∂Ωt

t · uda,

(3.80)

when body forces are neglected.

The strong-form governing equations can be derived from Eq. (3.80):


divσ = 0, in Ω× [0, T ]

2sψ+
e − Gc

[
2κ∇s · (ω∇s) + 1− s

2κ

]
= 0, in Ω× [0, T ]

(3.81)

in the domain Ω along with the Neumann boundary conditions

 σ · n = t, on ∂Ωt × [0, T ]

∇s · n = 0, on ∂Ωs × [0, T ]
(3.82)

where n presents the outward pointing normal vector to the boundary, and the effec-

tive stress tensor σ is given by

σ = (s2 + η) [C−K1⊗ 1sign−(tr(ε))]εe︸ ︷︷ ︸
σ+=

∂ψ+
e

∂εe

+Ksign−(tr(εe))1⊗ 1εe︸ ︷︷ ︸
σ−=

∂ψ−
e

∂εe

. (3.83)
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3.3.4 Governing equations for heat transfer in anisotropic mate-

rials

Assuming that the volumetric heat generation per unit volume per unit time is ne-

glected, the transient heat conduction equation for an anisotropic material is given by

ρcpθ̇ + divq = 0. (3.84)

with the heat flux q

q = −
(
ζ
(
s2 − 1

)
+ 1

)
K∇θ, (3.85)

where ζ ∈ [0, 1] defines how the anisotropic thermal conductivity K is influenced by

the crack phase-field [223]. If ζ = 1, the crack phase-field is thermally isolating. If

ζ = 0, the heat transfer is not influenced by the crack phase-field.

In two-dimensional case, the local components of the coefficients of anisotropic

thermal conductivity in principal directions are given by

K =

 k11 0

0 k22

 , (3.86)

with k11 and k22 denoting the thermal conductivity coefficients in principal directions.

In case of an isotropic material, k11 = k22. Further on, the global components of the

coefficients of anisotropic thermal conductivity in cartesian coordinates are given by

[207]

K =

 kxx kxy

kyx kyy

 = RKRT , (3.87)
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or when multiplied out
(
kxy = kyx

)

K =

 k11 cos
2(α) + k22 sin

2(α) −k11 sin(α) cos(α) + k22 sin(α) cos(α)

−k11 sin(α) cos(α) + k22 sin(α) cos(α) k11 sin
2(α) + k22 cos

2(α)

 ,
(3.88)

where α is defined as the material orientation.

The temperature field satisfies the following boundary conditions on the surface of

a body,  θ = θs, on ∂Ωθ × [0, T ]

−q · n = qs, on ∂Ωq × [0, T ]
(3.89)

with the specified temperature θs on ∂Ωθ and the prescribed heat flux qs on ∂Ωq.

3.4 Initial values and boundary conditions

The following initial values for phase-field brittle fracture problems are imposed:


u(x, 0) = u0(x), in Ω× [0, T ]

s(x, 0) = s0(x), in Ω× [0, T ]

θ(x, 0) = θ0(x). in Ω× [0, T ]

(3.90)

In this work, the preexisting crack is modelled as a geometrical discontinuity by du-

plicated nodes [115]. Dirichlet and Neumann boundary conditions for the displace-

ments, the crack phase-field and the temperature field are introduced in Sect. 3.2 and

Sect. 3.3.

3.5 Irreversibility of the crack phase-field

In order to prevent unphysical healing of fractures, three commonly used methods

that enforce the irreversibility constraints on the phase-field equations are introduced
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in this section.

1. Damage like formulation [169]

In the first method, the irreversibility of the crack phase-field is ensured by

introducing a penalty term, which enforces that the time derivative ṡ is non-

positive over time, i.e.

ṡ(x, t) ≤ 0. (3.91)

2. Homogeneous Dirichlet boundary conditions [133]

In the second method, a homogeneous Dirichlet boundary condition is applied.

When s ≤ 0 is reached for the time t∗x, the material point remains totally dam-

aged for the subsequent time, i.e.

s(x, t ≥ t∗x) = 0. (3.92)

3. History variables H [114]

In the last method, a rate-independent history-field of the maximum strain en-

ergy density is introduced, i.e.

H(x, t) = max
τ∈[0,t]

ψ+
e (εe(x)). (3.93)
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4
A study on phase-field modelling of

mixed mode crack propagation in

compression

In this chapter, a set of numerical examples to demonstrate the performance of four

commonly used phase-field models is presented. This set includes

• a V-notched specimen subjected to cyclic loadings,
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• a V-notched specimen subjected to compressive loadings,

• a specimen containing two parallel preexisting cracks subjected to compressive

loadings.

Figure 4.1: Geometry and boundary conditions of the V-notched specimen.

4.1 Crack evolution under cyclic loadings

First, four commonly used phase-field models are used for simulating crack evolution

in a V-notched specimen under cyclic loadings. Fig. 4.1 shows the geometry size and

boundary conditions of the V-notched specimen. The material parameters are chosen

as λ = 121 150N/mm2, µ = 80 769N/mm2, Gc = 2.7N/mm and η = 1.0× 10−6

[171]. The specimen is discretized by 23800 four-node quadrilateral elements with

an effective mesh size h = 0.005mm. Plane strain condition is assumed. The dif-

fuse parameter κ is chosen as 0.005mm. The displacement increment is set as ∆u =

2.2× 10−6mm during the stable crack propagation (stage E). A cyclic imposed dis-

placement envelope u is prescribed as (see Fig. 4.2):
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Figure 4.2: The cyclic loading history on u.

u =


0.02 · t · 1mm/s, for t ∈ I1 := [0; 0.313s]

(−0.0495175 · t+ 0.0217594) · 1mm/s, for t ∈ I2 := [0.313s; 0.5s]

(0.022 · t− 0.014) · 1mm/s, for t ∈ I3 := [0.5s; 1.0s]

The force-displacement curves predicted by four commonly used models are depicted

in Fig. 4.3, which present that all models have the same fracture behavior at all load-

ing stages except for stage C and D, when the compressive loads act on the specimen.

Because the isotropic [41] and hybrid [69] models do not intrinsically possess the

capability to prevent material interpenetration during the compression phase, the se-

cant elastic responses are found at the stage C and D as shown in Fig. 4.3. More sig-

nificantly, Storm et al. [246] pointed out that the crack closure effect is not considered

in the hybrid model [11].

In order to avoid material interpenetration under compressive loadings, two kinds

51



of stress-strain relations are considered, namely: (i) decomposition of the elastic strain

tensor into a deviatoric part and a volumetric part [169]; (ii) spectral decomposi-

tion of the elastic strain tensor into a tension part and a compression part [221]. As

shown in Fig. 4.3, both spectral [169] and volumetric/deviatoric [221] splits guaran-

tee the stiffness recovery at the stage C and D. However, the volumetric/deviatoric

split shows a lower mechanical response due to the modification of the stiffness tensor

in case of compression (see Sect. 3.2.4). It is worth mentioning that the peak force in

the spectral split model is lower than in other models. One reason may be that the

spectral split allows for the spectral decomposition of the elastic strain tensor under

compressive loadings.

Figure 4.3: Force-displacement curves: comparison of different phase-field models at the loading
stages in Fig. 4.2.

The contour plots of crack evolution predicted by different models are depicted in

Figs. 4.4 to 4.7. Blue and red colors correspond to the intact and totally damaged
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(a) u = 0.0044mm (b) u = 0.0014mm (c) u = 0.0058mm (d) u = 0.008mm

Figure 4.4: Crack evolution process predicted by the isotropic model (a) u = 0.0044mm (b)
u = 0.0014mm (c) u = 0.0058mm (d) u = 0.008mm.

(a) u = 0.0044mm (b) u = 0.0014mm (c) u = 0.0058mm (d) u = 0.008mm

Figure 4.5: Crack evolution process predicted by the spectral split (a) u = 0.0044mm (b) u =
0.0014mm (c) u = 0.0058mm (d) u = 0.008mm.

(a) u = 0.0044mm (b) u = 0.0014mm (c) u = 0.0058mm (d) u = 0.008mm

Figure 4.6: Crack evolution process predicted by the volumetric/deviatoric split (a) u =
0.0044mm (b) u = 0.0014mm (c) u = 0.0058mm (d) u = 0.008mm.
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(a) u = 0.0044mm (b) u = 0.0014mm (c) u = 0.0058mm (d) u = 0.008mm

Figure 4.7: Crack evolution process predicted by the hybrid model (a) u = 0.0044mm (b) u =
0.0014mm (c) u = 0.0058mm (d) u = 0.008mm.

materials, respectively. It can be observed that all the samples evolve in a similar

fashion. Table 4.1 shows a computational time comparison 1. It can be seen that the

hybrid model enables a reduction of the computational time. More precisely, the hy-

brid model is more efficient than the volumetric/deviatoric and spectral splits. Inter-

estingly, however, the hybrid model runs slower than the isotropic model. One of the

possible reasons is the calculation of the principal elastic strains and principal elastic

strain directions.

Isotropic model Spectral split V/D split Hybrid model
Run time [s] 30808 35599 31490 31048

Table 4.1: Run time comparison for four commonly used phase-field models under consideration.

4.2 Crack evolution under compressive loadings

Next, we focus on crack growth in compression. To this end, the same arrangement of

the V-notched specimen is used for another simulation, in which the loading on u is
1The run time comparison is performed on a desktop workstation using an Intel(R)

Core(TM) i7-4790 CPU @ 3.60GHz.
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defined as (see Fig. 4.8):

u =

 0.02 · t · 1mm/s, for t ∈ I1 := [0; 0.313s]

(−0.0671327 · t+ 0.0272725) · 1mm/s. for t ∈ I2 := [0.313; 1.2s]

The displacement increment is chosen as ∆u = 6.72× 10−6mm during the stable

crack propagation in compression. All other settings remain as before.

Figure 4.8: The loading history on u.

The load-displacement curves predicted by four commonly used models are plotted

in Fig. 4.9. Even though the elastic responses at the stage A and B for all models are

identical, different compressive fracture behaviors at the stage C are observed. It can

be seen that the compressive bear capacity of the isotropic model is much lower than

that of other models. The reason can be related to the fact that the isotropic model is
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not able to distinguish between the fracture behavior in tension and compression.

Figure 4.9: Force-displacement curves at the loading stages in Fig. 4.8.

Furthermore, the peak forces are not equal as shown in Fig. 4.9. The bear capac-

ity of the volumetric/deviatoric split is much lower than that of the hybrid model [69]

and spectral split [169]. One reason is that the compressive deviatoric strain energy

density from the volumetric/deviatoric split contributes to crack evolution in com-

pression. As illustrated in Fig. 4.9, it is of interest to note that the spectral split can

absorb much more fracture energy than the hybrid model. One possible reason for

this is that the hybrid model cannot avoid material interpenetration under continuous

compressive loadings [246].

The contour plots of the crack phase-field predicted by the isotropic model at dif-

ferent load steps are shown in Fig. 4.10. It can be seen that the crack propagates in a
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(a) u = 0.0063mm (b) u = −0.0068mm (c) u = −0.0074mm (d) u = −0.008mm

Figure 4.10: Crack evolution process predicted by the isotropic model (a) u = 0.0063mm (b)
u = −0.0068mm (c) u = −0.0074mm (d) u = −0.008mm.

horizontal direction (see Figs. 4.10a to 4.10c). Moreover, the crack propagation period

is quite short. Finally, the specimen is divided into two pieces as shown in Fig. 4.10d.

(a) u = 0.0063mm (b) u = −0.0069mm (c) u = −0.0092mm (d) u = −0.012mm

Figure 4.11: Crack evolution process predicted by the volumetric/deviatoric split (a) u =
0.0063mm (b) u = −0.0069mm (c) u = −0.0092mm (d) u = −0.012mm.

Next, the evolution of the crack phase-field predicted by the volumetric/deviatoric

split is plotted in Fig. 4.11. At the stage A, the crack first initiates at the notch tip

and propagates in a horizontal direction under tensile loadings (see Fig. 4.11a). As

shown in Fig. 4.12, at the stage C, the compressive loading leads to unrealistic struc-

tural deformations and overlapping edge faces. In the meantime, the crack has a ten-

dency to become fat (see Figs. 4.11b and 4.11c). Finally, the specimen breaks into

two parts as shown in Fig. 4.11d.

Fig. 4.13 shows the evolution of the crack phase-field predicted by the hybrid model

at different load steps. Due to the tensile loading, the crack first propagates in a hor-
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Figure 4.12: Deformed subversion predicted by the volumetric/deviatoric split (u =
−0.0069mm).

izontal direction at the stage A (see Fig. 4.13a). A secondary crack first initiates in

front of the primary crack at the stage C (see Fig. 4.13b), and gradually turns to the

vertical direction (see Fig. 4.13c). As opposed to the relatively stable crack propaga-

tion, the crack branching forms brutally (see Fig. 4.13d).

(a) u = 0.0063mm (b) u = −0.0299mm (c) u = −0.0302mm (d) u = −0.0305mm

Figure 4.13: Crack evolution process predicted by the hybrid model (a) u = 0.0063mm (b)
u = −0.0299mm (c) u = −0.0302mm (d) u = −0.0305mm.

Fig. 4.14 presents the evolution of the crack phase-field predicted by the spectral

split. At the stage A, the crack first initiates at the notch tip and propagates horizon-
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tally as shown in Fig. 4.14a. After that, the compressive loading leads to secondary

crack initiation at the notch tip (see Fig. 4.14b). For a better understanding of sec-

ondary crack nucleation and propagation in compression, the deformed subversion

is plotted in Fig. 4.15. It can be observed that both upper and lower surfaces are

brought into contact, leading to overlapping edge faces. With a significant load in-

crease, the secondary cracks gradually turn to the vertical direction (see Figs. 4.14c

and 4.14d).

It remains to be seen whether the spectral split correctly simulates the compres-

sive fracturing process or not, because no such experimental information is available.

A experimental study will therefore be pursued in future. Moreover, the volumet-

ric/deviatoric and spectral splits induce spurious damage regions during the com-

pression phase. On the contrary, such spurious effects cannot be found in the hybrid

model. In particular, none of these models are capable of simulating self-contacts.

(a) u = 0.0063mm (b) u = −0.0412mm (c) u = −0.0508mm (d) u = −0.0537mm

Figure 4.14: Crack evolution process predicted by the spectral split (a) u = 0.0063mm (b)
u = −0.0412mm (c) u = −0.0508mm (d) u = −0.0537mm.

Remark 3 The work done by Nagaraja [178] has demonstrated that the hybrid model

cannot be used for simulating crack initiation and propagation under compressive

loadings.
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Figure 4.15: Deformed subversion predicted by the spectral split (u = −0.0412mm).

4.3 Crack evolution in a specimen containing two parallel preex-

isting cracks under compressive loadings

In this example, four commonly used models are used for simulating crack evolution

in a specimen containing two parallel preexisting cracks with different bridge angles

γ under uniaxial compressive loadings. The orientation of the preexisting cracks is

chosen as α = 45◦. The geometry and boundary conditions of the specimen sub-

jected to compression are shown in Fig. 4.16. The length and width of preexisting

cracks are given as 30mm and 2mm, respectively. The material parameters are taken

as λ = 41 724N/mm2, µ = 25 573N/mm2, Gc = 1.4N/mm, κ = 0.25mm and

η = 1.0× 10−6 [145]. A staggered solution scheme, a displacement-controlled uniax-

ial compression and plane strain condition are chosen. The specimen is discretized by

284152 four-node quadrilateral elements with an effective mesh size h = 0.25mm. The

orientation of the bridge is represented by the angle γ (see Fig. 4.16). Three cases,

γ = 23◦, γ = 68◦ and γ = 90◦ are considered. The displacement increment is set as
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Figure 4.16: Geometry of specimen and boundary conditions of a specimen containing two paral-
lel preexisting cracks under compressive loadings

∆u = 9.5× 10−4mm during the stable fracturing processes.

Crack propagation in case of γ = 23◦

Fig. 4.17 presents the crack evolution process predicted by the isotropic model, as

well as experimental results for the geometry in case of γ = 23◦. For this case, four

wing cracks first initiate at the inner and outer tips of the preexisting cracks due

to the compressive loadings (see Fig. 4.17a). Subsequently, four wing cracks propa-

gate in a horizontal direction and the evolution of wing cracks is relatively stable (see

Fig. 4.17b). Finally, the shear-dominated fractures propagate brutally towards the

left and right edges (see Figs. 4.17c and 4.17d). The simulated crack patterns do not

coincide with the experimental results (see Fig. 4.17e).

Fig. 4.18 presents the crack evolution process predicted by the spectral split, as

well as experimental results for the geometry in case of γ = 23◦. For this case, all

wing cracks first initiate at the tips of the preexisting cracks in compression (see
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(a) u = 0.25mm (b) u = 0.27mm (c) u = 0.28mm (d) u = 0.29mm (e) experiment

Figure 4.17: Crack evolution process predicted by the isotropic model in case of γ = 23◦.

Fig. 4.18a). Next, wing cracks propagate in the direction sub-perpendicular to the

surface of the preexisting cracks (see Fig. 4.18b), which agrees well with the obser-

vations from the experimental results (see Fig. 4.18e). After that, secondary cracks

initiate near the preexisting cracks (see Fig. 4.18c), which are deemed to be shear-

dominated fractures [145]. Finally, the secondary cracks coalesce (see Fig. 4.18d).

(a) u = 0.74mm (b) u = 0.86mm (c) u = 1.25mm (d) u = 1.71mm (e) experiment

Figure 4.18: Crack evolution process predicted by the spectral split in case of γ = 23◦.

Fig. 4.19 presents the crack evolution process predicted by the volumetric/deviatoric

split, as well as experimental results for the geometry in case of γ = 23◦. For this

case, compressive wing cracks initiate at the tips of the preexisting cracks (see Fig. 4.19a).
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Next, four wing cracks become fat at the early stage of crack evolution (see Fig. 4.19b).

Meanwhile, secondary fracture initiates in front of the outer wing cracks. The dura-

tion of crack initiation and propagation is quite short. Subsequently, one outer wing

crack propagates along an angle of around −135◦, and the other one propagates along

an angle of around 45◦ (see Fig. 4.19c), because the orientation of secondary cracks

may present the direction of maximum shear stresses (±45◦). As shown in Fig. 4.19d,

the simulated crack patterns cannot be compared with the experimental results (see

Fig. 4.19e).

(a) u = 0.32mm (b) u = 0.34mm (c) u = 0.35mm (d) u = 0.37mm (e) experiment

Figure 4.19: Crack evolution process predicted by the volumetric/deviatoric split in case of γ =
23◦.

Fig. 4.20 presents the crack evolution process predicted by the hybrid model, as

well as experimental results for the geometry in case of γ = 23◦. For this case, two

wing cracks initiate at the outer tips, and propagate in the direction sub-perpendicular

to the surfaces of preexisting cracks (see Fig. 4.20a). Meanwhile, another two wing

cracks initiate at the inner tips of the preexisting cracks, and propagate nearly along

the orientation of the surface of preexisting cracks (see Fig. 4.20a). The stable crack

growth is the predominant fracture behavior at the early stage of failure (see Figs. 4.20b

and 4.20c). After that, a strong shear stress zone arises between the outer tip of one

preexisting crack and the front of the wing crack, which yields the appearance of
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crack patterns as shown in Fig. 4.20d. Such crack patterns cannot be observed in ex-

periments (see Fig. 4.20e).

(a) u = 0.65mm (b) u = 0.68mm (c) u = 0.71mm (d) u = 0.78mm (e) experiment

Figure 4.20: Crack evolution process predicted by the hybrid model in case of γ = 23◦.

Crack propagation in case of γ = 68◦

Fig. 4.21 presents the crack evolution process predicted by the isotropic model, as well

as experimental results for the geometry in case of γ = 68◦. The fracture behavior

is similar to the case of γ = 23◦ (see Fig. 4.17). After a stable propagation of wing

cracks (see Figs. 4.21a and 4.21b), strong shear zones arise near the left and right

edges (see Fig. 4.21c). Fig. 4.21d and Fig. 4.21e show the numerically and experimen-

tally obtained crack patterns, respectively. As evident, the simulated results are not

similar to the ones obtained from the experiment.

Fig. 4.22 presents the crack evolution process predicted by the spectral split, as well

as experimental results for the geometry in case of γ = 68◦. For this case, the early

stage of crack growth is similar to that in case of γ = 23◦ (see Fig. 4.18). Four wing

cracks first initiate at the tips of preexisting cracks, and propagate in a curvature

manner (see Figs. 4.22a and 4.22b). Due to the further compressive loading, a strong

shear zone forms between the preexisting cracks (see Fig. 4.22c). However, the inner
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(a) u = 0.25mm (b) u = 0.26mm (c) u = 0.29mm (d) u = 1.18mm (e) experiment

Figure 4.21: Crack evolution process predicted by the isotropic model in case of γ = 68◦.

wing cracks suddenly become fat, and finally get connected (see Fig. 4.22d). The nu-

merical predictions do not agree with the experimental observations (see Fig. 4.22e).

(a) u = 0.58mm (b) u = 0.63mm (c) u = 0.86mm (d) u = 1.52mm (e) experiment

Figure 4.22: Crack evolution process predicted by the spectral split in case of γ = 68◦.

Fig. 4.23 presents the crack evolution process predicted by the volumetric/deviatoric

split, as well as experimental results for the geometry in case of γ = 68◦. The cracks

first develop in a horizontal direction (see Figs. 4.23a and 4.23b). Moreover, sec-

ondary fractures propagate in a similar manner as those in case of γ = 68◦ (see

Fig. 4.19) except that the directions of secondary crack growth differ significantly.

For this case, both outer wing cracks propagate along an angle of around −45◦ (see
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Fig. 4.23c). As shown in Fig. 4.23d, the obtained crack patterns, again, do not agree

with the observations from experimental data (see Fig. 4.23e).

Fig. 4.24 presents the crack evolution process predicted by the hybrid model, as

well as experimental results for the geometry in case of γ = 68◦. All wing cracks

initiate at the inner and outer tips of the preexisting cracks, and propagate in the

direction sub-perpendicular to the surface of the preexisting cracks (see Fig. 4.24a).

Due to the further compressive loading, the inner wing cracks propagate towards each

other and coalesce at the shear zone (see Fig. 4.24b). As shown in Fig. 4.24e, the sim-

ulated wing crack initiation angles do not agree with the experimental observations

(see Fig. 4.24c). With a significant load increase, the outer wing cracks start to prop-

agate (see Fig. 4.24d).

(a) u = 0.28mm (b) u = 0.31mm (c) u = 0.34mm (d) u = 0.37mm (e) experiment

Figure 4.23: Crack evolution process predicted by the volumetric/deviatoric split in case of γ =
68◦.

Crack propagation in case of γ = 90◦

Fig. 4.25 presents the crack evolution process predicted by the isotropic model, as

well as experimental results for the geometry in case of γ = 90◦. For this case, the

evolution of the crack phase-field (see Figs. 4.25a to 4.25c) is similar to that in case of

γ = 68◦ (see Fig. 4.21) except for the secondary crack evolution (see Fig. 4.25d). As
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(a) u = 0.56mm (b) u = 0.57mm (c) u = 0.63mm (d) u = 0.67mm (e) experiment

Figure 4.24: Crack evolution process predicted by the hybrid model in case of γ = 68◦.

shown in Fig. 4.25c, after a relatively stable evolution of wing cracks, a strong shear

zone forms between the inner tip of one preexisting crack and the front of one wing

crack (see Fig. 4.25d). The simulated results cannot be identified experimentally (see

4.25e)

(a) u = 0.23mm (b) u = 0.26mm (c) u = 0.38mm (d) u = 1.36mm (e) experiment

Figure 4.25: Crack evolution process predicted by the isotropic model in case of γ = 90◦.

Fig. 4.26 presents the crack evolution process predicted by the spectral split, as well

as experimental results for the geometry in case of γ = 90◦. For this case, the prop-

agation of wing cracks is similar to that in case of γ = 68◦ (see Fig. 4.22), but the

type of crack coalescence differs significantly. At the early stage of the fracturing pro-
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cess, the crack propagates in a curvature manner and gradually turns to the direction

of the loading. After a considerable propagation of wing cracks (see Fig. 4.26c), the

further loading results in appearance of a secondary crack. After that, the secondary

crack propagates towards the front of the inner wing crack tip (see Fig. 4.26d). Crack

patterns obtained from the numerical tests do not agree with the experimental results

(see Fig. 4.26e).

(a) u = 0.50mm (b) u = 0.81mm (c) u = 0.88mm (d) u = 1.40mm (e) experiment

Figure 4.26: Crack evolution process predicted by the spectral split in case of γ = 90◦.

(a) u = 0.27mm (b) u = 0.29mm (c) u = 0.30mm (d) u = 0.32mm (e) experiment

Figure 4.27: Crack evolution process predicted by the volumetric/deviatoric split in case of γ =
90◦.

Fig. 4.27 presents the crack evolution process predicted by the volumetric/deviatoric

split, as well as experimental results for the geometry in case of γ = 90◦. The process
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of crack initiation and propagation is similar to that in case of γ = 68◦ (see Fig. 4.23).

As shown in Fig. 4.27c, the further loading results in the formation of a strong shear

zone in ligament region. Two secondary cracks propagate towards each other, and fi-

nally get connected (see Fig. 4.27d). The numerical results are not in agreement with

the experimental results (see Fig. 4.27e).

Fig. 4.28 presents the crack evolution process predicted by the hybrid model, as

well as experimental results for the geometry in case of γ = 90◦. For this case, crack

coalescence (see Figs. 4.28a to 4.28c) is similar to that in the previous case (see Fig. 4.24).

Due to the further compressive loading, strong shear stress zones arise in front of the

outer wing cracks (see Fig. 4.28d). After that, secondary cracks initiate and propagate

in these strong shear stress zones. The simulated crack patterns cannot be confirmed

experimentally as shown in Fig. 4.28e.

(a) u = 0.45mm (b) u = 0.58mm (c) u = 0.66mm (d) u = 1.10mm (e) experiment

Figure 4.28: Crack evolution process predicted by the hybrid model in case of γ = 90◦.
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5
Phase-field modelling of brittle fracture

in anisotropic materials under tensile

loadings

This chapter deals with application of the phase-field method to simulate the fractur-

ing processes in anisotropic materials under tensile loadings. First of all, we investi-

gate the effects of the penalty factor β and material orientation α on crack paths in
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Mechanical Value Unit
Elastic moduli C11 565 000 MPa
Elastic moduli C12 501 000 MPa
Elastic moduli C22 95 000 MPa
Elastic moduli C44 169 000 MPa

Phase-field Value Unit
Crack width κ 0.005 mm
Stiffness resistance η 1.0× 10−6 -
Fracture toughness Gc 0.02 N/mm

Table 5.1: Parameters used in the phase-field modelling of brittle fracture in anisotropic materials
under tensile loadings (Silicon carbide [93])

anisotropic solids. Further on, simulations of inter- and transgranular fracture in poly-

crystalline materials are performed, and the numerical results are analyzed.

The initial crack is modelled as a geometric notch [114]. The phase-field model for

anisotropic fracture has been implemented into a fully integrated four-node quadrilat-

eral element. Plane strain condition is assumed. The input parameters are listed in

Table 5.1.

5.1 Crack evolution in a sole material

In this example, simulations of anisotropic crack evolution in a specimen containing

an initial crack are performed. The geometry and boundary conditions of the notched

specimen are plotted in Fig. 5.1. The complete top edge is moved by a vertical dis-

placement. The spatial domain is discretized by 21702 four-node quadrilateral ele-

ments with an effective element size h = 0.005mm. The diffuse parameter κ is given

as 0.005mm. The displacement increment is set as u = 1.0× 10−6mm during the

stable crack propagation.
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Figure 5.1: Geometry and boundary conditions of the single-edge notched tension test (left);
Finite element discretization (right)

Variation of the penalty factor β

First, the effects of the penalty factor β are investigated. The material orientation

is fixed at α = 45◦. The penalty factor β is varied in a range from 0 to 50. Fig. 5.2

presents the simulated crack paths for different penalty factors β. The crack propa-

gates as expected in a horizontal direction in case of isotropic fracture β = 0. It can

be observed that the crack path has been changed in case β ̸= 0. For 0 < β < 1, β

almost has no influence on the crack orientation. For β > 1, the crack orientation is

strongly influenced by β and it converges to the pre-defined material orientation α by

increasing β. The results show that the crack orientation in anisotropic materials is

significantly dependent on the chosen value of the penalty factor β.

(a) β = 0 (b) β = 1 (c) β = 5 (d) β = 20 (e) β = 50

Figure 5.2: Influence of the penalty factor β on the direction of the crack path.
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Variation of the material orientation α

In order to investigate the influence of the material orientation α on crack paths in

anisotropic materials, the penalty factor is fixed at β = 50. The resulting crack paths

obtained from different material orientations α are shown in Fig. 5.3. For α = 0◦ (see

Fig. 5.3a) up to α = 60◦ (see Fig. 5.3d) the crack follows the pre-defined material ori-

entation. However, if we choose α = 70◦ (see Fig. 5.3e) or even higher (see Fig. 5.3f -

Fig. 5.3h), the resulting crack path is no longer in alignment with the pre-defined ma-

terial orientation. It rather follows the opposite direction with fluctuating crack paths

(see Fig. 5.3e-Fig. 5.3g) and finally results in a diffuse horizontally aligned crack for

α = 90◦ (see Fig. 5.3h). Also Bleyer & Alessi [37] have already shown this phenomena

exclusively in case of α = 90◦. However, the reason for these findings is until now not

clarified, neither analytically nor experimentally, and has to be investigated in future

studies.

(a) α = 0◦. (b) α = 30◦ (c) α = 45◦ (d) α = 60◦

(e) α = 70◦ (f) α = 75◦ (g) α = 85◦ (h) α = 90◦

Figure 5.3: Influence of material orientation α on the crack path.
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5.2 Crack evolution in a bi-material

The purpose of this example is to demonstrate the potential of the developed phase-

field model to simulate trans- and intergranular fracture in a bi-material, and analyze

how cracks propagate along the material boundary. Fig. 5.4 shows the geometry and

boundary conditions of the notched specimen containing two different oriented ma-

terials. Moreover, the diffuse length κ = 0.005mm, the penalty factor β = 50, and

49888 four-node quadrilateral elements with an effective element size h = 0.005mm

are used. The material parameters are listed in Table 5.1. The material orientation in

material 1 is given as α1 = 45◦, and the material orientation in material 2 is varied in

a range from α2 = 60◦ to α2 = −60◦. Fig. 5.5 illustrates that, except for α2 = −60◦

(see Fig. 5.5e), all configurations lead to a transgranular fracture. After the crack

crosses the material boundary, the crack follows the direction that correlates to α. It

can also be observed that each material orientation only influences the crack direction

in its own material domain. On the contrary, for the case α2 = −60◦ (see Fig. 5.5e),

the material orientation is lower than the angle between the material boundary and

x-coordinates, and the result is that the crack crosses nearly the material boundary.

In other words, the intergranular fracture behavior is strongly influenced by grain

boundary orientations.

5.3 Crack evolution in polycrystalline materials

To demonstrate the capability of the developed model for predicting anisotropic brit-

tle fracture in polycrystalline materials [190], crack initiation and propagation in a

polycrystalline structure with 10mm × 10mm domain consisting of an initial crack

and 10 grains in uniaxial tension is simulated. The geometry and boundary conditions

of the polycrystalline structure are shown in Fig. 5.6.
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Figure 5.4: Geometry and boundary conditions of the notched specimen containing two different
oriented materials subjected to tension (left); Finite element discretization (right).

(a) α2 = 0◦ (b) α2 = 30◦

(c) α2 = 60◦ (d) α2 = −30◦ (e) α2 = −60◦

Figure 5.5: Influence of crack orientation θ on crack paths.
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The geometry of this microstructure is generated using the open source software

Voronoi [20]. Each grain is associated with a randomly material orientation as de-

picted in Fig. 5.6. The material parameters are listed in Table 5.1. The unstructured

mesh consists of 60622 four-node quadrilateral elements with an effective element size

h = 0.05mm. The diffuse length κ is chosen as 0.05mm.

Figure 5.6: Geometry and boundary conditions of the polycrystalline structure containing 10
grains (left); Material orientations (right).

Fig. 5.7 depicts the evolution of the crack phase-field at several failure stages under

tensile loadings. In each transgranular fracture system, the direction of crack prop-

agation appears not identical. Fig. 5.7e shows that the crack runs within the grain

boundary from the secondary transgranular fracture system, and subsequently propa-

gates into the neighboring grain. A phenomenon for inter- and transgranular fracture

can be observed from the results that the direction of crack propagation is strongly

dependent on the material orientation in each transgranular fracture system. The in-

tergranular fracture will take place mainly when the orientation of grain boundaries

resists crack propagation from transgranular fracture systems. The same arrangement

of polycrystals is used for another simulation in which the material orientation α in
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(a) (b) (c)

(d) (e) (f)

Figure 5.7: Crack phase-field at different failure stages.

Figure 5.8: Modified material orientations (left); Crack phase-field at the final failure stage
(right).
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a chosen grain is changed from −68.1◦ to 0◦ as shown in Fig. 5.8. All other settings

remain as before. The impact of this modification is illustrated in Fig. 5.8. It can

be observed that the crack propagates nearly horizontally in the modified grain due

to the change of material orientation. Obviously, the simulated crack path may be

changed by defining a new material orientation for another involved grain. It signifies

that the anisotropic properties within each grain can strongly affect the microscopic

crack propagation. Hence, for a detailed investigation of such cracks the anisotropic

properties should be taken into account.
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6
Phase-field modelling of thermoelastic

fracture in polycrystalline materials

In this chapter, several numerical examples to demonstrate the capability of modelling

thermoelastic crack evolution in anisotropic solids are provided. These include ther-

moelastic fracture in a sole material, in a bi-material and in a multi-layered material,

as well as in polycrystalline materials. Moreover, the effects of grain size on the frac-

ture behavior in polycrystalline materials are investigated.
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Mechanical Value Unit
Elastic moduli C11 565 000 MPa
Elastic moduli C12 501 000 MPa
Elastic moduli C22 95 000 MPa
Elastic moduli C44 169 000 MPa

Thermal Value Unit
Density ρ 3.21× 10−6 kg/mm3

Specific heat capacity cp 750 J/kgK
Coefficient of thermal conductivity k11 0.12 W/mmK
Coefficient of thermal conductivity k22 0.08 W/mmK
Coefficient of thermal expansion αT,11 4.46× 10−6 1/K
Coefficient of thermal expansion αT,22 4.06× 10−6 1/K

Phase-field Value Unit
Crack width κ 0.1 mm
Stiffness resistance η 1.0× 10−6 -
Crack is isolating ζ 1.0 -
Fracture toughness Gc 0.02 N/mm

Table 6.1: Parameters used in the phase-field modelling of thermoelastic fracture in polycrys-
talline materials (Silicon carbide [93])

6.1 Thermoelastic fracture in a sole material

In this example, the proposed model is applied to simulate thermoelastic crack prop-

agation in a rectangular specimen of width 7.5mm and height 20mm with an intial

crack of 2.5mm.

The details of the geometry and boundary conditions of the specimen are plotted

in Fig. 6.1. Both ends of the specimen are fixed in y-direction, and all other edges are

free. The specimen is discretized by 17346 four-node quadrilateral elements with an

effective element size h = 0.05mm as shown in Fig. 6.1. The initial temperature of

the specimen is 273.5K, and the temperature of the bottom edge is held constant at

the initial temperature θ = 273.5K. The temperature of the top edge is decreased

from 273.5K to 203.5K. The time step is chosen as 0.0005 s during the stable crack
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propagation. Plain strain condition is considered [164, 185, 218, 222]. The simulation

parameters are presented in Table 6.1. Material orientation is given as α = −45◦, and

the penalty factors β of 0, 1, 5, 20 and 50 are used. The contours of the crack phase-

field and the corresponding temperature changes are depicted in Fig. 6.2 and Fig. 6.3,

respectively. The undamaged material is plotted in blue while red color indicating

the totally damaged material. In case of isotropic fracture (β = 0), the thermoelastic

crack propagates in a horizontal direction as shown in Fig. 6.2a. On the contrary, the

anisotropic cracks (β ̸= 0) are not horizontally aligned as plotted in Figs. 6.2b to 6.2e.

The cooling treatment leads to contraction and tensile stresses in the specimen, re-

Figure 6.1: Geometry and boundary conditions of the specimen containing an initial crack (left);
Finite element discretization (right).

sulting in the evolution of the thermoelastic crack phase-field. Finally, the specimen

breaks into two parts.

As shown in Fig. 6.2, when the penalty factor β is chosen sufficiently high (e.g.
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(a) β = 0 (b) β = 1 (c) β = 5 (d) β = 20 (e) β = 50

Figure 6.2: Influence of the penalty factor β on the direction of crack propagation.

(a) β = 0 (b) β = 1 (c) β = 5 (d) β = 20 (e) β = 50

Figure 6.3: Influence of the penalty factor β on the temperature field.
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β = 20), the crack will follow the pre-defined material orientation α = −45◦. More-

over, the crack phase-field is considered as isolating (ζ = 1) so that a noticeable tem-

perature gradient along the direction of crack growth can be observed in Fig. 6.3.

This example demonstrates the capability of the proposed model for simulating

thermoelastic crack evolution in a sole material.

Figure 6.4: Geometry and boundary conditions of the notched specimen containing two different
oriented materials (left); Finite element discretization (right)

6.2 Thermoelastic fracture in a bi-material

The purpose of this example is to demonstrate the potential of the proposed model

to simulate the trans- and intergranular fracturing processes under thermomechani-

cal loadings. The specimen consists of two different oriented anisotropic materials.

The details of the geometry and boundary conditions of the specimen are plotted in

Fig. 6.4. The specimen is discretized by 17825 four-node quadrilateral elements, and
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the effective element size is chosen as h = 0.05mm. Plain strain condition is assumed.

The material parameters are the same as those in the previous section. The top and

bottom edges are fixed in y direction, and the initial temperature of all nodes of the

specimen is θ = 273.5K. The temperature of the top edge is decreased from 273.5K

to 203.5K while keeping the temperature of the bottom edge constant at 273.5K.

Due to the cooling of the top edge, a transient heat transfer in the specimen is ob-

tained. In this example, the material orientation in material 1 is given as α1 = −45◦,

and the penalty factors β in material 1 and material 2 are chosen as β = 20. The

pre-defined material orientation α in material 2 is varied to investigate its effects on

the simulation of anisotropic fracture under thermomechanical loadings. The material

orientations α of 0◦, 30◦, 55◦ and 70◦ are used.

The crack phase-field for different material orientations α and the corresponding

temperature changes are shown in Figs. 6.5 and 6.6, respectively. Again, red color

represents the totally damaged material. In case of α = 0◦, the thermoelastic crack

propagates horizontally in material 2 as shown in Fig. 6.5a. Moreover, in case of

α = 30◦, the direction of crack propagation is the same as the pre-defined material

orientation in material 2 (see Fig. 6.5b). Rather than following the material orienta-

tion, the thermally induced crack propagates nearly along the material interface in

case of α = 55◦ as plotted in Fig. 6.5c. Similar fracture behavior can be found in case

of α = 70◦, too. Both inter- and transgranular thermoelastic cracks are observed in

the simulation. The results clearly demonstrate that, when the orientation of material

interface (τ = 45◦) is lower than the material orientation (material 2:α = 55◦), the

thermoelastic crack will take place at the material interface.
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(a) α2 = 0 ◦ (b) α2 = 30 ◦ (c) α2 = 55 ◦ (d) α2 = 70 ◦

Figure 6.5: Influence of material orientation α on the crack path.

(a) α2 = 0 ◦ (b) α2 = 30 ◦ (c) α2 = 55 ◦ (d) α2 = 70 ◦

Figure 6.6: Influence of material orientation α on the temperature field.
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6.3 Thermoelastic fracture in a multi-layered material

In this section, simulations of the thermoelastic crack growth in a multi-layered ma-

terial are performed. Fig. 6.7 shows the geometry size and boundary conditions of

the notched multi-layered specimen of width 10mm and height 20mm with an initial

crack of 2.5mm. Moreover, each layer has its own material orientation (α1 = −45◦

for the left layer, α2 = 45◦ for the middle layer and α3 = −45◦ for the right layer).

Material parameters are listed in Table 6.1.

The multi-layered specimen is refined in the areas where the thermoelastic fracture

is expected to develop. The effective mesh size is chosen as 0.05mm, and 47808 four-

node quadrilateral elements are used as shown in Fig. 6.7.

Figure 6.7: Geometry and boundary conditions of the multi-layered specimen (left); Finite ele-
ment discretization (right)
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(a) (b) (c) (d)

Figure 6.8: Crack evolution process in the notched multi-layered specimen

(a) (b) (c) (d)

Figure 6.9: Temperature changes at different failure stages.
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The specimen is subjected to an initial temperature of 273.5K. The temperature

field is decreased at the top edge by ∆θ = 70K while the temperature of the bottom

edge remains unchanged (the initial temperature of 273.5K). The time step is given

as 0.0005 s during the stable thermoelastic crack propagation. The crack first initi-

ates in the left layer as shown in Fig. 6.8a. Due to further cooling, the crack starts to

propagate in the middle layer (see Fig. 6.8b). Because the penalty factor β = 20 is

chosen sufficiently high, the thermoelastic crack follows the pre-defined material orien-

tation in each layer (see also the discussion in Sect. 6.1).

Finally, the specimen is separated into pieces with inhomogeneous temperature

distributions as shown in Fig. 6.9.

6.4 Thermoelastic fracture in polycrystalline materials

6.4.1 Thermoelastic fracture in 40 grains

The purpose of this example is to demonstrate the capability of modelling crack evo-

lution in polycrystalline materials under thermomechanical loadings. Fig. 6.10 shows

the details of the geometry and boundary conditions of a polycrystalline structure of

width 10mm and height 20mm with an initial crack of 1mm. This microstructure

containing 40 grains is generated using open source software Voronoi [20], and is dis-

cretized by 54431 four-node quadrilateral elements with an effective element size h =

0.05mm as plotted in Fig. 6.10. The polycrystalline structure is refined in the areas

where the thermoelastic crack is expected to propagate. The diffuse length κ is chosen

as 0.05mm. The penalty factor is chosen as β = 20. Plane strain condition is consid-

ered [164, 185, 218, 222].

The initial temperature of all nodes in this microstructure is 273.5K, and the tem-

perature of the bottom edge is held constant at the initial temperature 273.5K. The
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Figure 6.10: Geometry, boundary conditions and finite element discretization of the polycrys-
talline structure containing 40 grains (left); Material orientations (right)
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(a) (b)

(c) (d)

(e) (f)

Figure 6.11: Crack phase-field at different failure stages with the corresponding temperature
changes in case of 40 grains. 92



cooling process is achieved by a Dirichlet type control of the temperature field at the

top edge. The temperature of the top edge is decreased from 273.5K to 193.5K. Such

a cooling-induced contraction yields high tensile stresses in polycrystalline materials.

Once thermally induced tensile stress exceeds the critical value, the crack starts to

propagate.

Fig. 6.11 shows the contours of the crack phase-field at different failure stages. Ac-

cording to the material orientation in the polycrystalline structure, the crack first

propagates along the pre-defined material orientation in the grain interior (see Figs. 6.11a

and 6.11b). Then, the crack propagates into the neighbouring grain, in which the di-

rection of crack propagation follows the material orientation in the involved grain.

However, when the crack comes close to some oriented grains, the crack will run within

the grain boundaries (see Figs. 6.11c and 6.11f). Both inter- and transgranular cracks

are observed in this simulation.

Fig. 6.11 shows the corresponding temperature changes at different stages of the

cooling process. It can be seen that the heat transfer is strongly affected by the crack

phase-field.

6.4.2 Thermoelastic fracture in 200 grains

In order to investigate the effects of grain size on the fracture behavior in polycrys-

talline materials, simulations of the thermoelastic crack initiation and propagation in

a polycrystalline structure containing 200 grains are performed. Fig. 6.12 shows the

details of the geometry and boundary conditions of this microstructure. Again, the

geometry of this microstructure is generated using the open source software Voronoi [20],

and the material orientation in each grain is generated randomly. The simulation pa-

rameters are the same as those in the above example (see Section 6.4.1). The domain

is discretized by 70275 four-node quadrilateral elements with an effective element size
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Figure 6.12: Geometry, boundary conditions and finite element discretization of the polycrys-
talline structure containing 200 grains (left); Material orientations (right)
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h = 0.05mm as shown in Fig. 6.12. This microstructure is refined in the areas where

the thermoelastic crack is expected to propagate. The top and bottom edges are fixed

in y direction, and the initial temperature of all nodes is held at 273.5K. The cooling

process is induced by a prescribed temperature 193.5K (the corresponding tempera-

ture difference is 80K) at the top edge, while the temperature of the bottom edge re-

mains constant at the initial temperature of 273.5K. The time step is set as 0.0005 s

during the stable thermoelastic crack propagation.

Fig. 6.13 shows the contours of the crack phase-field and the corresponding tem-

perature changes at different failure stages. Blue and red colors correspond to the un-

damaged and the broken materials, respectively. Due to the cooling of the top edge,

high tensile stresses arise in this microstructure, leading to the thermoelastic crack

evolution. Fig. 6.13a shows that the crack is first derived from the notch. After that,

the crack develops within the grain interior (see Fig. 6.13b). Due to further cooling,

the crack propagates along the grain boundaries, which is dependent on the orienta-

tions of the grain boundaries and neighbouring grains (see Fig. 6.13e). An interesting

point in this simulation is that, crack growth in the grain interior is often observed

(see Fig. 6.13). Thus, a transgranular fracture is promoted in case of 200 grains. Fi-

nally, this microstructure breaks into pieces with inhomogeneous temperature distri-

butions as depicted in Fig. 6.13f.

A comparison of these two cases is depicted in Fig. 6.14. Both thermal stress-

induced inter- and transgranular fracturing processes can be observed in the phase-

field simulations. In case of 200 grains, the thermoelastic crack is less constrained to

develop through the grain interior, and a complex (zigzag) crack path is clearly ob-

served.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.13: Crack phase-field at different failure stages with the corresponding temperature
changes in case of 200 grains. 96



(a) (b)

Figure 6.14: Crack phase-field at the final failure stage with the corresponding temperature
changes. 40 grains (left); 200 grains (right).

97



98



7
Adaptive phase-field modelling of brittle

fracture in compression

This section starts with a quasi-static fracture problem, i.e. a single-edge notched

shear test. The performances of different refinement strategies [107] on curved frac-

ture problems are investigated. Furthermore, simulations of crack evolution in a PBX

9502 plate specimen with cavity subjected to overall compression are carried out, and

the results are discussed in detail. The tests were run on an Intel(R) Core(TM) i7-
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4710HQ CPU @ 2.50GHz machine.

Figure 7.1: Geometry and boundary conditions of the single-edge notched shear test.

7.1 Single notched shear test

In order to demonstrate the capability of the adaptive phase-field model [107] to

simulate curved crack propagation in 2D case, the shear test specimen is considered

as shown in Fig. 7.1. The material and model parameters used in the simulation

are λ = 121 150MPa, µ = 80 770MPa, Gc = 2.7N/mm, η = 1.0× 10−10, and

κ = 0.011mm [153]. Plane strain condition is assumed. The displacement increment

∆u = 0.0001mm at each time step is used.

First of all, one of primary tasks in this section is to compare the results obtained

from the uniform mesh to different locally refined discretizations for a fixed diffuse

scale κ = 0.011mm. Therefore, four different mesh levels are performed: Case A: 16×

16 elements with 3 cycles mesh refinement (with an initial mesh size h = 0.088mm),

Case B: 32 × 32 elements with 2 cycles mesh refinement (with an initial mesh size

h = 0.044mm), Case C: 64 × 64 elements without mesh refinement (with an initial

mesh size h = 0.022mm), and Case D: 128 × 128 elements without mesh refinement
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Case A: ū = 0.0175mm ū = 0.0185mm ū = 0.02mm

Case B: ū = 0.0145mm ū = 0.016mm ū = 0.017mm

Case C: ū = 0.0136mm ū = 0.0158mm ū = 0.0168mm

Case D: ū = 0.0136mm ū = 0.0158mm ū = 0.0167mm

Figure 7.2: Comparison of the crack phase-field for uniformly and iteratively refined meshes.
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(with an initial mesh size h = 0.011mm). These four different meshes lead to the

smallest mesh size h = 0.011mm. The threshold for the mesh refinement process

C = 0.2, is considered for crack propagation over the course of the simulation.

Fig. 7.2 depicts snapshots of the crack phase-field evolution at different displace-

ments and the corresponding displacement-force curves are shown in Fig. 7.3. The fol-

lowing conclusions were drawn from the results. In Fig. 7.2, even though the resulting

crack paths are as expected for all cases, a significant difference in the process of the

crack phase-field evolution is observed for the initial coarse mesh (Case A Fig. 7.2a).

In this case, crack propagation is rather slower than in other cases. This finding is

also reflected in Fig. 7.3 where the peak force in Case A shows an overestimated be-

havior. For all cases, the convergence can be clearly observed as the level of the mesh

refinement is increased. In Table 7.1, the number of DOFs and the run time compar-

Figure 7.3: Comparison of force-displacement curves for four different mesh levels.

ison for the four cases under consideration are reported. The results clearly reflect

that a smaller number of DOFs using multi-level mesh refinements need a much lower

computational cost. Next, the influence of the locally refined mesh on the same mesh

refinement depth is evaluated at the same level of mesh refinements for a fixed diffuse
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Mesh [elements] Refine cycle Initial DOFs Final DOFs Run time [s]
16 × 16 3 891 3702 65.456
32 × 32 2 3315 5472 209.350
64 × 64 1 12771 14136 858.223
128 × 128 0 50115 50115 3959.346

Table 7.1: Parametric comparison for uniformly and iteratively refined meshes.

scale κ = 0.011mm and a fixed initial mesh size h = 0.022mm, respectively. Case A:

64 × 64 elements with one cycle mesh refinement and the threshold for the mesh re-

finement process is C = 0.65, Case B: 64×64 elements with one cycle mesh refinement

and the threshold for the mesh refinement process C = 0.965, and Case C: 128 × 128

elements globally pre-refined mesh with an initial mesh size h = 0.011mm are in-

vestigated. The crack phase-field evolution at different displacements is illustrated in

Fig. 7.4. The locally and globally pre-refined meshes are compared which yields the

findings that the crack paths for all cases are almost the same. It means that for the

same mesh refinement depth, the local mesh from different predictor refinements can

obtain the similar crack phase-field evolution results. Again, in comparison with Case

B (Threshold C = 0.965), larger regions around the crack are locally refined as in

Case A (Threshold C = 0.65), where much more areas have met the criterion for the

predictor refinement. It can be understood that in the predictor refinement concept,

the elements are refined when the value of the crack phase-field concentrated around

the crack regions is lower than the value of the pre-defined threshold C. In addition,

the displacement-force curves for different refinement levels and global refinement

are compared in Fig. 7.6. According to this finding, an excellent convergence can be

clearly observed.

To investigate the minimum required refinement depth, a uniformed initial mesh

with 64 × 64 elements and five different refinement depths 1, 2, 3, 4 and 5 are consid-

ered. The crack width κ = 0.011mm and threshold C = 0.10 are fixed. The resulting
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Case A: ū = 0.013mm ū = 0.0145mm ū = 0.0167mm

Case B: ū = 0.013mm ū = 0.0145mm ū = 0.0167mm

Case C: ū = 0.013mm ū = 0.0145mm ū = 0.0167mm

Figure 7.4: Comparison of the crack phase-field evolution for uniformly and iteratively refined
meshes.
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crack patterns at the final failure stage are illustrated in Fig. 7.5. As expected, the

same crack pattern is obtained for the fine mesh (refinement depths 1, 2 and 3) and

very fine mesh (refinement depths 4 and 5). For a mesh refinement depth 4 the small-

est element size h = 0.001 375mm is obtained. The shear test is repeated by a refine-

ment depth 5, leading to the smallest element size h = 0.000 687 5mm in the critical

zone. The subsequent study on the global responses in Fig. 7.7 leads to the conclusion

that the results are mesh-independent when the effective mesh size is smaller than

h = 0.001 375mm (refinement depth 4).

Refinement depth k=1 Refinement depth k=2

Refinement depth k=3 Refinement depth k=4 Refinement depth k=5

Figure 7.5: Final crack patterns for iteratively refined meshes.
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Figure 7.6: Comparison of force-displacement curves for uniformly and iteratively refined meshes.

Figure 7.7: Comparison of force-displacement curves for five different mesh refinement depths.
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7.2 Experimental validation: Crack initiation and propagation in the

PBX 9502 plate specimen with cavity subjected to overall com-

pression

In this example, simulations of crack propagation in a crack-free PBX 9502 specimen

[149] with thickness of 12.7mm are performed as shown in Fig. 7.8. The material of

the specimen has λ = 3285MPa, µ = 821MPa, and Gc = 0.1N/mm. The displacement

increment ∆u = 0.001mm at each time step is considered. The diffuse scale κ is cho-

sen as 0.297mm. An unstructured discretization with 12648 DOFs, linear shape func-

tions, plane stress and refinement depth k = 3 are used. The value of the refinement

threshold C is chosen as 0.15 in the simulation. Fig. 7.9 shows the crack phase-field

Figure 7.8: Geometry and boundary conditions of the plate specimen of plastic bonded explosive
(PBX 9502) with a cavity sujected to compression.
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evolution over time. In Fig. 7.9a and Fig. 7.9b, two cracks develop from the top and

bottom of the cavity to the top and bottom edges. After that, the secondary damage

zones appear at the left and right regions of the cavity. In order to objectively check

whether the crack initiates in the secondary damage zones, the value of phase-field

along the radius of the cavity is measured as shown in Fig. 7.10. It can be observed

from the measured results is that no crack initiates in the secondary damage zones.

Fig. 7.11 shows the experimental and simulated results, respectively. As evident from

(a) ū = 0.60mm (b) ū = 0.62mm (c) ū = 0.72mm (d) ū = 0.95mm

Figure 7.9: Crack phase-field evolution process and the corresponding refined meshes.
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these data, the experimental results are similar to the ones obtained from the phase-

field simulation.

Figure 7.10: The measured position for the cross-section (left), and crack phase field in the cross-
section (right).

The initial coarse mesh and final mesh obtained by applying the refinement tech-

nique are depicted in Fig. 7.12. 12648 DOFs are initially generated with the smallest

mesh size h = 2.376mm in the entire domain. After the adaptive refinement process,

28563 DOFs are achieved with the smallest mesh size h = 0.297mm.
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Figure 7.11: Measured cracks [149] (left); Crack phase-field (right).

Figure 7.12: Initial mesh (left); Final mesh (right).
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8
Conclusions and future research

8.1 Summary of achievements

In this PhD thesis, a phase-field model was proposed to predict crack evolution under

thermomechanical loadings, with special attention paid to thermoelastic fracturing

processes in polycrystalline materials. This thesis started with an overview of phase-

field modelling of brittle fracture in Chapter 1. The basic concepts of continuum me-

chanics and thermodynamics were reviewed in Chapter 2. Moreover, computational

implementation aspects of phase-field models were presented in Chapter 3. Four com-
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monly used phase-field models were applied to simulate crack initiation and propa-

gation under compressive loadings in Chapter 4. Chapter 5 and Chapter 6 deal with

application of the phase-field method to predict fracturing processes in anisotropic

materials under isothermal and non-isothermal conditions. Finally, an adaptive phase-

field model was used to model the compressive crack evolution in Chapter 7.

One of the most crucial and challenging tasks in the phase-field modelling of frac-

ture is the prediction of compressive and tensile failure in an integrated manner. An

improper split of the elastic strain energy density may lead to an incorrect description

of the fracture behavior. In Chapter 4, four commonly used phase-field models, the

isotropic model [41], the volumetric/deviatoric split [223] and the spectral split [169],

as well as the hybrid formulation [69], were investigated using three numerical exam-

ples. For the first example, it was concerned with the simulations of crack evolution

in a V-notched specimen subjected to cyclic loads. We found that the spectral and

volumetric/deviatoric splits can describe the stiffness recovery in compression. On the

contrary, the hybrid and isotropic models cannot avoid the issues of material inter-

penetration when the sample undergoes compressive loadings [246]. An explanation

for this is that the stiffness tensor is degraded and remains degraded afterwards in

the compressed state. Thus, the modification in the hybrid and isotropic models is at

least for this type of load history not applicable.

The second example was designed to demonstrate the capabilities of different mod-

els to handle compressive fracture problems. From the results it can quite clearly be

seen that the volumetric/deviatoric split still leads to unphysical fracture propagation

in compression, e.g. see Fig. 4.9 and particularly Fig. 4.12. One possible explanation

is the fact that the compressive energy from the volumetric/deviatoric split evolves

into the driving energy for crack growth in compression. It can also be seen that all

these models cannot prevent crack face overlapping during the compression phase.
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In the third example, these models were applied for predicting intricate compres-

sive fracturing processes. To this end, simulations of mixed mode crack initiation and

propagation in a pre-notched specimen containing three different bridge angles γ of

23◦, 68◦ and 90◦, were carried out. We found that the isotropic model cannot prevent

material interpenetration during the compression phase. An important reason for this

phenomenon is that there is no distinction between the fracture behavior in tension

and compression in the isotropic model.

Furthermore, an agreement between experimental and numerical results was not

found in the volumetric/deviatoric split. In order to avoid unrealistic crack evolution

in compression, the spectral split was used, which degraded only the tensile part of

the elastic strain energy density in the damage zones. Compared with other mod-

els, the spectral split shows a good performance in case of γ = 23◦, γ = 68◦, and

γ = 90◦. It is noticeable that the spectral split leads to a large thickness of the dif-

fuse approximation of the crack in case of γ = 68◦, e.g. see Fig. 4.22d. A very small

diffuse parameter κ seems to remove some spurious effects in compression, however,

extreme fine meshes are required in the simulation. Moreover, the hybrid model can-

not correctly simulate the mixed mode fracturing process under compressive loadings.

It should be emphasized that the hybrid model is able to remove the spurious effects

such as in case of γ = 68◦, whereas the simulated wing crack initiation angle cannot

be comparable with experimental data as plotted in Fig. 4.24.

Nevertheless, there are still some discrepancies observed in the spectral split, which

can be caused by: (i) frictional movements along the crack surface have not been con-

sidered; (ii) specific properties of the rock-like materials, such as geometric and physi-

cal nonlinearities, have not been taken into account; (iii) self-contacts algorithms have

not yet been implemented. Thus, the proper choice of tension-compression splits (in-

dicated as numerically anisotropic models) must be taken into consideration in case of
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compression.

Chapter 5 deals with application of phase-field model to simulate anisotropic crack

evolution under tensile loadings. Comprehensive parameter studies were performed,

and the results were analyzed. Simulations of the anisotropic fracture within the

higher value of material orientation were also considered, though the resulting crack

path was no longer in alignment with the predefined crack orientation, and the op-

posite direction with fluctuating crack paths was observed. Furthermore, it is neces-

sary to account for such phenomena that the widely used anisotropic materials (e.g.

woods) consist of the higher value of material orientation in the structure, which

can play an important role in material design processes. This topic will be addressed

elsewhere. Representative numerical examples of crack evolution in polycrystalline

materials were carried out which can validate its capability of modelling of inter-

and transgranular fracturing processes.

Having the evolution of the temperature field on the results in mind, the proposed

phase-field model for thermoelastic crack nucleation and propagation in polycrys-

talline materials was investigated by means of representative numerical examples in

Chapter 6. The coupled multiphysics problems were robustly solved using a staggered

scheme. From the results it can be seen that the material orientation can strongly in-

fluence the thermoelastic fracturing processes in polycrystalline solids. Further on, the

effects of grain size on the fracture behavior in polycrystalline structures were investi-

gated in detail.

Finally, an adaptive phase-field model was employed to simulate fracturing pro-

cesses under compressive loadings in Chapter 7. We found that the utilized adaptive

mesh refinement strategy can significantly reduce the computational costs.
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Figure 8.1: Fatigue fracture in polycrystalline materials [138].

8.2 Scope for future work

Undoubtedly, the research work presented in this PhD thesis will be continued, and

there are a few research directions that can be taken into account in future studies. In

this regard, the following tasks are proposed:

• Implementation of self-contacts algorithms for simulations of crack evolution

in compression. Fei & Choo [83] proposed a phase-field method for modelling

brittle fracture with frictional contact.

• Modelling of anisotropic ductile fracture under thermomechanical loadings.

Dean et al. [65] developed a phase-field model for ductile fracture of anisotropic

materials. In their model, the direction of anisotropic ductile crack growth is

dependent on the material orientation.
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• Development of a phase-field model for fatigue fracture in polycrystalline mate-

rials (see Fig. 8.1). Seiler et al. [228] proposed a numerically efficient phase-field

model for fatigue crack nucleation and propagation in ductile materials.
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A
Implementation Details

A.1 Discretization in space and time

Two‐dimensional finite element implementation of phase-field model for crack evo-

lution in anisotropic materials under thermomechanical loadings is explained in this

chapter. The nodal degrees of freedom are the displacements u, the phase-field s and

the temperature field θ. The weak forms of the governing equations are given by

∫
Ω
[∇δu]T : σdv −

∫
∂Ωt

δu · tda = 0, (A.1)
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∫
Ω

[
2Gcκ∇δs · ω · ∇s+ δs

[
2sψ+

e +
Gc

2κ
(s− 1)

]]
dv = 0, (A.2)

and

−
∫
Ω

[
ρcpθ̇δθ − q · ∇δθ

]
dv −

∫
∂Ωq

qs · nδθ da = 0, (A.3)

with δu, δs and δθ denoting the variational test functions.

Next, the weak forms (Eq. (A.1) - (A.3)) are implicitly solved using finite element

method (FEM). The computational domain Ω is discretized with four-node quadrilat-

eral isoparametric elements. Therefore, the nodal values for the continuous variables

{u, s, θ} are given by

u =
n∑

I=1

NIuI , s =
n∑

I=1

NIsI , θ =
n∑

I=1

NIθI , (A.4)

in which n is denoted as the total number of nodes in each element, and the shape

functions NI are associated with node I. The corresponding gradients are written as

ε =

n∑
I=1

Bu
I uI , ∇s =

n∑
I=1

Bs
IsI , ∇θ =

n∑
I=1

Bθ
I θI , (A.5)

with

Bu
I =


NI,x 0

0 NI,y

NI,y NI,x

 and Bs
I = Bθ

I =

 NI,x

NI,y

 , (A.6)

where NI,x and NI,y are defined as the differentiation of the bilinear shape functions

with respect to the coordinates x and y, respectively.

The internal force Fu,int
I and external force Fu,ext

I of the displacement field are

given by

Fu,int
I =

∫
Ω
[Bu

I ]
Tσ dv, (A.7)
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and

Fu,ext
I =

∫
∂Ωt

NItda, (A.8)

respectively.

The internal forces of the phase-field are defined as

F s,int
I =

∫
Ω

[
2κGc [B

s
I ]

T ω∇s+NI

[
2sψ+

e +
Gc

2κ
(s− 1)

]]
dv. (A.9)

Finally, the inner force F θ,int
I and external force F θ,ext

I of the thermal field are written

as

F θ,int
I =

∫
Ω

[
NIcθρθ̇ −

[
Bθ

I

]T
q

]
dv, (A.10)

and

F θ,ext
I = −

∫
∂Ωq

qTs nNI da, (A.11)

respectively.

By means of Eqs. (A.7) - (A.11), the residual of the weak forms at node I can be

expressed as 
Ru

I = Fu,ext
I − Fu,int

I ,

Rs
I = −F s,int

I ,

Rθ
I = F θ,ext

I − F θ,int
i .

(A.12)

The stiffness matrix KIJ on the element level is calculated by

KIJ =


Kuu

IJ Kus
IJ Kuθ

IJ

Ksu
IJ Kss

IJ Ksθ
IJ

Kθu
IJ Kθs

IJ Kθθ
IJ

 , with I, J = 1, 2, . . . , n, (A.13)
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where the corresponding stiffness submatrices are given by

Kuu
IJ =

∫
Ω
[Bu

I ]
T ∂σ

∂εe
Bu

J dv, (A.14)

Kus
IJ =

∫
Ω
[Bu

I ]
T ∂σ

∂s
N s

J dv, (A.15)

Kuθ
IJ =

∫
Ω
[Bu

I ]
T ∂σ

∂θ
N θ

J dv, (A.16)

Ksu
IJ =

∫
Ω
2sN s

I

[
∂ψ+

e

∂εe

]T

Bu
J dv, (A.17)

Kss
IJ =

∫
Ω

[
2κGc [B

s
I ]

T ωBs
J +

(
Gc

2κ
+ 2ψ+

e

)
N s

IN
s
J

]
dv, (A.18)

Ksθ
IJ =

∫
Ω
2sN s

I

∂ψ+
e

∂εe

∂εe
∂θJ

dv, (A.19)

Kθu
IJ = 0, (A.20)
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Kθs
IJ = −

∫
Ω

[
Bθ

I

]T ∂q

∂sJ
dv, (A.21)

and

Kθθ
IJ =

∫
Ω

(
ζ
(
s2 − 1

)
+ 1

)[
Bθ

I

]T
KBθ

J dv. (A.22)

Similar to the element stiffness matrix, the damping matrix DIJ is expressed as

DIJ =


0 0 0

0 0 0

0 0
∫
Ω ρcpN

θ
IN

θ
Jdv.

 . (A.23)

Now, the system (tangent) matrix on the element level reads

SIJ = KIJ +
1

∆t
DIJ . (A.24)

Remark 4 Due to the staggered solution scheme, the coupling terms Kus
IJ , Kuθ

IJ ,

Ksu
IJ , Ksθ

IJ , Kθu
IJ , and Kθs

IJ are neglected whereby the resulting error is assumed to be

small.

A.2 Implementation of the irreversibility constraint

To prevent the crack from healings, a history variable H(x, τ) can be applied

H(x, τ) = max
τ∈[0,t]

ψ+
e (εe(x)), (A.25)
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which is updated during the simulation time t.

Therefore, the residual and tangent can be recovered by

Rs
I = −

∫
Ω

[
2κGc [B

s
I ]

T ω∇s+NI

[
2sH+

Gc

2κ
(s− 1)

]]
dv, (A.26)

and

Kss
IJ =

∫
Ω

[
2κGc [B

s
I ]

T ωBs
J +

(
Gc

2κ
+ 2H

)
N s

IN
s
J

]
dv, (A.27)

respectively.
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