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With the rapid growth of the Internet community, some of the simple and familiar tasks related to the field of 
data transfer are becoming increasingly complex. A modern worldwide network can offer high-speed channels 
and many opportunities for IT companies that provide high load through the Internet. This creates a bunch of 
new problems for software solutions and algorithms in the field of high-speed digital c ommunications. This 
article observes one of these problems: the mutual influence between two mutually opposite single-threaded 
TCP flows with the various congestion control algorithms. In this paper, some of the most efficient congestion 
control algorithms were tested on a real network using channel emulation equipment. The test results presented 
in the article show that two-way TCP data transfer with modern congestion control algorithms can lead to a 
significant performance drop.

1 INTRODUCTION

Transmission Control Protocol (TCP) provides a set
of functions for automatically controlling sender pa-
rameters during data transfer in TCP/IP networks.
One of these functions is the congestion control al-
gorithm, that addresses three features:

 Prevent network devices from overloading.
 Achieve high bottleneck bandwidth utilization.
 Share the network resources with other flows.

The network congestion is a situation when a
net-work node receives more data than it can 
handle or forward. Network congestion results in an 
overloaded transmission buffer on network 
devices, additional network delay, and packet 
drops. Congestion con-trol algorithms (CCA) can 
be divided into groups ac-cording to the main 
indicator of congestion - the data transfer parameter, 
which corresponds to network congestion. Key 
congestion indicators are network delay, packet 
loss, and available bandwidth. Delay-based 
congestion control algorithms (VENO [1], VE-GAS 
[2]) are designed to proactively detect network 
congestion - before packet loss occurs. Common is-
sues of such algorithms are unfair resource sharing 
and low bottleneck bandwidth utilization. Loss-based 
and loss-delay-based algorithms (CUBIC [3], YEAH 
[4]) treat packet loss as network congestion. Achiev-

ing high bottleneck bandwidth  utilization  is  another
important challenge for congestion control algorithm. 
Different types of CCAs use different data rate con-
trol schemes and require different depths of the bot-
tleneck queue buffers to fully utilize the bottleneck 
bandwidth. The third challenge for congestion control 
algorithms is resource sharing. Network resources, 
such as bottleneck bandwidth or port queue depth, are 
limited. Sharing network resources require additional 
methods in the algorithm and rely on the congestion 
indicators dynamics. BBR [5] is a congestion-based 
congestion control algorithm developed by Google 
past few years. This algorithm uses the bottleneck 
bandwidth estimation as the primary indicator and the 
round trip time as the secondary indicator of conges-
tion. BBR can achieve relatively high data transfer 
performance in cases where packet loss can occur on 
a non-congested link.

The main purpose of this article is to present a 
study of the mutual influence of two mutually oppo-
site TCP data streams in a congested network. Par-
ticular attention was paid to eliminating hardware, 
cross-traffic, and other possible impacts on the results. 
Work has been performed in Future Internet Lab An-
halt [6].

The rest of this document is organized as follows: 
The second section provides a brief overview of TCP 
coexistence issues. Section 3 describes the experi-
mental setup and properties of the experiment. Test 
results and evaluation are presented in Section 4. Sec-
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tion 5 contains a discussion of the results provided,
and section 6 contains a conclusion.

2 TCP COEXISTENCE

The simultaneous coexistence of different TCP data
streams in the same channel requires special behav-
ior of the congestion control algorithms for the fair
sharing of network resources. Essentially, during data
transfer, the congestion control algorithm probes the
bandwidth by changing the data transfer rate and mea-
sures the parameters of the connection i.e. conges-
tion indication. In the case of loss-based conges-
tion control algorithms, packet losses considered as
a sign of congestion. This leads to a certain behav-
ior during data transfer: the amount of data increases
until the bottleneck of the port buffer is overloaded
and some amount of data packets are dropped. Such
algorithms relatively fairly share network resources
among themselves and can provide high data trans-
fer performance. The modern trend is to increase the
depth of the queue buffers over the network. In cases
with fat network buffers, loss-based congestion con-
trol algorithms have a strong negative effect on net-
work delay [7]. However, most TCP connections are
controlled by congestion control algorithms based on
loss or loss-delay congestion indication.

Delay-based congestion control algorithms use
changes in the network delay as an indication of net-
work congestion. This allows keeping the load level
of the bottleneck queue buffers at some lower level
than loss-based algorithms do. Such algorithms have
less aggressive behavior compared to loss- or loss-
delay based algorithms, it leads to unfair sharing of
the network resources. However, there are several dif-
ferent strategies for achieving fairness between loss-
and delay-based congestion control algorithms [8].

A relatively new solution, the BBR congestion
control algorithm, uses probing cycles to estimate
available bandwidth, network delay, and channel
state. BBR tends to keep low bottleneck queue buffer
load level and achieve high bandwidth utilization.
Another important feature of BBR is packet losses tol-
erance and high performance in lossy networks. This
strategy allows in most cases to nearly fairly share
network resources during coexistence with loss-based
TCP flows. However, BBR is still under development
and has several performance issues [9, 10, 11].

Congestion control algorithms use the dynamics
of congestion indicators to mutually influence each
other during coexistence and change the data trans-
fer rate for the main purpose of sharing network re-
sources. In case of one-way congestion, the dynamic

behavior of congestion indicators is expected in net-
work latency and available bandwidth. In case of two-
way network congestion, main congestion indicators 
may have unexpected behavior due to the influence 
of the two-way data stream, and lead to performance 
issues.

3 EXPERIMENTAL SETUP

Testbed network is presented in Figure 1. Core ele-
ments in the network are Netropy 10G and Netropy 
10G2 - WAN emulators from Apposite Technolo-
gies [12]. These devices allow to emulate various 
network conditions by setting the properties of the 
channel (see Table 1) and saving per second 
statistics of the forwarded data stream, such as data 
transfer rate, queue buffer load level, packet loss, 
etc. All data flow statistics in this work are 
collected by Netropy devices.

Figure 1: Experimental network.

Table 1: Netropy WAN emulators description.

Label Netropy10G Netropy10G2
Max. Agg.
Throughput 20Gbps 40Gbps

Max. Packet
Rate 29Mpps 59.5Mpps

Bandwidth from 100 bps to 10 Gbps
Queuing RED or tail drop queue management;

priority or round robin queuing;
Queue depth up to 100MB
Latency 0 ms – 10000 ms or greater in each di-

rection in 0.01 ms increments; constant,
uniform, exponential, normal distribu-
tions with or without reordering; accu-
mulate and burst delay;

Packet loss random, burst, periodic, BER, Gilbert-
Elliott, or recorded packet loss; data
corruption; network outage

The second important element in the testbed is a
network switch - Extreme Networks Summit x650-
24x [13]. It has 24 10GBASE-X SFP+ interfaces, 488
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Gbps maximum aggregated bandwidth and 363 Mpps
maximum packet throughput. It is an edge-level net-
work switch with tiny shared queue port buffer. The
last elements on the scheme are servers (named as fol-
lows: Usa, Mexico, Cuba and Canada) with common
specifications:

 64GB DDR4 of RAM.
 Intel Corporation 82599ES 10-Gigabit SFI/SFP+

NIC.
 Linux 5.3.0-24-generic x86 64 Kernel.
 Intel(R) Xeon(R) CPU E5-2643 v4 3.40GHz CPU.

Provided tests require the exclusion of a
possiblenegative impact from the OS and hardware on 
the pro-cess of transferring data. Each test case 
includes the following features.
 To exclude OS-level resource sharing / competi-

tion / queuing, a separate pair of servers were used
for each TCP data stream.

 Bottleneck queues in both directions were config-
ured separately on different WAN emulators in or-
der to eliminate possible specific queue manage-
ment problems in cases of two-way congestion.

 The emulated bottleneck bandwidth in all tests
was configured at a level that is significantly lower
than the maximum bandwidth of network devices
in the testbed.

 The maximum data transfer rate was significantly
lower than the maximum aggregated throughput
of the tested devices.

 The emulated network delay was configured on
20ms to exclude possible overreact issues on the
TCP congestion control side (TCP congestion
control can show unexpected behavior in cases of
LAN network delay)

 Bottleneck buffer queue depth has been set as
2.5 MB (tail drop queuing algorithm)
according to the rule-of-thumb recommendations
mentioned in [14, 15].

All tests have been performed with iperf3 ver.
3.6 TCP traffic generation utility [16].

4 EXPERIMENTAL RESULTS

To observe the behavior of data transfer of both 
streams separately and in coexistence TCP flows were 
started with a time interval of 50 seconds between 
each other. The interaction period of oncoming traffic 
is 150 seconds and shows the mutual influence of TCP 
data streams in case of two-way network congestion.

Figure 2: Two TCP BBR mutually reverse data flows.

Figure 3: TCP CUBIC (blue) and TCP BBR (red) mutually 
reverse data flows.

On the Figure 2, an example of the mutual in-
fluence of two counter TCP BBR data flows is pre-
sented. TCP BBR requires relatively low bottleneck 
queue buffer during data transmission and it perfectly 
fits in the given test environment. Bottleneck band-
width is fully utilized and no packet losses detected 
until the second TCP BBR flow appears in the link. 
The interaction of two data flows on a this link leads 
to overloaded bottleneck queue buffers and massive 
packet drops in both directions. It breaks the resource 
sharing ability of an algorithm and excludes any ad-
ditional loss- or loss-delay based congestion control 
TCP flow in this link. However, the bottleneck band-
width is utilized fully during the coexistence period.

The mutual influence of TCP  counter BBR and
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Figure 4: Different loss-based TCP congestion control mutually reverse data flows.

TCP CUBIC traffic is shown in Figure 3. The 
TCP BBR stream loses twice as many packets as 
the pre-vious case. The TCP flow in the opposite 
direction to the BBR is controlled by the TCP 
CUBIC congestion control and shows a slight 
decrease in data rate during coexistence.

Highly efficient congestion control algorithms are 
observed in the [17] by Lukaseder T. et al., these 
CCAs was decided to test in the proposed case.  
Figure 4 shows the inter-protocol mutual influence 
of TCP streams with various loss and loss-delay 
congestion control algorithms: TCP RENO, TCP 
YEAH, HIGH-SPEED TCP, and TCP CUBIC. Each 
tested conges-tion control algorithm fits in the 
channel and uti-lizes full available bandwidth until 
another data flow started. Compared to TCP 
BBR, loss-based algo-rithms show a much higher 
influence on each other during coexistence. 
Performance degradation during this type of 
coexistence can be described by reduction of 
bottleneck bandwidth utilization by up to 25 %.

5 DISCUSSION

Delay-based congestion control algorithms have well-
known issues of resource sharing during coexistence 
[18] and were not included in the article. The main
goal of the article is to observe the behavior of the
most popular congestion control algorithms. The
issue of the performance drop during the two-way
network congestion is the influence on the congestion

indicators in both directions. In such a case the 
round-trip-time delay (RTT) measured by first flow 
would be influenced by queuing delay load in the 
opposite direction caused by the second data flow. 
Loss-based congestion control algorithms treat 
changes in the network delay and packet losses as the 
signals to release the bandwidth, like in one-way 
coexistence. This be-havior leads to a drop in the 
bottleneck bandwidth utilization. Another influence 
is caused by packets in the feedback channel of the 
flows. A lot of service packets from the downstream 
flow are including in the data packets of the upstream 
data flow disturbing a bottleneck queue and provide 
an additional network delay and packet losses.

A possible solution for this issue could be the 
usage of one-way network delay (OWD) as the 
con-gestion indication instead of a round-trip-time 
delay. This would exclude the influence of a 
feedback channel on the congestion indication. It 
would also exclude additional network delay jitter 
in the feedback channel and, probably, increase the 
data transmission performance. Nevertheless, clock 
drift is a serious problem, and such a strategy 
requires additional algorithms for proper operation. 
Low priority TCP congestion control algorithms 
like TCP LP [19] or TCP LEDBAT [20] also shows 
performance drop in case of bidirectional network 
congestion. It is confusing because these algorithms 
use one-way delay instead of RTT for the 
congestion indication. Probably the implementation 
of these algorithms in the Linux kernel is actually 
using RTT instead of OWD.
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6 CONCLUSION

In this article a mutual influence of counter TCP data
flows in the case of bidirectional network congestion
was observed. loss- and delay-based congestion con-
trol algorithm demonstrates significant performance
degradation during such a test case, up to 25% data
rate drop. TCP BBR, a congestion based conges-
tion control algorithm demonstrates still high bottle-
neck bandwidth utilization, however, two-way net-
work congestion leads to massive packet losses and
impossibility of share the bandwidth with other loss-
based flows. Future work including OWD-based con-
gestion indication implementation in RMDT [21] pro-
tocol or/and research of the congestion indication in
the TCP low priority congestion control solutions in
the Linux kernel.
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