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“We may regard the present state of the universe as the effect of its past and the cause of its future.

An intellect which at any given moment knew all of the forces that animate nature and the mutual

positions of the beings that compose it, if this intellect were vast enough to submit the data to

analysis, could condense into a single formula the movement of the greatest bodies of the universe

and that of the lightest atom; for such an intellect nothing could be uncertain and the future just

like the past would be present before its eyes.”

Marquis Pierre Simon de Laplace, 1814
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Abstract

Quantifying and detecting the hierarchical organization of behavior presents a significant

challenge in neuroscience. Recent advancements in markerless pose estimation have en-

abled the spatiotemporal tracking of behavioral dynamics. However, there is a pressing

need for robust and reliable technical approaches that can unveil the underlying struc-

ture within these data and segment behaviour into hierarchically organized motifs. In

this thesis, I propose an unsupervised probabilistic deep learning framework called Vari-

ational Embeddings of Animal Motion (VAME) that addresses these challenges. By lever-

aging VAME, I can identify the behavioural structure from deep variational embeddings

of animal motion, providing a powerful tool for behavioural analysis. To demonstrate the

framework’s effectiveness, I utilize a mouse model of beta amyloidosis as a use case. The

results demonstrate that VAME not only identifies discrete behavioral motifs, but it also

captures a hierarchical representation of how these motifs are utilized. This hierarchi-

cal representation allows for the grouping of motifs into communities, revealing intricate

behavioral patterns that were previously overlooked by human visual observation. Re-

markably, VAME detects differences in community-specific motif usage among individ-

ual mouse cohorts that were previously undetectable without the framework’s aid. Im-

portantly, the proposed approach offers robust segmentation of animal motion, making it

applicable to a wide range of experimental setups, models, and conditions. It eliminates

the need for supervised or a-priori human interference, which greatly enhances its ver-

satility and efficiency. VAME’s unsupervised nature also alleviates the burden of manual

annotation and subjective biases associated with traditional methods of behavioral anal-

ysis. In summary, this work presents a significant advancement in the field of behavioral

neuroscience by providing a powerful and unsupervised framework for uncovering the

hierarchical organization of behavior. VAME’s ability to identify discrete motifs, capture

their hierarchical representation, and detect differences in motif usage among communi-

ties paves the way for deeper insights into the complex dynamics of animal behavior.
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• Stephanie R. Miller, Kevin Luxem, Kelli Lauderdale, Nick Kaliss, Katie K. Ly, Pranav

Nambiar, Yuechen Qiu, Catherine Cai, Kevin Shen, Zhaoqi Yan, Andrew Men-

diona, Takashi Saito, Takaomi C. Saido, Alexander R. Pico, Reuben Thomas, Ka-

terina Akassoglou, Pavol Bauer, Stefan Remy and Jorge J. Palop. Machine Learning

Reveals Prominent Alterations in Spontaneous Behavior of Preclinical and Clinical Stage

Mouse Models of Alzheimer’s Disease. 2023. In Review at Neuron

1.1 Classical ethology

The movement of body parts, such as limbs, muscles, and joints, and the resulting behav-

ior is essential for an animal’s survival and reproduction. They allow animals to perform

tasks such as hunting for food, escaping from predators, and finding a mate. The ability

to move efficiently and effectively also plays a role in the evolution of species, as animals

that can control their body parts more successfully are more likely to survive and pass on

their genetic traits to future generations. Within an animals nervous system, the motor

cortex plays a critical role in controlling and coordinating these movements. The motor

cortex is the region of the brain responsible for planning, initiating and controlling volun-

tary movements; it sends signals to the muscles via the spinal cord, which then generate

movement. This allows animals to perform complex movements Kandel, Schwartz, and

Jessell [1]. Additionally, it plays a key role in the learning and adaptation of movement

patterns, allowing animals to improve their movement skills over time.

Before researchers were able to study both animal movements and brain activity si-

multaneously, ethologists were the pioneers in studying the fundamental elements of

behavior by observing the execution of movement patterns and their functions. Ethol-

ogy, the study of animal behavior in its natural environment, emerged as a distinct disci-

pline in the 1920s. The founders of this field are Austrian biologists Konrad Lorenz and

Nikolaas Tinbergen, who were awarded the Nobel Prize in Physiology or Medicine in 1973

(together with Karl von Frisch) for their pioneering work in the study of behavior. They

focused on understanding the evolutionary and adaptive functions of animal behavior.

Their work has had a lasting impact on the way we interpret and study animal behavior.
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1.1.1 Tinbergen’s four questions

Tinbergen’s key contribution was his work on the four questions of behavior, which in-

clude the (1) proximate mechanisms, (2) development, (3) function, and (4) evolution of

behavior (Table 1.1) [2]. In his view, behavior is built from simpler actions, which he

called elementary responses. He proposed that these elementary responses are combined

in various ways to form more complex behaviors, so called fixed action patterns. His con-

cept of fixed action patterns was based on the idea that certain behaviors are innate and

triggered by specific stimuli. In his work, he observed that many animals exhibit complex

behaviors that are highly stereotyped and consistent across individuals and populations.

Another contribution of Lorenz’s and Tinbergen’s work is the concept of instinct, which

is defined as a fixed, innate, and unlearned action pattern. Hence, instincts are inherited

behaviors that are present at birth and are not learned through experience.

In modern ethology Tinbergen’s questions are still used as a framework for studying

animal behavior ranging from kinship, conflict, sexual selection, foraging, exploration,

and aggression across a variety of species. Answering these questions is challenging and

requires the use of a variety of scientific methodologies. For example, addressing the

question about (1) Mechanism, scientists study the physiological and neurological pro-

cesses that underlie behavior. They examine brain activity using non-invasive techniques

like electroencephalography, functional magnetic resonance imaging, or invasive tech-

niques like two-photon imaging, mutli-electrode-arrays, or optogenetic manipulations

[3, 4, 5, 6]. Answering (2) requires investigating the animals at different ages or stages of

development. Addressing question (3) can only be answered through a variety of differ-

ent species in the context of their environment and evolutionary history. The last question

(4) can be answered through an animal’s ecology and assess its impact on the animal’s

survival and reproductive success. For instance, this can be done by manipulating its

behavior and measuring the effects on the animal’s fitness.

1.1.2 Modern definition of ethology

Tinbergen definition of ethology is "the total movements made by the intact animal" [7,

2]. A recent study updated this definition to better reflect the current understanding of

behavior among scientists. The updated definition states that "behavior is the internally
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Table 1.1: Tinbergen’s four questions regarding the explanation of animal behavior.

Tinbergen’s Questions Definition

Mechanism What are the underlying mechanisms of
behavior? Understanding the underlying
mechanisms of behavior involves studying
the complex interplay of physiological and
neurological processes that give rise to ob-
servable behavior. This can include investi-
gating the neural circuits and pathways in-
volved in generating behavior, as well as
the hormones, neurotransmitters, and other
physiological factors that modulate those
neural circuits.

Development How does behavior change throughout an
animal’s lifespan? Understanding how
behavior changes throughout an animal’s
lifespan is a crucial aspect of studying an-
imal behavior. This can involve investi-
gating how behavior patterns, motivations,
and abilities change as the animal goes
through different stages of development.
For example, young animals may exhibit
different behaviors than adults, and these
behaviors may change as the animal ma-
tures. Additionally, it can provide insights
into how different behaviors are acquired
and how they are integrated into the ani-
mal’s overall behavior repertoire.

Evolution How has behavior evolved over time across
different species? Investigating how behav-
ior has evolved over time across different
species is a crucial aspect of understand-
ing animal behavior. By studying behav-
ior in different species and examining its
adaptive value in the context of the animal’s
environment and evolutionary history, re-
searchers can gain insights into how behav-
ior has changed over time and how it is
shaped by natural selection.

Function What is the function or significance of be-
havior in the animal’s life? This involve ex-
amining the behavior in the context of the
animal’s ecology and evaluating its effects
on the animal’s survival and reproductive
success. With this, researchers can gain in-
sights into how behavior contributes to the
animal’s overall fitness.
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coordinated responses (actions or inactions) of whole living organisms (individuals or

groups) to internal and/or external stimuli, excluding responses more easily understood

as developmental changes" [8]. This definition emphasizes that behavior is a response

to stimuli, whether internal or external and highlights the fact that behavior is an "in-

ternally coordinated response" that reflects the dynamics of the brain and its actions.

Finding a common language between behavioral structure and brain activity is one of

the most compelling goals of modern neuroscience. Modern day researchers aim to un-

cover behavioral structure and correlate it with brain activity to gain insights how the

brain generates behavior [9, 10].

1.2 Computational ethology

Observable motion, or the ability to detect and observe changes in movement, is a crucial

aspect for understanding the workings of the brain and its dynamic processes [11, 12].

By studying animal motion, researchers are able to gain insights into the neural mecha-

nisms that underlie sensory perception, motor control, and cognitive processes such as

attention and decision making. Acquiring this knowledge not only enhances our com-

prehension of neurological disorders and facilitates the creation of innovative treatments

but also provides valuable insights for refining technologies, including the development

of advanced prosthetics and robots designed for seamless interaction with humans. To

analyze movement patterns in animals with precision and effectiveness, the application

of computational techniques is indispensable. These methods empower the identification

of intricate patterns and facilitate the streamlined processing of extensive experimental

data. Notably, the field of Computational Ethology has emerged in recent years, dedicated

to addressing these specific research inquiries.

1.2.1 Definition

The term computational ethology was introduced and defined in 2014 as an interdisci-

plinary field that uses mathematics, engineering, and computer science to measure and

model animal behavior [9]. Ethology has traditionally involved qualitatively observing

animal behavior, quantifying relevant variables by note-taking, and deriving a descrip-

tion based on the observations. However, in recent years, there has been a shift towards
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data-driven quantitative methods to measure and analyze behavior. This includes using

specific criteria to evaluate and assign numerical values to observations. For example,

with the advancement of technology, it has become easier to use computer-assisted video

analysis tools to label and measure behavior frame-by-frame. This allows for the cal-

culation of statistics such as the frequency, latency, duration, and relative proportion of

different behaviors in large datasets.

Human observation is, however, still the most prevalent approach for scoring be-

havior, which can introduce several limitations on the analysis and data acquisition of

experiments. One major limitation is that manual scoring or labelling of video frames

is often time-consuming and can be subject to human error, especially for complex ex-

periments. This can lead to inconsistent or inaccurate data, which can hinder progress

in understanding neural circuit functions of relevant behaviors [13, 14]. A further short-

coming is that it is often not feasible to perform large-scale experiments due to the time

and resources required for manual scoring. This can limit the scope of studies and the

number of behaviors that can be analyzed. Additionally, depending on the complexity

of the experiment, it may not be possible to assign scores to certain behaviors trivially,

which can further limit the accuracy and reliability of the data (see Table 1.2).

Within the field of neuroscience, recent advancements in technology have enabled

researchers to measure and manipulate brain activity with increasing precision and ac-

curacy. This includes techniques such as calcium imaging for recording brain activity

and optogenetics for manipulation of brain activity [15, 16, 17]. However, while there

have been significant advancements in the technology used to measure brain activity, the

technology to measure behavior has not progressed at the same rate [11, 10]. This means

that researchers have a more detailed understanding of what is happening in the brain,

but do not have the same level of insight into how this activity manifests in an individ-

ual’s behavior. This can make it difficult to fully understand the relationship between

brain activity and behavior. Computational ethology aims to close the gap between the

advancements in neural recording and behavior quantification. Moreover, new analysis

tools to quantify behavior can be used for high-throughput experiments and allow for

the analysis of large amounts of data, which was previously not possible without many

hours of human labour.
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Table 1.2: Limitations of human annotation for behavioral analysis and data acquisition
(adapted from [9]).

Limitations of human annotation

Slow Labelling frames by hand is very time con-
suming and labour intensive. This severely
limits the amount of experiments that could
be done, the sample size (which limits sta-
tistical power), and also the reliability of the
results.

Imprecise and Subjective There is no standardization since different
human observer score behavior slightly dif-
ferently. Hence, it is subjective and incon-
sistent between observers [8]. In our bench-
mark dataset presented in chapter four,
there is only a 70% overlap between three
human observer. This makes it hard to re-
produce the same behavioral episodes over
multiple datasets or between different labo-
ratories.

Low dimensionality A simple behavior like walking can be de-
constructed into smaller components like
specific phases of the fore- and hind-limb
movements. Its granularity is ultimately
limited by the animals motor system. To
measure a single behavior at multiple spa-
tial and temporal resolutions is highly chal-
lenging. Lastly, the number of different be-
havior that can be possibly scored is limited.

Interpretation Machine learning based algorithm have the
opportunity to identify patterns in the data
which are not visible or detectable by a hu-
man observer due to inattention, ascertain-
ment bias, or timescales.

Language How an observer classifies some behavior
cannot always be described in perfect ver-
bal terms. Hence, training new observers is
difficult and it is not guaranteed that they
replicate the scoring in the exact same man-
ner.

Repetitive Scoring videos for hours over multiple days
or even weeks will eventually lead to a
mind fatigue in a very short time and the
attention of the observer will drift. This
increases the likelihood of errors but more
crucially the chance to discover something
interesting within the data.
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1.2.2 Pose tracking and segmentation

One of the driving forces to develop modern computational approaches for behavior is

the collection of various data. Sensors, tracking devices, cameras, and other technologies

have made it possible to collect large amounts of data from the behaving animal over

multiple time scales. This includes information on the location, movement, or behavior

of the animal. With this data, it is possible to create computational methods that allow

scientists to study patterns of behavior or predict their next movement. In this work, as

well as in other studies, the focus will be on video data captured from stationary cameras.

To identify patterns in the data, statistical analysis method like regression analysis

were used to understand factors that influence behavior. Such techniques are especially

useful to identify trends or relationships in the data. Recently, more advanced machine

learning algorithms have become increasingly important in the field of neuroscience and

other fields due to the vast amount of data that is now available or easily collectable.

These algorithms can be trained on large datasets, allowing them to recognize patterns

that may not be apparent to humans. Identifying these patterns in animal motion can

help scientists understand the underlying mechanisms that drive behavior, when corre-

lated with or combined with neural activity data.

A significant advancement has been made in the field of animal tracking and pose

estimation due to artificial neural networks. Historically, this has been done by simply

identifying the body mass center of an animal and tracking its position over time. In

recent years, there has been the development of numerous open-source tools that enable

efficient tracking of animal-body parts via supervised deep learning [18, 19, 20]. One

of their most important aspects is the ability to track the body parts of an animal with

minimal efforts in labelling data. Moreover, advancements have been made in the area

of data-driven segmentation of patterns from behavioral signals, pioneered by several

approaches, two of which are highly influential for this work, namely MotionMapper

and MotionSequencing (MoSeq) [21, 22]. Both methods use unsupervised techniques

that aim to uncover patterns in time series data. All these methods have greatly expanded

the scope and depth of measuring animal behavior and provided new insights into the

mechanisms and development of behavior.
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1.2.3 Aims of computational ethology

A major goal of computational ethology is to quantitatively and accurately measure be-

havior in all its complexity. It provides an immense opportunity to understand how

the brain works as the dynamics of the brain are directly (or indirectly) reflected by the

movements of an animal. By building methods that can express behavior in terms of

numerical values, scientists are able to correlate brain activity to behavior or derive prin-

ciples from it. Such methods provide the possibility to uncover behavior patterns that are

not easily measurable by other means. By developing methods that have the potential to

not only score or label behavior but to also quantify and project the dynamic of the full

behavioral repertoire of an animal we can gain insights into the sensory mechanisms of

behavior. Moreover, by quantifying the full range of an animals behavior it can be possi-

ble to investigate neurological diseases based on pure behavior observations and transfer

knowledge into human medicine. This new science of quantitative behavior has the po-

tential to quantify every detail of an animal’s movement in near completeness while it

performs its ethological relevant task, in an experiment or naturalistic environment. The

work presented aims to take a further step in this direction.

1.3 Challenges and central hypothesis

The quantification of behavior within neuroscience has traditionally been simplified to

measure simple output variables such as the frequency of a lever press or an animal’s

location. This was achieved by using operant conditioning chambers to train the ani-

mal to perform a specific task. Such an approach has the advantage of providing easily

quantifiable behavioral data that can be correlated with neural measurements. However,

in recent years, there has been a growing recognition of the importance of behavior that

mimics the animal’s natural movements [9, 11, 10, 12]. As behavior is the primary output

of the brain, treating it as a complex process similar to neural activity, can lead to a new

understanding of the relationships between brain activity, behavior, and internal states.

This shift in thinking has caused a paradigm shift in neuroscience, with researchers now

moving away from using behavior as a mere readout variable and recognizing it as a
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complex phenomenon in its own right. And with the advent of better data storage, com-

putational power, and improved graphical processing capabilities, there is now the abil-

ity to track and quantify behavior in great detail. Here, I want to build up on recent

methodological advancements to measure the dynamical and hierarchical nature of be-

havior using deep learning, latent variable modelling, information theory, and graph

theory to develop an approach for a more complete understanding of behavior. Since an

animal’s behavior inherently evolves over time, capturing this time-varying structure is

the central goal of this work and requires measuring features of the animal’s body and

pose, tracking those features over time, and then identifying patterns on different hier-

archical levels that correspond to different movement patterns, behavioral categories or

behavioral states.

1.3.1 Challenges of measuring animal motion

Measuring animal motion presents three main challenges [10]. Firstly, to gain a thor-

ough understanding of naturalistic behaviors, it is vital to take into account the coordi-

nated movements of various body parts such as limbs, facial features, and the animal’s

three-dimensional pose dynamics, which necessitates the simultaneous measurement of

multiple body part positions over time. Secondly, labelling naturalistic behaviors on a

moment-to-moment basis is a complex task due to the variability in behavior execution,

both in space and time, despite these behaviors often being constructed from stereotyped

components [7, 9, 21, 22]. This variability, combined with the continuous evolution of

many spontaneous behaviors over time, makes it challenging to accurately assign labels

and establish clear start and stop times for each action. Finally, the different levels of

granularity at which naturalistic behaviors can be described can lead to multiple valid

ways of describing an animal’s behavior at any given time point [23]. For instance, an

animal can be described as "walking" or at a more detailed level as "moving its left hind

leg forward while keeping the right hind leg stationary". Both of these descriptions are

accurate, but one is more general while the other is more specific. It is important to note

that the choice of description often depends on the specific research question or purpose

of the study.

In recent years, numerous approaches to studying animal behavior have emphasized

the identification of stereotyped movements or actions, categorizing and labeling these
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patterns. While these methods can offer utility, they may fall short of capturing the com-

plete complexity and dynamics of an animal’s behavior in every experiment. Many ap-

proaches that seek to analyze behavioral patterns or actions concentrate exclusively on

identifying clusters through predetermined features or by categorizing behaviors using

human labels. However, these approaches fail to consider the dynamic nature of behav-

ior, which can be complex and multifaceted. Here, I argue that it is necessary to identify

and understand behavioral patterns or actions in relation to the dynamics and multi-

hierarchy of it and maximize the information content from the raw behavioral data itself.

In this thesis, I introduce a methodology aimed at capturing the intricacies of animal

motion. Referred to as dynamical embedding, this process allows for a more thorough

depiction of the behaviors exhibited by animals. The method facilitates the exploration

of behavioral patterns and actions, taking into account the dynamic nature of behavior.

By adopting this approach, a more nuanced and comprehensive understanding of be-

havior can be attained, surpassing the limitations of previous methods that overlook the

explicit consideration of behavioral dynamics. This advancement represents a significant

improvement in the realms of computational ethology and neuroscience.

1.3.2 Dynamical embedding of animal motion

This thesis introduces a methodology that uses dynamical embedding, a novel approach

designed to capture the intricacies of animal motion comprehensively. By employing

dynamical embedding, the method delves into a detailed representation of animal be-

haviors, allowing for a nuanced exploration of behavioral patterns and actions. This

approach considers the dynamic nature of behavior, providing a more thorough under-

standing compared to previous methods that neglect explicit considerations of behavioral

dynamics. Consequently, this advancement stands as a significant improvement within

the realms of computational ethology and neuroscience.

The central focus of this thesis is to develop an innovative method for capturing latent

variables underlying animal movements, using Variational Autoencoder (VAE) models.

The proposed approach, named Variational Animal Motion Embedding (VAME), utilizes

recurrent neural networks (RNNs) to model multivariate time series data obtained from

pose estimation techniques. The primary objective is to quantify the underlying motion

patterns within the data. By parameterizing the VAE with an RNN, the model learns
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the underlying probability distribution of the dataset, effectively capturing the complex

dynamics inherent in animal motion, including subtle movements and hierarchically or-

ganized behavioral categories.

The latent variables derived from the VAE offer a unique opportunity to explore the

relationship between these variables and neural activity. This exploration provides valu-

able insights into the neurological processes that underlie animal behavior. To showcase

the efficacy of the VAME approach, the thesis demonstrates its application in investi-

gating the correlation between quantitative descriptions of behavioral patterns and mea-

surements of neural activity in the hippocampal CA1 region. This approach, therefore,

holds the potential to shed light on how various neural circuits contribute to behavior

and elucidate the connections between behavior and cognition.

1.3.3 Behavioral phenotyping in rodents

VAME is designed to detect behavioral patterns in laboratory mice. A primary research

focus of the group and institute where this work has been conducted are neurodegen-

erative diseases, especially Alzheimer’s disease (AD). To introduce this disease briefly,

AD is a progressive brain disorder that affects memory, thinking, and behavior. It is the

most common cause of dementia among older adults. The pathology of AD is character-

ized by the presence of two types of brain lesions: amyloid plaques and neurofibrillary

tangles. Amyloid plaques are deposits of a protein called beta-amyloid that build up be-

tween nerve cells in the brain. Neurofibrillary tangles are made up of a protein called tau

that forms inside the nerve cells. These changes in the brain lead to the death of nerve

cells and the loss of connections between them, causing problems with memory, thinking,

and behavior. As the disease progresses, it leads to a decline in cognitive and physical

abilities, ultimately leading to death. By building methods that have the potential to de-

tect early subtle changes in mice behavior with this disease phenotype could also have

translational impact on human Alzheimer research.

By using AD animals to extract behavioral patterns it is possible to test if the method

can distinguish the phenotype of a transgenic and non-transgenic animal’s based on

subtle differences in behavior. A behavior quantification method that can detect sub-

tle changes in the behavior of such mice would be highly useful in AD research. It would
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allow for early detection of the disease, provide a better understanding of the progres-

sion of the disease, and help to improve the diagnosis, treatment, and management of

the disease in both mice and humans. For example, it could be tested whether a drug

can reduce the effects of AD in transgenic mice compared to their wildtype. The method

would also allow for a more accurate characterization of the disease in transgenic mice

models, which can help to provide insights into the behavioral changes seen in human

AD patients, and allow for the development of new therapeutic strategies to treat the

disease in humans.

1.3.4 Structure

The structure of this thesis unfolds as follows. In Chapter 2, an exhaustive exploration

of computational ethology is presented, delving into key concepts and methodologies,

with a specific emphasis on the application of pose estimation and behavioral segmen-

tation techniques. This chapter not only reviews but also extends the lexicon associated

with measuring animal motion. Chapter 3 introduces the foundational principles of deep

latent variable modeling, elucidating the core concepts of VAE’s. The subsequent chap-

ter, Chapter 4, provides a detailed account of the methodology employed in developing

the proposed approach. This involves presenting the experimental setup for data col-

lection, applying mathematical and computer science concepts, RNN and latent variable

modeling, and deriving the objective function of the VAME framework. The chapter

further explores the application of graph theory to identify macro classes of behavior

and outlines the creation of a benchmark dataset for method evaluation and comparison

against existing approaches. Moving to Chapter 5, the principal findings are presented.

The initial segment scrutinizes the efficacy of VAME in capturing nuanced distinctions

between two groups of mice exhibiting Alzheimer’s phenotype during free movement.

The subsequent part applies the method to data from a head-fixed animal, integrating

two-photon calcium imaging to fuse behavioral actions with neural activity. Here, an

approach founded on information and graph theory is developed to harmonize both

modalities. Chapter 6 critically examines and evaluates the results of the previous chap-

ter. Finally, Chapter 7 concludes the research and offers insights into the future trajectory

of computational ethology.
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Chapter 2

Computational Measurements of

Behavior

Figure 2.1: Illustration of a behavioral experiment arrangement and its measurable
results. Above and beside a behavioral arena, cameras are installed to capture image
sequences of an animal engaged in a behavioral task. The recorded footage is stored on
a computer and subsequently analyzed using techniques like pose estimation and
behavior classification. (modified from [24].)

A core principle of behavioral measurements is the identification of a representation

of the behaving animal to study and analyze its behavior during an experiment. The use-

fulness of a particular representation is dependent on the ability to measure the relevant

variables in an experiment, ideally in large amounts and at a low cost. The develop-

ment of better cameras and computer vision algorithms has greatly increased the range

of spatial and temporal scales that can be used to analyze behavior, as well as the range

of environments in which recording is possible [25]. In this chapter, I start by introducing

a general approach of a behavioral experimental setup and defining the characteristics of

animal motion measurements by reviewing the language and vocabulary terms used in
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the field and expanding this vocabulary. I continue to describe how current experimen-

tal techniques enable the precise measurement of behavioral kinematics through pose

estimation methods and how recent behavioral quantification methods segment behav-

ior into different categories. Finally, I identify the current limitations and state how this

work aims to transcend these. This chapter mainly builds upon comprehensive articles

that review the field of computational ethology from different perspectives, which offer

in-depth information. [25, 26, 10, 12].

2.1 A modern behavioral recording setup

2.1.1 Measuring and tracking pose

As introduced above, Tinbergen and Lorenz thought of behavior as being constructed

from simple actions that underlie fixed patterns, learned or innate. Through the further

development of these concepts over the past decades modern computational ethology

views behavior as stereotyped movements that make up the building blocks of more

complex behavioral actions. This gives rise to the complete behavioral repertoire of an

animal, encompassing dynamic changes in body posture over time [25]. To quantify the

posture of an organism, it is common to start with an imaging experiment that captures a

visual representation of the animal, such as a video (Figure 2.1). From this input, more ab-

stract representations of the animal can be calculated using various methods. In the past,

this often required manually annotating each frame of the video, which made it difficult

or impossible to quantify posture in long videos with high frame rates. As a solution,

techniques were developed that were inspired by human motion capture and involved

attaching small, visible tracking markers to the animal’s limbs [27, 28, 29]. However, this

approach introduces potential issues, such as the continuous and potentially unnatural

sensory stimulation of the animal. As we will see below, with improved computational

power and algorithms, it has become increasingly feasible to track the position of ani-

mals, or even the coordinates of their limbs, with great accuracy and without the use

of physical markers. Markerless methods have emerged in recent years and became the

gold standard in neuroscience to track the pose of an animal [18, 19, 20, 30]. These meth-

ods utilize the power of deep neural networks to identify keypoints on the animal body
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in the tracking video, which are defined by the researcher. A keypoint refers to a vir-

tual marker, which is annotated by hand on the animal body in a video frame (Figure

2.1, right; colored marker on the mouse body). By annotating multiple body parts like

the snout, limbs, and spine as well as different postures of the animal, a pose estimation

model can generalize these keypoints and can label the full video automatically once

trained. I introduce the specifics of this method further below. The virtual marker signal

forms a time series of the postural changes of the animals body and is a lower represen-

tation of the video frames (Figure 2.4).

2.1.2 Extracting behavioral information

To extract behavioral information from the virtual marker signal, there are two common

approaches (Figure 2.4). The first and straightforward approach is to apply a supervised

model to the virtual marker time series [31, 14] or raw video signal [32] to identify behav-

ioral classes. By predefining behavioral categories like Rearing, Walking and Grooming, a

supervised model is in principle able to recover these actions throughout the video. Once

properly trained, their advantage is that the model can extract behavioral categories from

all the video data fast and with high accuracy. Their disadvantage, though, is that these

models do not capture the full dynamical spectrum of behavior, do not recognize new

or unseen behavior and have no latent embedding, which would compress behavioral

information and make it easier to combine with neural activity for correlation or joint

representations.

Reaching the goal of maximizing information content from the raw behavioral signal

requires a complete capture of observable motion and its objective interpretation rather

than pre-construct behavioral classes. Unsupervised methods provide a gateway for this

purpose as they do not rely on human annotations. They are able to uncover complex dy-

namics of behavior at a very fine-grained level, which may not be discernible using other

methods [33, 9, 22, 26, 25, 10]. By applying unsupervised methods to the virtual marker

coordinates, the algorithm is able to cluster the information into behavioral patterns and

find a suitable embedding for the motion (Figure 2.4). Depending on the type of unsu-

pervised algorithm, this can be based on hand crafting features from the virtual marker

coordinates like velocities, distances, or frequencies within and between virtual markers

to uncover patterns [34]. Such methods usually do not explicitly model the dynamics of
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the behavior. By explicitly modeling the temporal dynamics, it is possible to gain a more

profound comprehension of how the behavior is structured and uncover crucial informa-

tion regarding the underlying mechanisms that might influence the behavior, which may

not be evident from static measures of behavior or frame-by-frame differences. Extracting

the underlying patterns and dynamics from a multivariate time series of virtual marker

positions remains a key challenge. This work addresses this challenge by developing a

methodological framework that not only identifies behavioral patterns on different hier-

archical scales but also embeds the information into a dynamical embedding space which

can be used to analyze the behavior in various ways.

2.2 Characteristics of animal motion

It is essential to define a language for the quantification of behavioral measurements.

Establishing a standardized vocabulary to articulate the size or quantity of physical char-

acteristics in animals enables a more accurate and precise description and comparison

of these measurements. This precision is crucial for ensuring reliable and consistent re-

sults. In laboratory settings, animals are often subjected to a restricted set of behaviors in

a controlled environment as a way of measuring brain activity [35, 36]. An example of a

restricted approach could be confining an animal to a maze where it can only turn left or

right, or by limiting its head movement through head-fixing and providing a reward only

when the animal licks in a particular direction or location. However, while these methods

may take into consideration the animal’s internal state or motivation for performing a be-

havior, they are rather unnatural and ignore much of the behavioral repertoire the brain

was designed for or any other spontaneous movements that may occur. A recent study

found that a significant portion of brain activity can be linked to spontaneous move-

ments made by an animal under restricted conditions [37]. It highlights the importance

of considering the full repertoire of an animal’s movements in order to understand brain

functions. The desire for repeatable measurements and high-throughput data collection

is an essential part for statistical significance, and it often drives the use of methods such

as mazes or head-fixing in order to record neural activity. However, this approach can

result in measuring behavior that is overly restricted and not representative of the ani-

mal’s typical range of actions. Previous research that focused solely on the correlation
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between a few restricted actions may not have provided a complete or accurate picture.

By introducing a vocabulary tailored to the new era of computational measurements of

behavior, along with implementing innovative methods that leverage advancements in

machine learning, computer vision, and pattern recognition, coupled with novel record-

ing techniques for neural activity in freely behaving animals, we have the potential to

address and overcome these challenges.

2.2.1 Phenomenological behavioral modeling

2.2.1.1 Behavioral representation and naturalistic behavior

We first need to define the term behavioral representation as it is commonly used but may

carry varying meanings depending on the specific research context. A representation

is "the way someone or something is shown or described" according to the Cambridge

dictionary. Here, I define a behavioral representation (or description) as the way of quan-

titatively describing the actions or movements of an animal during an experiment. It can

be used to distil or summarize any aspect of the animal’s behavior, whether it is a simple

action or a more complex movement. These representations can take many forms, from

a classical ethogram, which is a detailed catalogue of all the different behaviors an ani-

mal can exhibit, to a low-dimensional plot that captures the animal’s movement through

space over time. The goal of such a representation is to provide a clear, concise, and

quantitative summary of an animal’s behavior that can be used to make predictions or

draw conclusions about the animal’s behavior or future motions.

The next term that shows up frequently is naturalistic. In its first approximation, natu-

ralistic refers to behaviors that are similar to those observed in the animal’s natural habi-

tat. These behaviors include activities such as exploring new environments, obtaining

food, finding shelter, and identifying mates. The term "naturalistic" is often used to dis-

tinguish these behaviors from those that are artificially induced by researchers through

training the animal to be an expert at a given task, or those that are constrained by e.g.

head-fixation. In neuroscience, naturalistic behaviors are often studied to understand

how animals behave in an open-field arena environment, sometimes with simultaneous

neural activity recording in form of local field potentials or multi electrode arrays, which
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can help researchers understand how the animal’s brain processes and responds to dif-

ferent stimuli. Those behaviors are thought of as self-motivated and expressed freely,

which makes them more representative of the animal’s natural behavioral repertoire.

2.2.1.2 Behavioral motif and sequences

To describe the actions or sub-movements an animal can express, the term behavioral mo-

tif is often applied. A behavioral motif is a unit of movement that is stereotyped and

repeated [10]. The term "motif" does not have an exact definition that specifies the spa-

tial or temporal scale at which the unit of behavior is organized. The terms "action"

and "behavior" are also used to refer to collections of units of behavior, but there is no

clear distinction between these terms. Some researcher have proposed a taxonomy that

differentiates between different levels of movement, where a "moveme" is the simplest

movement associated with a behavior, an "action" is a sequence of movemes, and an "ac-

tivity" is a set of movemes and actions that is characteristic of a particular species [9].

Throughout this work I will refer to these types of actions generally as motifs.

Having defined behavioral motifs and actions, we can now specify another term

linked to their temporal arrangement: a behavioral sequences. A behavioral sequence is

a period during which an animal or organism expresses multiple behavioral motifs. The

motifs that make up a sequence can be analyzed and their specific order can be deter-

mined. For example, motif A always follows motif B, which would represent a determin-

istic sequence. A second example would be motif A follows motif B in 50% of the time,

which would represent a more random order and be called a probabilistic sequence. Be-

havioral sequences can be used to study the organization and coordination of different

behaviors in an animal or organism and can provide insights into the underlying neural

mechanisms that control these behaviors when paired up with neural activity measure-

ments.

2.2.1.3 Behavioral communities

In this thesis and the accompanying publications, I provide an additional definition for

behavioral sequences that are composed of sub movements of macro behaviors such as

walking, rearing or grooming. I refer to these sequences as communities, which are con-

ceptually borrowed from network theory [13, 38]. The communities are identified by
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constructing a directed graph from the complete behavioral motif sequence and then

identifying subgraphs on this graph. Subgraphs are groups of nodes on the graph that

are densely connected to each other but have only a few connections to other nodes. A

community is represented by such a subgraph. With these communities, we can identify

hierarchies of behavior. The communities are identified by merging densely connected

nodes together. I will introduce this in more detail in the subchapter 4.3. An advantage of

representing behavioral motifs as communities is that it allows for the dynamical embed-

ding to be converted into a discrete network representation, which can be used to study

the transition and usage of motifs within the network as well as the intra- and inter-

community transitions. This can provide valuable insights into the building blocks of

behavior and be easily visualized. Additionally, by comparing networks between groups

of animals, it can be easier to identify differences or to focus only on the relevant com-

munities for a given experiment.

2.2.2 Computational behavioral modeling

2.2.2.1 Dimensionality reduction

In the context of this thesis and similar research, a crucial concept for identifying a ro-

bust representation of animal motion involves considering the notions of dimensionality

and dimensionality reduction. These concepts play a critical role in many forms of ma-

chine learning and neuroscience. Dimensionality refers to the number of variables that

describe a phenomenon or dataset. For example, in the case of animal motion, a large

number of variables would be needed to consider all aspects of why a limb moves, such

as the biomechanics of the movement, the different muscles and nerve cells involved, the

environment, and the animal’s internal state. However, it is not feasible to measure all

these variables, so researchers often make constraints on their measurements and meth-

ods. One way to reduce the dimensionality of a dataset is to capture the behavior using

a camera. This reduces the dimensionality to the dimensions of the video frame, which

usually includes two spatial dimensions (height and width) and one temporal dimension

(time). However, this is still a large amount of data to process, and it can be challenging

to extract meaningful information from it. To further reduce the dimensionality, we can

apply keypoint extraction methods. These methods allow to identify specific landmarks
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on an animal’s body, such as joints, that are relevant to the behavior being studied. By

extracting these keypoints, the dimensionality of a single limb can be reduced to just

two variables: the x and y coordinates of the keypoint. This makes it easier to track the

movement of a limb over time. By reducing the dimensionality of the dataset, it also be-

comes easier to extract meaningful information and to compare the behavior of different

animals. Dimensionality reduction also helps to visualize the data in a more intuitive

way.

2.2.2.2 Behavioral state space

By introducing the dimensionality of an animal’s representation it is now essential to

define a behavioral State Space B, as this is the mathematical framework in which the di-

mensionality reduced behavioral data is represented. A point in this space corresponds

to a specific animal posture or motif. The concept of a state space is borrowed from

mathematical state spaces, which are used to represent systems that change over time. It

allows for the representation of the dimensionality reduced behavioral data in a mathe-

matical framework, making it possible to study how an animal’s behavior changes over

time and to compare the behavior of different animals. Within the literature in the realm

of neuroscience and computational ethology, different names are used to refer to B. It

is sometimes referred to as the embedding space or behavioral map. The term "embed-

ding space" usually refers to the process of reducing the dimensionality of a dataset,

which is assumed to exist on a high-dimensional manifold and collapsing it into a lower-

dimensional space where it is more easily visualized or analyzed. This can be done

using mathematical techniques such as principal component analysis (PCA) for linear

embeddings or t-distributed stochastic neighbor embedding (t-SNE) or uniform man-

ifold approximation and projection (UMAP) for non-linear embeddings [39, 40]. The

term "behavioral map" is usually used to refer to a two-dimensional visualization of the

dimensionality-reduced dataset. This visualization can be useful for identifying patterns

or clusters in the data, which can provide insights into the underlying behavior of the

animal. It is worth noting that the terms "embedding space" and "behavioral map" are

used interchangeably in the literature, and the choice of terminology often depends on

the specific context or application. Both terms refer to the process of reducing the dimen-

sionality of a dataset in order to make it more amenable to analysis and visualization, but
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the "embedding space" term tends to focus more on the mathematical and computational

aspect, while "behavioral map" term is more focused on the visualization aspect.

2.2.2.3 Supervised and unsupervised learning

Two terms that are commonly encountered in computer science but also recently in the

fields of neuroscience and computational ethology are supervised and unsupervised learn-

ing. Supervised learning is a type of machine learning algorithm that is trained on a

labeled dataset, where the desired output or label is provided for each input data point.

The algorithm learns to make predictions or classifications based on the patterns it dis-

covers from the labeled data. Some examples of classical supervised learning algorithms

are linear regression, decision trees, random forests, support vector machines, or linear

neural networks. These algorithms are trained by minimizing a cost function, which

measures the difference between the predicted output and the true label. Once the al-

gorithm is fully trained, it can be used to make predictions on new, unseen data. In the

field of neuroscience and computational ethology, supervised learning algorithms are

used for a variety of tasks, including classifying behavioral labels, such as grooming or

epileptic episodes, identifying specific features of an animal’s behavior, such as move-

ment patterns, and tracking the movement of animals over time. These algorithms can

also be used to classify different types of behaviors, such as social interactions, forag-

ing, or predator-prey interactions. Supervised learning algorithms are particularly use-

ful when only a limited number of behaviors are of interest, as they can be trained on a

dataset that includes labeled examples of those specific behaviors. Unsupervised learn-

ing, on the other hand, is a type of machine learning algorithm that learns the structure

of the data without the use of labeled examples. These algorithms discover patterns and

features in the data that are not explicitly provided. The most common unsupervised

learning algorithms are k-Means, hierarchical clustering, and PCA. These algorithms are

trained by minimizing a cost function, which measures the similarity or dissimilarity be-

tween the data points. In the field of neuroscience and computational ethology, unsuper-

vised learning algorithms are used to identify patterns and features in animal behavior

that may not be immediately obvious. These algorithms can be used to identify patterns

of movement in animals, such as changes in speed or direction, or to identify clusters
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of similar behaviors. Unsupervised learning algorithms can also be used to extract fea-

tures from high-dimensional datasets, such as videos of animal behavior, that can be

used to train supervised learning algorithms. Another class of unsupervised algorithm is

self-supervised learning (SSL), which, in principle, is interchangeable with unsupervised

learning, but the main difference is that commonly SSL algorithms uses artificial neural

networks (ANN) as architecture (Note, however, that these are only modern naming con-

ventions and can change from literature to literature). SSL algorithms learn by using the

data itself as supervision, without requiring external labels. These algorithms are trained

by providing an ANN with input data and a corresponding task, such as predicting the

next frame of a video or reconstructing an image. The network learns to perform the task

by discovering useful representations of the data, similar to how unsupervised learning

algorithms discover patterns and features in the data.

In the context of machine learning, we need define the concept of a feature. Features

are generally used to train a machine learning model. They represent certain characteris-

tics of the data and are either selected by hand or inferred from the data via dimensional

compression. In the light of behavioral analysis, a feature refers to a specific aspect or

characteristic of an animal’s behavior that can be quantified and used as a building block

for further analysis. Examples of features could include the position and movement of

an animal’s body parts, the duration of certain behaviors, or the frequency of reoccurring

movements. The selection and use of appropriate features is crucial for accurately and

effectively quantifying and analysing behavior. Different behaviors may require differ-

ent sets of features for accurate analysis, and the ability to identify and extract relevant

features is a key component of any behavioral analysis method.

2.3 Tracking and pose estimation

2.3.1 Ellipse tracking and background subtraction

To quantitatively describe behavior, we need to observe and track the movements of an

animal. This involves using computational tools to extract details of the animal motion

from video recordings. A general method is to track the position of the animal’s center

of mass (or centroid) over time. This can be done by measuring the centroid location as
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Figure 2.2: Different forms of tracking methods, from coarse to fine (modified from
[12]).

a series of image coordinates, which gives information about the animal’s motion direc-

tion and spatial navigation. However, this approach only provides a rough estimate of

the animal’s behavior, as it does not consider its orientation. To capture this informa-

tion, we can augment the centroid measurements by finding the major and minor axes

of an ellipse that encloses the animal (4.1, left). Traditionally, centroids and ellipses have

been calculated using background subtraction, a process where the pixels in the image

that belong to the animal (foreground) are identified and the centroid is calculated by

finding the midpoint of these coordinates. When the background has high contrast with

the animal, like in experimental chambers with a background illumination, background

subtraction can be done by simply thresholding the image intensity. If the background

is static, it can be modeled using the median image frame and subtracting the median

image frame from the other frames. However, this approach can be problematic when

the animal is stationary for a long time. While classical methods use robust algorithms to

model the background, newer methods have started using deep learning to better handle

more complex backgrounds and allow for tracking animals in more realistic conditions

[41, 42]. Background subtraction is a straightforward technique for identifying animals

in an arena, provided the setup is uncomplicated. However, this method can be prone to

failure due to differences in lighting or camera angles, and may require adjustments to

the threshold values to work effectively.
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Figure 2.3: Pose estimation principles. In the context of single-animal pose estimation,
a convolutional neural network is employed to forecast a confidence map for each body
part type using an input image (left). The network is trained to generate confidence
maps exhibiting a single peak per channel (middle), and the decoding process involves
identifying the overall peak in each channel of the confidence map (right).

2.3.2 Animal pose estimation

While centroid and ellipse tracking provide information about the navigation of an ani-

mal and locomotion variables like velocity, acceleration and angular velocities, they are

unable to capture the movements of specific body parts or its posture and therefore can-

not be used to detect specific behavioral patterns like grooming, rearing, and coordina-

tion during a walking movement. Animal pose, on the other hand, involves identifying

the location of landmarks on the animal’s body (usually easily identifiable landmarks

like limbs, paws, snout or body center) (4.1, middle). Pose estimation captures almost

all of the ways in which an animal’s body can move, and with that, the movements that

the brain can control through the motor system [12]. In its essence, pose estimation is

the process of determining the positions of an animals (or persons) body parts and has

been a topic of research for a long time. It has been studied from a biological perspec-

tive, which involves understanding how humans and animals perceive the movement

of other organisms, as well as from an engineering perspective, which involves creating

algorithms to accurately determine pose from video. The biological perspective helps

to understand why pose is an important representation of behavior, particularly in so-

cial situations, while the engineering perspective has made it possible to automatically

estimate pose from video.
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2.3.2.1 General principles

The recent success of deep learning and computer vision has sparked the development

of a variety of pose estimation tools in humans and paved the way to further develop

them for the purpose of animal pose tracking. These methods drastically improved the

accuracy of previous methods. As more video data of animals in experimental setup’s be-

comes available and graphical processor unit (GPU) technology becomes more widespread,

researchers have the opportunity to utilize modern pose estimation techniques in their

own labs with ease. Owing to the effectiveness of deep neural networks combined with

GPUs, there has been a recent spark of open-source tools for pose estimation [18, 20, 19].

In general, all these methods are using convolutional neural networks (CNNs) [43] to

generate heatmaps for the representation of a landmarks location i.e. annotated keypoint

(Figure 2.3) [44, 45, 46]. With this method, the location of each landmark is encoded as a

two-dimensional Gaussian distribution, or heatmap, centered on the true coordinates of

the landmark in the image. The heatmap is a single image in which the pixel intensity

is highest at the location of the landmark. This representation is well-suited for use with

CNNs because they are able to learn complex transformations of image patches. To train

a pose estimation CNN, labeled examples with known ground truth landmark coordi-

nates are used to generate the correct heatmaps, which are then compared to the CNN’s

predictions. Once trained, the CNN can predict heatmaps for unlabeled images, and the

landmark coordinates can be decoded from the predicted heatmaps by identifying the

peak intensity in each heatmap.

The most significant obstacle to using this approach for estimating animal poses is

the large amount of training data required to learn the model. While the computer vision

community has collected millions of labeled examples of human poses to train and refine

CNN models for human pose estimation [47, 48, 49], these models cannot simply be

transferred to animal pose estimation. Instead, a new model would need to be trained

specifically on animal pose data from scratch, which may be more difficult to obtain in

sufficient quantities. One way to address this problem is the use of transfer learning.
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2.3.2.2 Transfer learning versus efficient neural network design

Transfer learning is a technique in deep learning that allows a model trained on one

task to be used as a starting point for a model trained on a related task. For example,

if a model is trained to recognize certain objects in images, that model might be able

to serve as a good starting point for a model that is trained to recognize other objects.

The same goes for pose estimation from humans to animals. The idea behind transfer

learning is that many of the features learned by the original model will be useful for the

new task, and so the new model will be able to learn the task more quickly and with

fewer training examples, which is key to its success. A common approach is to use the

weights of a pre-trained model as the initial weights for a new model. In a CNN this

would be the backbone of its visual feature detectors, typically trained on the ImageNet

dataset [50]. This approach is based on the idea that if we can decrease the requirement

for learning general-purpose visual characteristics, like textured patches and oriented

edges, it will be easier to fine-tune the network’s parameters with less training data. By

freezing the backbone and keeping the weights fixed, it is only necessary to fine-tune the

projection head which learns to identify the keypoints based on the heatmap localization

in an animal dataset. A main contribution and widely used approach is the open-source

method DeepLabCut (DLC), which applies transfer learning to identify keypoint based

animal posture [18].

Although being successful in studying a wide range of animal species and behavior,

such as mice, zebrafish and flies [30], it is worth mentioning that transfer learning comes

with the drawback of utilizing a heavy network with many parameters, which might be

unnecessary and only increases computational costs. By designing an efficient neural

network and keeping the architecture of the CNN small, it is possible to train a model

from scratch in a shorter amount of time. This is because the model will have fewer pa-

rameters to train compared to a general-purpose architecture used in transfer learning.

This reduction in network size assumes that the variability of imaging conditions in ani-

mal behavioral data is relatively low, which is a characteristic of reproducible laboratory

experiments. As a result, a lower level of representational capacity is needed. The main

contributions in this direction have been made by the open source methods SLEAP and

DeepPoseKit [19, 20].
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The success and ease of use of these methods have led to a new standard in fields

that study animal movement, including neuroscience [51] and ecology [52]. However,

it is important to note that, while transfer learning and efficient neural network design-

based tracking methods are commonly used in computer vision and neuroscience to track

animal behavior, they rely on human-provided annotations and concepts about which

features or body parts of the animal are important. Other methods, such as principal

component analysis of raw images, can be used to identify the most significant parts of

the animal that change during behavior. Newer research has attempted to identify key-

points in an unsupervised manner, which eliminates human preconceptions in selecting

areas of interest [53].

2.4 Behavior classification and learning from data

Behavior is a dynamic and complex phenomenon that encompasses a wide range of ac-

tions that an animal exhibits over time. While tracking the parts of an animal’s body

can be relatively straightforward, quantifying the temporal structure of behavior is often

challenging as it can lack clear standards or ground truths. To better understand behav-

ior, it is often divided into a sequence of discrete behavioral states, such as "walking",

"rearing", "eating" etc. These states are defined based on observable characteristics, such

as the position and movement of body parts. The advancements of machine learning

techniques has made it possible to classify these states from video or tracking data, mak-

ing it possible to automate the process of behavioral quantification. This can facilitate

comparisons between different instances of a behavior, and allows for the generation of

hypotheses about the neural circuitry that underlies them [54, 55, 56].

2.4.1 Rule and label based classification

Defining a behavior can be done in a straightforward manner by creating a set of clear

and definite rules that detail the conditions necessary for the behavior to be considered

present or occurring at a specific moment. An initial approach to defining a behavior

could be as simple as categorizing instances of locomotion when the animal’s central

point is moving at a speed greater than a pre-determined minimum threshold. However,
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Figure 2.4: Illustration of a contemporary setup for a behavioral experiment along
with its measurable results. The trajectory of animal poses captures crucial kinematic
information and serves as input for quantifying behavior. Below the trajectory, the
corresponding behavioral sequence is displayed, featuring three exemplary behaviors
(Rearing, Walking, and Grooming) along with two transitional states between behavior
classes. The behavior quantification method can be either unsupervised, involving the
learning of an embedding for state or cluster identification, or supervised, aiming to
classify trajectories based on human-annotated labels (modified from [24].)

defining a behavior can become more complex when requiring precise inclusion and ex-

clusion criteria based on intricate postural feature descriptions. While fixed rules for

defining behaviors can provide ease for evaluation and interpretation, they do not cap-

ture the entire range of expressions an animal can exhibit, especially when it is subject to

experimental manipulations that can alter the statistical features used for classification.

An approach that balances the human definition of behaviors with computer-aided

classification is the use of supervised machine learning (Figure 2.4). In this method, users

provide examples of instances when certain behaviors are present or absent, and the ma-

chine learning algorithm derives classification criteria based on specific features such as

body-part positions or speeds extracted from raw data. Popular toolkits use decision

trees or random forest ensembles to learn complex or abstract classifiers from animal

tracking features [31]. This approach leverages the data to avoid the laborious and poten-

tially error-prone manual design of classification criteria, while also providing measures

of accuracy.

Supervised machine learning methods have significantly enhanced the consistency

and reduced the manual labor needed for the analysis of behavioral data through user-

specified categorization of behavior. Despite these advancements, the underlying chal-

lenges persist - the characterization of behavior is either broad or based on the subjective
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perception of a human observer, which includes underlying assumptions about the ani-

mal’s behavior that are encoded explicitly. Moreover, studies have shown that there is a

significant degree of disagreement among experts, even when clear guidelines for anno-

tating a behavior are provided. This highlights the limitations of relying solely on human

definitions of a behavior. The subjective nature of human definitions can lead to inconsis-

tent interpretations and annotations, making it challenging to accurately and consistently

identify and classify behaviors [57, 58, 59].

2.4.2 Learning patterns from data

The remainder of this work focuses on the approach of directly learning behavioral pat-

terns from the data without using human definitions or rules. As previously mentioned,

these types of algorithms are generally referred to as unsupervised learning techniques.

The underlying assumption across these methods is that data belonging to the same state

show similar, stereotyped dynamics based on some measure of similarity. This assump-

tion forms the basis for these techniques, which use the statistics of the behavioral time

series to identify distinct clusters or states [25, 26].

Assuming that a behavioral sequence can be represented as a series of short, non-

overlapping trajectories through the space of behavioral observations, one approach for

mapping these units is to extract the trajectories through temporal segmentation and

then cluster them into discrete groups based on similarity. However, clustering in high-

dimensional space can be difficult, so the behavioral dimensionality is often reduced us-

ing techniques such as PCA or nonlinear embedding algorithms such as t-SNE, UMAP,

or Isomap [60]. Clustering algorithms aim to group time points into discrete sets, based

on their similarity, such that each time point is more alike to the members within the set

than to those outside of it (Figure 2.4). This approach to mapping behavioral patterns

may seem straightforward, however, the complexity and variability of natural behavior

can pose a challenge. This is because different instances of the same stereotypical be-

havior are unlikely to have identical trajectories in terms of shape and timing, and there

may not always be a clear boundary between one movement pattern and the next. To

effectively segment and cluster the fundamental units of behavior, a good model should

be able to handle variations between realizations of the same behavior, while also being

sensitive enough to identify differences between behaviors that serve distinct functions.
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2.4.2.1 Behavioral mapping based on t-SNE

The MotionMapper approach [21] is a popular method for unsupervised behavioral map-

ping, which was initially developed to study the free walking behaviors of Drosophila

melanogaster from high-speed video recordings. Unlike other methods that aim to di-

rectly segment a postural time series, MotionMapper uses a continuous wavelet trans-

form to encode short-time trajectories, obtained from PCA projections of the recordings

in the frequency domain by retaining only amplitude information and ignoring phase

[61]. This encoding makes the approach robust against small temporal misalignments.

To cluster the data into stereotyped behavioral patterns, the MotionMapper approach

smooths a two-dimensional t-SNE embedding and then uses a watershed algorithm. To

tackle computational challenges posed by large data sets, the authors used a variant of

t-SNE that learns a low-dimensional embedding for a representative subset of training

data and maps the remaining points onto the embedding in an additional step.

2.4.2.2 Clustering versus representation learning

The interpretation of behavioral clusters will vary depending on the specific applica-

tion. Here, clusters refer to groups of points that are self-similar, but do not necessarily

specify what distinguishes one cluster from another. One way to understand such clus-

ters is through a qualitative observation of raw data examples from each group, such

as video footage. This visual inspection may show that one cluster corresponds to loco-

motor behavior and another to grooming, but it may not provide a clear reason for the

differences between two clusters of locomotor behavior. To interpret clusters, the empir-

ical feature distribution of the data per cluster can be used. This can reveal differences

in forms of locomotion based on factors like peak frequency of limb oscillations, but it

may become more challenging to interpret when the differences are small or when the

input data is high-dimensional. While clustering can be effective when there is limited

knowledge about the structure of the behavioral dynamics, more advanced approaches

allow for explicitly modeling the characteristics that define the representation of behav-

ioral dynamics. Such methods can be more interpretable through direct examination of

the model parameters, or by generating new examples from the model. One direction

is to use state-space models which build on probabilistic graphical models. Instead of
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trying to divide the data based on its similarity, these models posit the existence of un-

observable (hidden) discrete states that parametrize the processes underlying the data.

The method developed in this work utilizes state-space modeling through the imple-

mentation of Hidden Markov Models (HMM) to parametrize a continuous embedding

distribution. Although these models need more amounts of data for robust fitting of

their parameters and careful approaches for model selection and regularization, they en-

able simultaneous global fitting of the data to automatically identify behavioral structure

and label the time series accordingly.

2.4.2.3 Embedding depth image dynamics

A method with these properties was introduced in 2015 to identify stereotyped behavior

in mice, called MotionSequencing (MoSeq) [22]. They use an autoregressive Hidden-

Markov Model (AR-HMM) to study inherent structure in mouse pose dynamics of freely

moving mice from depth images (KinectV2). By reducing the dimensionality of egocen-

trically aligned depth images with the use of PCA, a time series of principal components

is extracted. The output is then fed into an unsupervised machine learning model called

AR-HMM to identify the underlying structure of mouse behavior. In this work, the au-

thors presented a two-tier data description, where behavioral patterns represent short-

term postures recorded through a series of continuous autoregressive processes. An

HMM then outlines the sequence of transitions between these patterns. The AR-HMM

has the ability to depict behaviors of varying durations, but a "sticky" timescale parame-

ter focuses the model on behaviors of a specific time frame. In their study, MoSeq iden-

tified around 60 unique behavioral units from mouse movement recordings, accounting

for over 95% of the data. Additionally, using the probability distribution of the units as

a summary statistic was found to be effective in distinguishing between neuroactive and

psychoactive drugs in drug discovery experiments.

2.5 Transcending limitations

It is evident that advancements in machine learning and computer vision have greatly

impacted our capacity to uncover increasingly precise descriptions of behavior, from
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tracking to dynamics. Despite recent advancements in unsupervised computational meth-

ods for analysing naturalistic behavior, there are still many technical and theoretical dif-

ficulties to overcome [62]. This work focuses explicitly on bringing new advances to the

realm of behavior segmentation and embedding with a focus on mice as a model animal.

The extraction of behavioral motifs and the embedding of dynamics from pose estimation

methods continues to present a significant challenge in the field.

2.5.1 Uncertainty of current methodologies

The spectral energy of a signal is the primary input feature for MotionMapper, but its ef-

fectiveness in capturing the full behavioral repertoire is limited by low frequency move-

ments, which are more prominent in mice than in flies. It is particularly effective in de-

tecting the movement of orthogonal limbs, such as fly appendages. MoSeq was initially

used to study freely moving rodents from depth camera images, enabling the detection

of sub-second behavioral structure. However, the underlying AR-HMM model can lead

to many fast-switching and short motifs, causing uncertainty in animal action classifica-

tion. This highlights a broader issue concerning the scale of behavioral extraction, which

is critical for understanding the action and kinematics, especially in the context of study-

ing various disease states. This also raises concerns about the generalizability of these

methods. The specificity of the applications of MotionMapper and MoSeq, which rely

on the spectral energy of a signal or the AR-HMM model respectively, can limit their ef-

fectiveness in capturing the full behavioral repertoire, leading to uncertainty in animal

action classification and sub-optimal results when applied to virtual marker time series.

Therefore, while these methods have shown effectiveness in their specific applications,

their lack of generalizability may be a disadvantage when studying complex behaviors

from pose estimation signals in contexts where a more comprehensive understanding of

the action and kinematics is needed. In light of these limitations, I argue that new and

innovative approaches are required to provide a reliable and robust solution for uncover-

ing the underlying latent states and behaviors encoded in a lower-dimensional subspace

or manifold. The current unsupervised methods, however, are not adequate in capturing

the complete spatiotemporal dynamics of behavior.
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2.5.2 Surpassing conventional depictions

I aim to challenge the standard representation of behavior, which is the behavioral map,

and commonly thought of as consisting of clear-cut, separate behaviors. However, the

reality is that the execution of movements is a result of a continuous flow of motion.

For instance, while distinct motor commands are needed for activities like walking and

running, the difference between slow and fast walking could only be the pace of the

stride cycle, with a gradual transition to a moderate walking speed. A comprehensive

representation of behavior should therefore reflect both the discrete separations between

behaviors and the smooth variations within them. Current methodologies have not yet

fully achieved this or have only been able to accomplish it partially.

2.5.3 Projecting animal motion into a dynamical embedding space

A major aspect I want to address in this thesis is the utilisation of recent advancements in

deep learning and latent variable modeling to develop a method that can project animal

motion patterns into a dynamical and continuous embedding space. This method must

enforce spatiotemporal similarity and have the ability to uncover discrete behavioral mo-

tifs within the space. Such a model would have the potential to overcome the limitations

of the previously discussed methods, which lack both these capabilities. By applying

constraints on the distribution of representations, the aim is to foster the capture of more

meaningful and understandable quantities within the dynamical landscape of behavior.

These constraints are referred to as variational constraints and serve to encourage the

inclusion of interpretable information in the representations. I intend to evaluate the per-

formance of this new method (VAME) against the other two methods using a benchmark

dataset. Moreover, I compare the mapping of MotionMapper with the mapping of VAME

latent vectors. To understand and analyze the behavioral structure learned by VAME, I

aim to utilize methods from information and network theory. This will involve discretiz-

ing the continuous latent space embedded by VAME into a network structure to analyze

patterns and identify subgraphs that form communities of behavioral patterns. Finally,

by applying information theory, I aim to connect neural activity and behavioral patterns,

and to explore their relationship and interactions.
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Chapter 3

Deep Latent Variable Modeling

3.1 Latent variable modeling

Computational ethology is an active area of research that aims to understand the com-

plex patterns and structures present in behavioral data. A challenge arises from the fact

that conventional approaches to modeling this data often face limitations in capturing

the comprehensive complexity of the information [10]. Recent advancements in the field

of machine learning have led to the development of deep generative models, which com-

bine elements of probabilistic modeling and deep learning (see Appendix A.1 for a intro-

duction to deep learning). These models are designed to learn the underlying structure of

complex real-world data and can be used for a variety of tasks such as finding patterns,

clustering data, and identifying statistical correlations. Additionally, deep generative

models can generate new data that is similar to the original data based on the learned

distribution, which can be used to validate the model.

Two important examples of deep generative models are Generative Adversarial Net-

works (GANs) and VAEs [63, 64]. GANs are trained to generate new data from a noise

distribution, while VAEs are optimized to learn latent embeddings from the input data.

VAEs have several advantages over GANs that make them a more powerful option for

modeling complex real-world data. One of the main advantages of VAEs is that they ex-

plicitly aim to learn latent embeddings from the input data [64]. This means that VAEs

are able to identify and extract the underlying structure of the data, which is crucial for

understanding complex patterns and relationships. Another key advantage of VAEs over

GANs is their ability to model a probabilistic distribution. VAEs are, in principle, able
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to model the full data distribution, which allows them to generate new data that is sim-

ilar to the original data based on the learned distribution. This makes VAEs a powerful

tool for tasks such as data generation and anomaly detection. However, GANs are also

making progress in this area with the introduction of new techniques such as Adversarial

Feature Learning and Adversarial Latent Inference [65, 66]. Albeit GANs are known to

be difficult to train, and can be unstable and prone to generating low-quality or unrealis-

tic samples. VAEs, on the other hand, have a more stable training process, which makes

them more robust and reliable for modeling complex data. Therefore, this work focuses

exclusively on the VAE model.

3.1.1 Modeling the posterior distribution

A major challenge in machine learning is to accurately estimate a complex probability

distribution p(x) using only a limited set of data points. This is particularly difficult when

the data points are high-dimensional. In the case of virtual markers from the animal pose

estimation, the distribution would need to model the intricate relationships between all

markers over time that make up the full motion and behavior of an animal. Attempting

to model this distribution directly is a difficult task and may be impossible to achieve

within a reasonable amount of time. This is because the complexity of the distribution

increases rapidly as the dimensionality of the data increases, making it challenging to

accurately estimate p(x).

3.1.1.1 Bayesian likelihood and prior distribution

Latent variable models are a type of machine learning model that aims to learn p(x) of

a given data set. The main idea behind these models is to introduce a latent variable

z, which can be thought of as a hidden feature or characteristic of the data. This latent

variable is used to define a conditional distribution, p(x|z), which is known as the like-

lihood in Bayesian terms. This formalism makes the latent variable z a random variable,

hence a measurable function z : W ! E that maps a set of possible outcomes W to a

space E. In the context of animal movement, the latent variable z can contain the hidden

dynamics of the animal’s movements, as measured from the pose estimation signal. As

we will see here, a VAE is an instantiation of such a latent variable model, that uses an

encoder-decoder architecture to model the underlying distribution p(x) of the data.



Chapter 3. Deep Latent Variable Modeling 37

With introducing z, we can specify a prior distribution p(z) over the latent variables.

This prior distribution encodes our prior knowledge or assumptions about the data X .

With p(z), we can compute the joint distribution p(x, z) over both the observed and latent

variables. The joint distribution is the product of the prior distribution p(z) and the

likelihood p(x|z). The joint distribution represents a complete probabilistic model of the

data.

p(x, z) = p(x|z)p(z) (3.1)

The joint distribution p(x, z) allows us to express the p(x) in a more manageable way

(Equation 3.2). This is because the components of the joint distribution, p(x|z) and p(z),

are typically much simpler to define than the original probability distribution p(x). For

example, these distributions can be defined by using distributions from the exponential

family, which include commonly used distributions such as Gaussian, Poisson and Expo-

nential distributions. These distributions are chosen because they have closed-form ex-

pressions for the probability density function and have easy-to-compute moments, which

makes them more tractable than other distributions. Additionally, the joint distribution

can also be factorized into the product of p(z) and p(x|z) making it computationally more

efficient to work with. This factorization allows for efficient sampling and inference al-

gorithms to be applied to the model, making it more tractable to work with. To obtain

the data distribution p(x) we need to marginalize over the latent variables:

p(x) =
Z

z
p(x, z)dz =

Z

z
p(x|z)p(z)dz (3.2)

Furthermore, using Bayes theorem, we can compute the posterior distribution p(z|x),

which represents the probability of the latent variable z given the observed data x. Bayes

theorem states that the posterior distribution is proportional to the product of the likeli-

hood and the prior distribution, which is mathematically represented as:

p(z|x) = p(x|z)p(z)
p(x)

(3.3)

This means that the posterior distribution is a function of the likelihood and the prior

distribution, and it encodes our updated knowledge of the latent variable z given the

observed data x. Hence, the posterior distribution allows us to infer the latent variables
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given the observations.

3.1.1.2 Properties of latent variables

Latent variables are typically lower-dimensional than the observed input vectors, and

this compression of the data is one of the key features of latent variable models. The

intuition behind this is that the data has a lot of redundancy and noise, and the latent

variables are used to extract the most informative and relevant features of the data. One

way to think about the role of the latent variables is as an information bottleneck [67]. The

information bottleneck theory is a framework that explains how a model learns to com-

press the data by reducing the dimensionality of the latent variables. The idea is that the

model has to balance between preserving the information that is needed to generate the

data and discarding the information that is irrelevant or redundant. The latent variables

represent the compressed representation of the data that contains only the most relevant

information. The manifold hypothesis is another important concept that is closely related

to the information bottleneck theory. This hypothesis states that high-dimensional data,

such as real-world data, lies on lower-dimensional manifolds embedded in the high-

dimensional space [68]. This effectively means that the data can be represented by a

lower-dimensional model. This justifies the use of lower-dimensional latent spaces in

latent variable models, as they can capture the underlying structure of the data more

effectively.

3.1.2 Variational lower bound

The posterior distribution p(z|x) is a crucial component in probabilistic reasoning, as

it updates our beliefs about the latent variables after observing a new data point. In

practice, the posterior distribution for real-world data is often intractable, as there is no

analytical solution to the integral in equation (3.2), which also appears in the denomi-

nator of equation (3.3). To approximate the posterior distribution, there are two main

methods: Markov Chain Monte Carlo (MCMC) and Variational Inference (VI). MCMC

methods such as Metropolis-Hastings, Gibbs sampling, and Hamiltonian Monte Carlo

generate samples from the posterior distribution using a Markov Chain that has the tar-

get distribution as its equilibrium distribution. The samples from the Markov Chain

can be used to estimate the posterior distribution. These methods are exact in the sense
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that they converge to the true posterior distribution as the number of samples increases.

However, they are computationally expensive and do not scale well to large data sets.

Furthermore, they are also sensitive to the choice of starting points, and they can get

stuck in local modes. On the other hand, VI is a deterministic approximation technique

that seeks to find the best approximation to the true posterior distribution by minimiz-

ing the Kullback-Leibler divergence between the approximation and the true posterior

distribution. VI methods are more efficient than MCMC, and they scale well to large

data sets. Additionally, VI methods can handle multimodal distributions and allow for

efficient online learning. However, VI methods are not exact, and they provide only an

approximation to the true posterior distribution.

3.1.2.1 Variational Inference and Kullback-Leibler divergence

The mathematical formulation behind VI is to approximate the intractable true poste-

rior distribution p(z|x) with a tractable family of distributions, such as a multivariate

Gaussian, represented by q(z). The goal is to find the best approximation to the true

posterior by minimizing the Kullback-Leibler divergence between the two distributions.

The Kullback-Leibler divergence is a measure of the difference between two probability

distributions and it is defined as:

KL[q(z)||p(z|x)] =
Z

q(z) log
q(z)

p(z|x)dz = �
Z

q(z)
p(z|x)
q(z)

dz. (3.4)

The Kullback-Leibler divergence between the true posterior p(z|x) and the approxima-

tion q(z) is used as a loss function in VI. The idea is to minimize this divergence by

adjusting the parameters of the approximation q(z) so that it becomes as close as possi-

ble to the true posterior. By minimizing the Kullback-Leibler divergence, we ensure that

the approximation q(z) captures the most important features of the true posterior p(z|x).

The Kullback-Leibler divergence is not symmetric and it is non-negative. So in practice,

we minimize the negative of the Kullback-Leibler divergence.



Chapter 3. Deep Latent Variable Modeling 40

3.1.2.2 Approximating the intractable posterior distribution

The problem with equation (3.4) is that it still contains the intractable true posterior dis-

tribution p(z|x). By decomposing the equation we will find the following:

KL[q(z)||p(z|x)] =
Z

q(z) log
q(z)

p(z|x)dz (3.5)

=
Z

q(z)(log q(z)� log p(z|x))dz (3.6)

=
Z

q(z) log q(z)� q(z) log p(z|x)dz (3.7)

=
Z

q(z) log q(z)dz�
Z

q(z) log p(z|x)dz (3.8)

= Eq [log q(z)]�Eq [log p(z|x)] (3.9)

= Eq [log q(z)]�Eq


log

p(x, z)
p(x)

�
(3.10)

= Eq [log q(z)]�Eq [log p(x, z)� log p(x)] (3.11)

= Eq [log q(z)� log p(x, z)] + Eq [log p(x)] (3.12)

= Eq [log q(z)� log p(x, z)] + log p(x) (3.13)

The intractable term p(x) is also still present in equation (3.13). However, we can apply

a trick here by rearranging the quantities in equation (3.13), where the intractable terms

are on the same side:

Eq [log p(x, z)� log q(z)] = log p(x)� KL(q(z)||p(z|x)) (3.14)

The idea is to maximize the left term since it contains only tractable solutions. By doing so

we maximize the evidence p(x) and minimize the Kullback-Leibler divergence between

the approximated distribution q(z) and the true posterior distribution p(z|x). Since the

Kullback-Leibler divergence is non-negative (Kullback � Leibler � 0) the left term be-

comes a lower bound over the log-evidence p(x), which is also called the Evidence Lower

BOund or short ELBO:

ELBO(q) = Eq [log p(x, z)� logq(z)] = Eq


log

p(x, z)
q(z)

�
(3.15)

To avoid minimizing the Kullback-Leibler divergence directly we maximize another
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term with the ELBO, which is equivalent up to an added constant. The ELBO is also

called a "variational lower bound" or "negative free energy". The next equations will

unpack the ELBO further to achieve a composition that is easy to manage:

ELBO(q) = Eq [log p(x, z)� log q(z)] (3.16)

= Eq [log p(x, z)]�Eq [log q(z)] (3.17)

= Eq [log(p(x|z)p(z))]�Eq [log q(z)] (3.18)

= Eq [log p(x|z)] + Eq [log p(z)]�Eq [log q(z)] (3.19)

= Eq [log p(x|z)] + Eq [log p(z)� log q(z)] (3.20)

= Eq [log p(x|z)] +
Z

q(z) log
p(z)
q(z)

dz (3.21)

= Eq [log p(x|z)]� KL(q(z)||p(z)) (3.22)

The first term in equation (3.22) represents the likelihood of the data given the latent

variable, and maximizing the ELBO maximizes this likelihood by selecting the best-

predicting models in the variational family for the data. The second term is the negative

Kullback-Leibler divergence between the variational model q(z) and the prior distribu-

tion p(z) for the latent variables. Maximizing the ELBO pushes this term towards zero,

meaning the two distributions are made similar, with the variational distribution match-

ing the prior.

3.2 Variational auto-encoding

3.2.1 Minimizing the objective function

3.2.1.1 Monte Carlo integration

The ELBO is a common choice for the objective function to be minimized in VI [70].

In practice, computing the ELBO is usually done via Monte Carlo integration. The ex-

pectation of the log-likelihood term is approximated by taking the average of the log-

likelihood over a set of samples from the approximate posterior. Monte Carlo integration

is a method for approximating the value of an integral by averaging the function over a

large number of randomly sampled points [71]. The basic idea is to generate a large num-

ber of random samples from the target distribution and use the average of the function
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Figure 3.1: Schematic illustration of the mechanism of a VAE. The VAE learns a
stochastic mapping from the original dataset space D, whose empirical distribution
qD(x) is usually complicated, to a latent space z, whose distribution can be very simple.
The generative model learns a joint distribution pq(x, z), which is factorized as pq(x, z).
Here, pq(z) is a prior distribution over the latent space and pq(x|z) a stochastic decoder.
The stochastic encoder qf(z|x) approximates the true (but intractable) posterior pq(z|x)
of the generative model (modified from [69]).

evaluated at these samples as an estimate of the integral. The general equation for Monte

Carlo integration is the Monte Carlo estimator:

Z
f (x)dx = (b� a)

1
N � 1

N

Â
i=0

f (xi), (3.23)

where xi are N random samples from the distribution, f (x) is the function to be inte-

grated, and a and b are the limits of the integral. The more samples are used, the more ac-

curate the approximation becomes. However, for some complex distributions, the Monte

Carlo integration can be computationally expensive and converge slowly. While Monte

Carlo integration can be used to perfectly match the target distribution, it has several

drawbacks that limit its applicability to the problem in this work. First, it has a high vari-

ance, which means that the estimate can be highly variable and may require a large num-

ber of samples to converge to the true value. Second, convergence can be slow for com-

plex distributions and high-dimensional integrals. Third, for some distributions, sam-

pling can be difficult, for example, distributions with multiple modes or other complex

structures. And lastly, Monte Carlo integration is not always applicable, for example, if

the function is not computationally tractable or if the integral has infinite limits.
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3.2.1.2 Gradient based optimization

Another solution for finding the ELBO is using optimization methods such as gradient-

based optimization. This approach is known as Variational Autoencoder, which has been

introduced in 2014 [72] and will be the main conceptual driving force for identifying

behavioral structure in the animal motion data presented here. In this method, the ap-

proximate posterior q(z|x) is parameterized by a neural network and the ELBO is used

as the objective function to be maximized. This is done through the reparameterization

of the variational lower bound, which yields a simple differentiable unbiased estimator

of the lower bound. This Stochastic-Gradient-Variational-Bayes estimator can be used for

efficient approximation of the posterior inference. The parameters of the neural network

are updated using gradient-based optimization algorithms such as Stochastic Gradient

Descent (SGD) [73] or Adaptive Moment Estimation (Adam) [64]. The main advantage

of this method is that it can handle complex distributions and high-dimensional latent

spaces. Additionally, by using neural networks, the model can be easily adapted to dif-

ferent types of data and can be trained with large amounts of data.

3.2.2 Implementing a VAE

3.2.2.1 Recognition model and probabilistic decoder

Lets consider a dataset X made up of N independent samples of a continuous or discrete

variables x. The data is generated by a random process involving an unseen continuous

random variable z. This process has two steps: first, a value of zi is generated from a

prior distribution p⇤q (z), then a value of xi is generated from a conditional distribution

pq⇤(x|z) based on the generated zi. Here we assume that both the prior pq⇤(z) and the

likelihood pq⇤(x|z) come from parametric families of distributions, and their probability

density functions can be differentiated with respect to both q and z. However, much of

this process is not visible to us, as the true parameters q⇤ and the values of the latent

variables zi are unknown. To solve this, the VAE framework introduces a recognition

model qf(z|x), which represents an approximation to the intractable posterior pq(z|x).

Since from a coding theory view the unobserved latent variable z can be interpreted as

a latent representation or code the recognition model is also referred to as encoder. It

produces a distribution (e.g. Gaussian) over the possible values of the code from which
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a data point x could have been generated. In a similar fashion, the likelihood pq(x|z) is

referred to as probabilistic decoder as it produces a distribution over the possible values

of x given z. The parameter f and q are learned jointly by parameterizing the VAE with

neural networks.

3.2.2.2 Deriving the objective function

The goal of the VAE is to infer pq(z|x) from qf(z|x). By inserting both distribution into

Kullback-Leibler divergence equation we can formulate it as follows:

KL[qf(z|x)||pq(z|x)] = Â
z

qf(z|x) log
qf(z|x)
pq(z|x)

(3.24)

= Eqf(z|x)


log

qf(z|x)
pq(z|x)

�
(3.25)

= Eqf(z|x)
⇥
log qf(z|x)� log pq(z|x)

⇤
(3.26)

Applying Bayes rule we can integrate the prior distribution p(z), the data distribution

p(x) and likelihood p(x|z):

KL[qf(z|x)||pq(z|x)] = Eqf(z|x)


log qf(z|x)� log

p(x|z)p(z)
p(x)

�
(3.27)

= Eqf(z|x)
⇥
log qf(z|x)� (log p(x|z) + log p(z)� log p(x))

⇤
(3.28)

= Eqf(z|x)
⇥
log qf(z|x)� log p(x|z)� log p(z) + log p(x)

⇤
(3.29)

= Eqf(z|x)
⇥
log qf(z|x)� log p(x|z)� log p(z)

⇤
+ log p(x) (3.30)

KL[qf(z|x)||pq(z|x)]� log p(x) = Eqf(z|x)
⇥
log qf(z|x)� log p(x|z)� log p(z)

⇤
(3.31)

The right hand side of equation (3.31) can be rewritten as another Kullback-Leibler diver-

gence:

log p(x)� KL[qf(z|x)||pq(z|x)] = Eqf(z|x) [log p(x|z)� (log q(z|x)� log p(z))] (3.32)

= Eqf(z|x) [log p(x|z)]�Eqf(z|x) [log q(z|x)� log p(z)] (3.33)

= Eqf(z|x) [log p(x|z)]� KL[q(z|x)||p(z)] (3.34)
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With this we have derived the objective function of a VAE:

ELBOVAE = Eqf(z|x) [log p(x|z)]� KL[q(z|x)||p(z)] (3.35)

Here, q(z|x) projects a data point xi into the latent variable space Z and p(x|z) generates a

data point from this space (Figure 3.1). The connection to a classical autoencoder becomes

clear from this view. The Kullback-Leibler term acts as a regularization while the other

term is an expected negative reconstruction error.

3.2.2.3 Modeling the prior distribution

The VAE objective function has a clear interpretation, where the goal is to model the data

by finding the lower bound of the data’s true distribution. In practice, this is a useful

approach as finding the exact distribution can be infeasible. A question that I still have

left out is how to implement and define the prior distribution p(z) for the latent variables?

The most common choice is to choose a Normal distribution N (0, 1). This means the VAE

tries to make q(z|x) as close as possible to this. A benefit of modeling p(z) is that it is easy

to sample from this distribution. But the more important benefit is that the Kullback-

Leibler divergence between both distributions can be computed in closed form. Given

the Gaussian parameter µ(X) and S(X), the mean and variance respectively, the closed

form solution becomes:

KL[N (µ(X), S(X))||N (0, 1)] =
1
2
(tr(S(X)) + µ(X)Tµ(X)� k� log det(S(X))), (3.36)

where k is the dimension of the Gaussian and tr(x) the trace function i.e. sum of the

diagonal of matrix X. Equation (3.36) can be further simplified to be numerically stable

(3.37):

KL[N (µ(X), S(X))||N (0, 1)] =
1
2 Â

k
(exp(S(X)) + µ2(X)� 1� S(X)) (3.37)

3.2.2.4 Reparameterization trick in VAE

Now, by parametrizing the VAE with neural networks we want to jointly optimize the

parameter f and q as mentioned before. This presents a problem as we cannot simply
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sample a latent variable z from the encoder network. Sampling is a non-differentiable

operation as the gradients cannot be propagated through it, which in turn makes the

VAE not differentiable. Here, the reparameterization trick is used to circumvent this

issue by expressing the random variable as a deterministic variable and a random noise,

so that the gradient of the deterministic variable can be propagated through the random

variable. This allows the VAE to be trained using gradient-based optimization methods,

such as backpropagation. By taking a univariate Gaussian and let z ⇠ p(z|x) = N (µ, s2),

a valid reparameterization is

z = µ + se, (3.38)

where e is an auxiliary noise variable e N (0, 1). During backpropagation, the reparam-

eterization trick allows the model to bypass the non-differentiable sampling process by

expressing it as a deterministic variable and a random noise. In this way, the sampling

process is outside of the network and does not depend on anything within it, so the

gradients won’t flow through it and the model remains differentiable with respect to its

parameters.
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Chapter 4

Methodology

In this section, a comprehensive elucidation of the Variational Animal Motion Embed-

ding (VAME) framework, a key algorithmic contribution of this study, will be presented.

This framework combines principles from latent variable modeling, deep learning, in-

formation theory, and network theory. Given the necessity for a substantial dataset to

train such a model, the initial part of this chapter is dedicated to experimental design

for acquiring mouse motion data through a bottom-up camera in an open-field arena.

The subsequent segment introduces the VAME model and outlines its objective function.

Following that, the discussion delves into the concept of communities, presenting their

mathematical formulation and illustrating their application to the dynamic embedding

space of VAME. Emphasis is placed on leveraging network theory concepts to unveil the

hierarchical structure inherent in the data. Lastly, detailed information is provided on a

benchmark dataset formulated for assessing the performance of VAME.

4.1 Experimental design, animal model and data processing

4.1.1 Experimental setup and data collection

4.1.1.1 Side and top-down view designs

An experimental design that can effectively capture the motion of a behaving animal is

essential in order to study its behavioral structure. The design is a crucial factor as it will

greatly impact the quality and quantity of the obtained data. The principal goal for such a

design is to have a comprehensive view of the entire animal’s body and track changes in

body posture while the animal is engaging in various behaviors. There are different setup

approaches that can be used to achieve such an objective. Many researchers are using a
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home cage setup where the animal is placed in a small cage and recorded by a top-down

and/or side view camera [74]. The side-view approach is not optimal as it captures the

animal from a perspective that can be challenging, as there are many occlusions when the

animal is not facing the side-view camera. In addition, the home cage approach is limited

in that the animal’s behavior is confined to a small space, which may not accurately reflect

more naturalistic behaviors. Another approach is to record the animal from a top-view

angle, which is often done in an open-field arena or behavioral box. This approach allows

for the full body of the animal to be visible, and, combined with a bigger open-field

arena, provides a more naturalistic setting for the animal to engage in various behaviors.

However, when using a top-down facing camera, it is difficult to detect limb movements

in small animals like mice, which limits the behavioral output that can be measured, as

there is no information about the frequency of these limb movements. Others are using

multi-camera setups for open-field recordings, which can then be triangulated to get a

three dimensional body posture. While this has many advantages once set up, the biggest

disadvantage is that the cameras used need to be constant in position after triangulation

and it can easily happen that the camera position drifts due to experimental procedures

or other effects.

4.1.1.2 Bottom-up view design

For this work, I have decided to construct a simple open-field arena approach that uti-

lizes a Plexiglas plate to allow for a camera to be placed beneath the behaving animal

(Figure 4.1, left). The design has several advantages for studying animal motion. First,

the bottom-up view provided by this setup allows for the capture of the full body and

limb movements of the animal. This is crucial for studying animal motion, as it allows for

the detection of subtle changes in posture and movement that may be missed by other

designs. Additionally, the open-field arena setup allows for the animal to move freely

and engage in a variety of behaviors, providing a more naturalistic setting for the study.

Another advantage of this design is that it makes it easy to track keypoint positions of

the animal and to align it into an egocentric position in a later preprocessing step. This

is important, as it allows for the extraction of behavioral patterns, as the animal’s move-

ments can be tracked relative to its own body rather than relative to the environment.

Also, the use of a Plexiglas plate allows for the integration of neural recordings during
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the experiment since the cables used for these recordings will not occlude the camera

view. With this integration it can be possible to investigate how neural activity is related

to the animal’s movements and to study neural pathways that control behavior. The dis-

advantage to such a setup is that mice like to hide in their natural environments, which

is not possible for them in an open-field. This could be resolved by adding objects or

chambers into the arena but was not of interest for this work.

4.1.1.3 Treadmill for neural activity recording

To explore the correlation between neural activity and behavioral patterns in mice, I will

adopt a well-established experimental design employed in our laboratory, as outlined

in the work by Fuhrmann et al. (2015) [3]. This experimental approach integrates two-

photon microscopy and kinematic analysis. Initially, a mouse will be head-fixed in a

position under a two-photon microscope, enabling the acquisition of high-resolution im-

ages of the brain while the animal is running on a treadmill. This configuration ensures

a robust capture of neural activity in specific brain regions, such as the hippocampus,

during the execution of behaviorally relevant tasks. In conjunction with the two-photon

microscope, a camera will be strategically positioned near the mouse to record its entire

body movements. This setup facilitates the extraction of kinematic data by incorporat-

ing virtual markers onto the mouse’s body. The virtual marker signals are subsequently

fed into the model, enabling the identification of the structural pose patterns inherent in

mouse behavior. The collected neural activity and behvioral data will serve to investi-

gate the relationship between both modalities. For that, I will employ techniques derived

from information and network theory to analyze the data. The goal is to identify patterns

of neural activity that correlate with specific behaviors.

4.1.2 Animal model

Mice are a widely used model for AD research due to several reasons [75]. Firstly, mice

are small and easy to handle, which makes them convenient to use in laboratory ex-

periments. They also have a relatively short lifespan, which allows for rapid study of

aging-related changes in behavior and disease progression. Secondly, mice have well-

characterized genetics, which allows for the development of genetically engineered mod-

els to study specific aspects of the disease. For example, transgenic mice models that
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express mutant forms of human genes associated with AD can be used to study the de-

velopment and progression of the disease. Thirdly, mice have a similar nervous system

and brain organization as humans, which makes them a good model to study neural

mechanisms underlying behavior. Lastly, the availability of a wide range of behavioral

tests and techniques for measuring cognitive function in mice, such as the Morris water

maze, open field test, and fear conditioning, make it possible to study a wide range of

behavioral changes associated with AD. These tests can be also used to study the rela-

tionship between cognitive decline and behavioral changes in AD.

4.1.2.1 Experimental conditions

After assembling the setup for the open field I conducted the experiment with eight 12

month old male transgenic and non-transgenic APPSwe/PS1dE9 (APP/PS1) mice [76]

on a C57BL/6J background (Jackson Laboratory) (four animals per group). Prior to the

experiment, the mice were group housed under standard laboratory conditions with a

12-h light-dark cycle with food and water ad libitum. The experiment itself consisted of

the mice freely moving through the Plexiglas arena. For this, mice were placed in the

center of the arena and were recorded for a duration of 50 minutes each from a bottom-

up perspective. During the time, the mice were left unperturbed to not influence their

behavior. All experimental procedures were performed in accordance with institutional

animal welfare guidelines and were approved by the state government of North Rhine-

Westphalia, Germany.

4.1.3 Data acquisition and preprocessing

4.1.3.1 Experimental room setup

The behavior of the mice in the open-field arena was captured with a temporal resolution

of 60 frames per second by a complementary metal-oxide semiconductor (CMOS) cam-

era (Basler acA2000-165umNIR) that was centrally located 35 cm below the arena. The

camera was equipped with a wide-angle lens (CVO GM24514MCN, Stemmer Imaging)

to ensure that the entire arena was captured in the recordings (see Figure 4.1). In order

to provide homogeneous illumination of the recording arena from below, three infrared

light sources (LIU780A, Thorlabs) were placed around 70 cm away from the center of the
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Figure 4.1: Transforming the animal’s position from open-field allocentric coordinates
to its egocentric coordinates. (Left) Depiction of the experimental arrangement
captured from a bottom-up camera perspective. (Middle) Exemplary image featuring a
mouse in the open field as viewed from below. (Right) Placement of a virtual marker on
the mouse’s body with a representation of the resulting time series.

arena. All recordings were performed under dim room light conditions to mimic light

conditions in which mice are most active. The use of infrared lights in conjunction with

the CMOS camera ensured that the behavior of the mice was captured in high quality,

even in the low light conditions in which the experiment was conducted. This allows for

a good visibility of the animal’s body and makes the downstream analysis of identifying

keypoints of the mice in the open field exploration experiment easier (Figure 4.1).

4.1.3.2 Extracting keypoints using pose estimation

After capturing videos of all mice, the processing of the videos begins with the goal of

identifying behavioral patterns. Specifically, the previously described method of key-

point identification are applied to extract behavioral kinematics. To achieve this, I place

six virtual marker on the animal’s body: the four paws, the nose, and the tailroot. These

keypoints are chosen because they represent the main kinematic movement points of the

animal and allow for a comprehensive analysis of the animals behavior. The DeepLabCut

algorithm [18] is used to assign virtual markers to every video frame. This algorithm is

a widely used and well-established method for tracking body parts of animals in videos.

It uses a residual neural network (ResNet-50) that is pre-trained to detect image features

and then fine-tuned to recognize the location of the virtual markers in the video frames

by providing the algorithm with a set of labeled frames where the position of every vir-

tual marker is manually annotated. In this experiment, from the resulting 16 videos, 650
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frames were uniformly sampled and the position of every virtual marker is hand-labeled

prior to training the algorithm. This is done to ensure that the algorithm can generalize

to new data and can accurately detect the virtual markers in the remaining frames of the

videos. Once the algorithm is trained, performance is evaluated by comparing the pre-

dicted position of the virtual markers with the manually annotated ones. The resulting

training error was 2.14 pixels and the test error 2.51 pixels. This indicates a high con-

fidence of the DLC algorithm to detect the selected animal body keypoints in all video

frames reliably. This process allows for the extraction of kinematic data, such as the vir-

tual markers position and frequency.

4.1.3.3 Egocentric alignment of the keypoints

The data must undergo a reorientation process to align it with the animal’s frame of

reference before it becomes suitable for use in the VAME algorithm. This is known as

egocentric alignment. The goal of this process is to align the animal’s body from left

to right, i.e. tail-root to nose, in every video frame (Figure 4.1, right). To achieve this,

a rotational matrix R is computed. This matrix is used to rotate the frame around the

center point (c = xc, yc) between the nose and tail of the animal. The angle of rotation, q,

is calculated as the angle between an assumed horizontal line at the center point and the

line connecting the nose and tail-root. By rotating the frame by this angle, the body of the

animal is aligned from tail-root to nose in each frame. Depending on the initial mouse

orientation this can also lead to a flipped mouse position where the mouse is aligned from

nose to tail. This can be countered by simply rotating the frame by 180 degrees around c.

This process results in frames and marker coordinates that are aligned with the animal’s

perspective, represented as X 2 RN⇥m. where N is the length of the recording (90000

frames = 25 minutes recording with 60 Hz) and m is the number of marker coordinates (x

and y) of the animal. Implementing this algorithm requires no human intervention and

operates entirely autonomously. The crucial prerequisite is a proficiently trained DLC

model to ensure accurate pose estimation, preventing any confusion between the nose

and tail-root during the process.
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4.2 Variational Animal Motion Embedding

4.2.1 Introduction

Figure 4.2: Schematic representation of the VAME model The encoder and both
decoders of the model are parameterized with bidirectional recurrent neural networks.
The encoder is trained to project the data into a latent space, and subsequently, an
Hidden Markov Model (HMM) is employed to infer motifs from this space (modified
from [13]).

This section will provide a comprehensive explanation of the key model of this thesis,

VAME. This method utilizes all concepts introduced in chapter 3 to overcome a number

of limitations that have been identified in existing models. VAME aims to address these

limitations and to provide a more robust and accurate way to analyze animal motion. It is

a significant step forward in the field of computational ethology and has the potential to

improve our understanding of animal behavior, movement patterns and their correlation

to brain activity.

VAME is a deep learning framework for time series embedding that applies unsu-

pervised probabilistic techniques to identify hidden states or clusters, here for behavior

signals obtained from pose estimation tools or dimensionally reduced video data. It uti-

lizes RNNs combined with the VAE framework, which are used to learn and compress

the input signal into a lower dimensional space, also referred to as dynamical embedding

(Figure 4.2). This allows for more efficient and accurate representation of the behavior

signals, making it a powerful tool for analysing and understanding animal behavior.
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4.2.2 Model design

4.2.2.1 Data representation and latent projection

Given a set of n multivariate time series X = {X1, X2, . . . , Xn} where each time series

Xi = (x1, x2 . . . , xN) contains N ⇥ m ordered real values, the objective of VAME is to

learn a lower dimensional latent space Z that captures the dynamics of the time series

data and embeds them based on their spatiotemporal similarities. To achieve this goal

the multivariate time series Xi are sampled into defined subsequences xi 2 Rm⇥w, where

m representing the features of the time series data (which can be the x, y virtual marker

coordinates) and w representing the sampled time window. Now, for every xi we learn

a vector representation zi 2 Rd, which effectively reduces its dimension (d < m ⇥ w).

More specifically, this vector representation zi is learned via the non-linear mappings

fenc : xi ! zi and fdec : zi ! x̃i, where fenc, fdec denotes the encoding and decoding

process, respectively and is defined by,

zi = fenc(xi) . (4.1)

4.2.2.2 Encoder and decoder formulation

VAME utilizes a bi-directional RNN (biRNN) with two layers as the encoder to encode

the spatiotemporal latent representation. This encoder has parameters denoted by f.

The model also has two decoders, each of which is also a biRNN, with parameters q

for the reconstruction decoder and h for the prediction decoder. The biRNN encoder

and decoders work together to capture and reconstruct the spatiotemporal information

present in the data being processed. I will expand the notion of the prediction decoder in

subchapter 4.2.3.

The input data is temporally dependent, meaning that the current state of the data

is influenced by past and future events. In order to effectively capture this temporal de-

pendency, biRNNs are used as the preferred method in the model. A biRNN extends

the traditional unidirectional RNN by adding a second hidden layer that runs in the op-

posite direction of the first layer. This allows the model to gather information about the

temporal dependencies of the input data from both the past and the future. For example,

if the first layer processes the data in the forward direction, the second layer processes
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the data in the reverse direction. The result is that the biRNN can understand the tem-

poral dependencies of the data from multiple perspectives, enabling it to capture the full

temporal dynamics of the input data. Its hidden representation is determined by recur-

sively processing each input and updating their internal state ht at each timestep for the

forward and backward path via,

h f
t = tanh( ff(xt

i , ht�1), hb
t = tanh( ff(xt

i , ht+1), hc = h f
t + hb

t (4.2)

where h f
t is the hidden information of the forward pass and hb

t is the hidden information

of the backward pass, xt
i is the current time step of the input sequence xi, ff is a non-

linear transition function, and f is the parameter set of ff. The transition function ff

is an important component of an RNN that determines how information is passed from

one step to the next in the processing of sequential data. Typically, the transition function

is modeled as either a long short-term memory (LSTM) [77] or a gated recurrent unit

(GRU) [78]. In this model, GRUs have been chosen as the transition function for both

the encoder and decoder since they have fewer parameter to train which makes them

computationally more efficient.

4.2.2.3 Modeling the data distribution

The joint probability pf(xi) for each subsequence xi is represented in an RNN as the

factorized product of conditionals,

pf(xi) =
T

’
t=1

pf(xt|x1:t�1). (4.3)

In the context of this model, VAEs are utilized to learn the joint distribution p(X) over all

subsequences of the input data and to uncover the underlying generative process of that

data. VAEs have been shown to effectively model complex multivariate distributions.

Additionally, they have been shown to generalize well across different datasets, making

them ideal for this framework.

To recap the VAE method in the context of this model, a set of latent random variables

Z are embedded by the VAE model, which represents the underlying variations in the

observed data p(X) and from which the model is able to generate new data sequences
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xnew
i through conditioning p(X) on Z. Hence, the joint probability distribution is defined

as,

pq(X, Z) = pq(X|Z)pq(Z) (4.4)

and parameterized by q.

Determining the data distribution p(X) by marginalization is intractable due to the

non-linear mappings between X and Z and the integration of Z. In order to overcome

the problem of intractable posteriors the VAE framework introduces an approximation

of the posterior qf(Z|X) and optimizes a lower-bound on the marginal likelihood,

log pq(X) � Eqf(Z|X)[log pq(X|Z)]� KL(qf(Z|X)||pq(Z)), (4.5)

where KL(Q||P) denotes the Kullback-Leibler divergence between two probability dis-

tributions Q and P. The prior pq(Z) and the approximate posterior qf(Z|X) are typically

chosen to be in a simple parametric form, such as a Gaussian distribution with diagonal

covariance so that there exists a closed-form solution. The generative model pq(X|Z)

and the inference model qf(Z|X) are trained jointly by optimizing equation (4.5) w.r.t

their parameters. Using the reparameterization trick (equation (4.6)) the full model can be

trained through standard backpropagation techniques with stochastic gradient descent.

4.2.3 Variational lower bound of VAME

4.2.3.1 Deriving the objective function

The inference model (or encoder) qf(zi|xi) of VAME is parameterized by a biRNN. By

concatenating the last hidden states of the forward and backward steps of the biRNN a

global hidden state hi is obtained, which is a fixed-length vector representation of the

entire sequence xi. To get the probabilistic latent representation zi a prior distribution

over the latent variables pq(zi) is defined as an isotropic multivariate Normal distribution

N (zi; 0, I). Its parameter µz and Sz of the approximate posterior distribution qf(zi|xi)

are generated from the final encoder hidden state by using two fully connected linear

layers. The latent representation zi is then sampled from the approximate posterior and
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computed via the reparameterization trick,

zi = µz + sz � e , (4.6)

where e is an auxiliary noise variable and � denotes the Hadamard product.

The generative model pq(xi|zi) (or decoder) receives zi as input at each timestep t and

aims to reconstruct xi. The mean squared error (MSE) is used as a reconstruction loss,

defined by,

LMSE =
1
n

n

Â
i=1

||xi � x̃i||22 . (4.7)

The log-likelihood of xi can be expressed as in equation (4.5). Since the KL divergence

is non-negative the log-likelihood can be written as

L(q, f; xi) = Eqf(zi |xi)[log pq(xi|zi)]� KL(qf(zi|xi)||pq(zi)) . (4.8)

Here, L(q, f; xi) is a lower bound on the log-likelihood (ELBO) and represents an objec-

tive function to train the model.

4.2.3.2 Extending the objective function

Since the VAME model is using an additional decoder, the the ELBO needs to be extended

by an additional biRNN decoder ph(x̃i|zi) to predict the evolution x̃i of xi, parameterized

by h. This composite model is able to jointly learn important features for reconstruction

and predicting subsequent virtual marker signal. In this way, the model is able to cap-

ture the temporal relationships between subsequent subsequences xi and produce better

results compared to traditional approaches [79]. Moreover, ph(x̃i|zi) serves as a regu-

larization for learning zi so that the latent representation not only memorizes an input

time series but also estimates its future direction. Equation (4.8) is then extended by an

additional term and parameter,

L(q, f, h; xi) = Eqf(zi |xi)[log pq(xi|zi)] + Eqf(zi |xi)[log ph(x̃i|zi)]� KL(qf(zi|xi)||pq(zi)) .

(4.9)
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Equation (4.9) represents the derived variational lower bound of VAME by incorporating

an additional decoder. The objective of VAME is to minimize

min
q,f,h

L(q, f, h; xi). (4.10)

Finally, the loss function for this model can be written as

Ltotal = Lreconstruction + Lprediction + LKL , (4.11)

where Lprediction is the MSE loss of the additional decoder.

4.3 Motion structure and hierarchy

Figure 4.3: Illustration showcasing a two dimensional visualization of an embedded
space. Utilizing an HMM leads to the discretization of the space. The resultant time
series can be converted into a graph structure. Through the establishment of a
hierarchical representation of this graph structure, we can identify subgraphs or
communities within the embedding space.

In this section, I introduce the mathematical framework for the concept of communi-

ties, which are conceptually borrowed from network theory. I illustrate their application

ot the dynamic embedding space and emphasize how they can be used to unveil the

hierarchical structure present in the mouse pose data.

4.3.1 Behavioral state space

After convergence, the latent space variable set Z can be utilized to examine the structure

of the time series signal and its hierarchical order. The first goal is to identify a set of

underlying states B = {b1, . . . , bk} with k being the number of states that might exist

in the data. Typically, there is a lack of a priori knowledge regarding the number of

states within a continuous time series, unless it is precisely defined. In this context, I will
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now present the method employed to identify states within a dynamical embedding, and

subsequently, I will delve into strategies for determining the appropriate number of

4.3.1.1 Identifying states in dynamical embedding space

K-Means is one of the primary methods for identifying clusters in a lower dimensional

representation of data, but it is most effective when the clusters in the representation are

well-separated. This is often not the case in spatiotemporal or dynamical representations,

as the input data is usually a continuous signal. VAME groups similar time series signals

and creates a spatiotemporal structure within the embedding, resulting in a continuous

representation of the data. Although k-Means and other density clustering techniques

can still be used, they may not be the optimal choice for identifying clusters in this type

of space.

Another approach is to unroll the latent space Z along its time axis and treat it as

a new time series Xemb. Now, we can apply an HMM, which is a suitable method for

separating time series data into distinct states. Moreover, the Markovian property is

particularly fitting for animal motion data, as animal behavior often exhibits predictable

transitions between different states. For example, an animal may alternate between rest-

ing and moving, or between different types of movement. By modeling these transitions

as a Markov process, HMMs can effectively identify and label the different states of ani-

mal motion in the time series data.

Here, Xemb 2 Rd⇥N�w represents the feature space from which the state structure

is to be identified, with the embedding dimension d, the number of datapoints N and

the subsequence length w. By conceptualizing the underlying dynamical system as a

discrete-state continuous-time Markov chain, an HMM with Gaussian distribution emis-

sion probability was employed in this space for the purpose of detecting states or motifs.

The HMM was implemented using the hmmlearn python package, utilizing the default

settings for the Gaussian emission model as provided by the package.

4.3.1.2 Transition probability matrix as graph structure

The resulting state time-series SB can now be interpreted as a discretized version of the

continuous latent representation time series Xemb. More specifically, it can be now treated
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as a discrete-time Markov chain where the transition probability of one state is only de-

pendent on its past state. Using this formalism, a K ⇥ K transition probability matrix T

can be created with the elements

T = P(bk|bl), (4.12)

being the transition probabilities from one state bl 2 B to another state bk 2 B.

The discrete state time series SB can be transformed into a graph structure, generally

termed as G (Figure 4.3). Representing a matrix or transition matrix as a graph or directed

graph is a concept from linear algebra and network theory. In the case of a discrete

time series SB, it can be modeled as a directed graph GB. modeling SB as a directed

graph allows us to utilize its graph structure, which requires introducing some general

terms from graph theory. This forms the basis for creating a hierarchical order of GB and

defining its state communities.

4.3.2 Concepts from network theory

4.3.2.1 Definition of a graph

A graph G = (V, E) is defined by a finite, non-empty set of vertices V with vertex v

referred to as v 2 V(G) and a finite set of edges E that connect the vertices, where an

edge is denoted as e 2 E(G). I will refer to v as nodes in the following. An edge eij

connects two nodes (vi, vj). In the case of an undirected graph the edge eij as well as the

edge eji refer to the same edge and have the same edge weight to it. In a directed graph,

the weight of edges eij and eji can be different or unequal. Additionally, either one of the

edges or both may exist as a directed graph allows for unidirectional edges.

4.3.2.2 Degree of a graph

The degree of a vertex is an important metric for characterizing the structure of a graph.

It is defined as the number of edges incident to a particular vertex, meaning the number

of edges that are connected to that vertex. The degree of a vertex provides valuable

information about the connectivity of the graph and can be used to calculate other graph

parameters, such as the average degree, the minimum and maximum degree, and the

degree distribution. There are two types of degree in a graph: the in-degree and the out-

degree. The in-degree of a vertex is the number of incoming edges, while the out-degree
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is the number of outgoing edges. In undirected graphs, the degree of a vertex is simply

the sum of its in-degree and out-degree. The degree of a vertex is a useful metric for

identifying special vertices, such as isolated vertices (degree 0), leaf vertices (degree 1),

and hub vertices (high degree), which can have significant impact on the structure and

behavior of the graph.

4.3.2.3 Formalism of subgraphs and cliques

Another idea I need to introduce is the formalism of a subgraph Q. The concept of a

subgraph is useful in various areas of graph theory and computer science. It allows

to focus on a smaller portion of a larger graph and analyze its properties, patterns, or

relationships. A subgraph Q can be obtained by selecting a specific subset of vertices

and edges from the supergraph G, or it can be derived from the supergraph by a specific

rule or criterion. The subgraph retains all the characteristics of the supergraph, such as

its adjacency relationships and weights, and it also inherits any additional properties,

such as connectivity or cycle formation, that the supergraph may have. The subgraph,

however, has its own unique properties, such as its own degree distribution and graph

density.

With this formalism, I can introduce the concept of a clique. In graph theory, a clique

is a subgraph Qc in which every pair of vertices is directly connected by an edge. This

means that all vertices in a clique are completely connected, forming a densely connected

subset within the larger graph. Cliques are useful for characterizing the structure of a

graph and identifying densely connected regions within a graph. A clique can be of any

size, ranging from a single vertex clique to a complete graph, where every vertex is con-

nected to every other vertex. Cliques are commonly used in various areas of computer

science and mathematics, such as social network analysis, community detection, and

graph clustering. Here, community detection, also known as graph clustering or network

clustering, is the task of identifying groups of vertices in a graph that are densely con-

nected internally, but sparsely connected with other groups. In other words, it involves

partitioning the graph into distinct, non-overlapping subgraphs, such that the vertices

within each subgraph are highly connected, while the connections between subgraphs

are sparse. The goal of community detection is to uncover the underlying structure of

a graph and gain insight into the relationships and patterns within the data. There are
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various methods for community detection, including heuristic methods, such as modu-

larity optimization, and probabilistic methods, such as generative models. The choice of

method depends on the specific problem and requirements of the data.

4.3.3 Data-Driven Communities

In this thesis, my objective was to employ a data-driven method inspired by both the

data itself and the inherent structure of behavioral motion. A community is by definition

a subset of vertices that forms a densely connected cluster within the larger graph, and its

members are more likely to have strong connections with each other compared to vertices

outside the community. Here, we loosen the definition of a clique and are interested in

densely connected vertices where clusters do not need to be completely connected to each

other.

To detect these communities within the directed graph GB, I used the idea of hierar-

chical graph clustering. Here, the graph GB is transformed into a binary tree representa-

tion TB (Figure 4.3). This can be achieved by iteratively merging two nodes (vi, vj) into a

new node vi j based on a cost criterion until only the root node vR is left. Every leaf of this

tree represents an original node bk from the graph GB. In this work, I tested four differ-

ent cost function, all with the principle of being motivated by the data. In general, I use

the probability of occurrences of states Ui, which refers to the state distribution and their

probability of appearance in the discrete time series SB as well as the transition probabil-

ity Tij between to states. The cost function CR used in the VAME open-field experiment

is

CR = min
i,j

 

Â
i,j

Ui + Uj

Tij + Tji

!
. (4.13)

It is important to note that after each reduction step in the process, the matrix T must be

recalculated to consider the merging of nodes. The result of the process is the identifica-

tion of communities. One approach is by cutting T at a specified depth of the tree, similar

to the hierarchical clustering method used for dendrograms. An alternative method is

to visually examine the tree and identify branches that contain a high number of inter-

connected nodes. In the context of behavioral motif discovery, videos of the identified

behavior can be created to allow for closer inspection of the tree and determine which
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branches contain specific behavioral types. This leads to the discovery of macro behav-

iors, such as "walking," "rearing," or "grooming," as communities that consist of smaller

motifs.

4.4 Benchmark dataset

4.4.1 Expert labeling of the data

VAME is a self-supervised approach focused on uncovering the structural information

contained in spatiotemporal signals. As the data used is from real-world sources, there

are no labels assigned to identify what each timestep represents. This creates a challenge

in determining its performance since there is no direct metric to apply. Additionally,

for comparison with other methods, a consensus on what constitutes accuracy and what

does not must be established. To address this, I created a benchmark dataset with two ex-

perts in behavioral neuroscience. This dataset includes a six minute recording of a mouse

freely moving in the experimental open-field setup. The experts possessed extensive

experience in in-vivo experiments and quantifying behavior using an ethogram-based

method. They reviewed the video in slow-motion, both forwards and backwards in time,

and labeled the behavior by breaking it down into smaller atomic motifs and combin-

ing these motifs. For instance, they could label a behavioral sequence as either "walk"

or "exploration," or both. The experts’ annotations were then condensed into five coarse

behavioral labels based on the atomic motifs as shown in Table 4.1. The coarse labels

were established based on the behavior descriptions from the Mouse Ethogram database

(www.mousebehavior.org), which aggregates several previously published ethograms.

Table 4.1: Assignment of motifs into coarse behavior labels (adapted from [13]).

Coarse label Assigned motif
Walk Walk, walk and bend, walk and sniff
Pause No locomotion, Bending, looking up or down while standing still
Groom Groom
Rear Rear, low-rear, wall-rear
Exploratory Undirected sniffing while standing still, bending, looking up or down
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4.4.2 Clustering evaluation metrics

To assess the performance of a model using the benchmark dataset, metrics must be es-

tablished. I employed three clustering evaluation metrics: Purity, Normalized Mutual

Information (NMI), and Homogeneity. Purity evaluates the degree to which each clus-

ter consists of data from a single class. NMI normalizes the Mutual Information score

and ranges from 0 (no mutual information) to 1 (perfect correlation). Homogeneity is a

stricter version of Purity, requiring all clusters to contain data from a single class. Purity

is defined as

Purity(U, V) =
1
N Â

u2U
max
v2V

|u \ v|, (4.14)

where U it the set of manually assigned labels u, V is the set of labels generated by VAME

v and N is the number of frames in the behavioral video. The NMI score is written as

NMI(U, V) =
MI(U, V)

E(H(U), H(V))
, (4.15)

where MI(U, V) is the mutual information between set U and V defined as

MI(U, V) = Â
u2U

Â
v2V

|u \ v|
N

log
✓

N|u \ v|
|u||v|

◆
, (4.16)

and H(U) is the entropy of set U defined as

H(U) = �
|U|

Â
i=1

|u \ v|
N

log
✓
|u \ v|

N

◆
, (4.17)

where the || operator denotes the amount of frames that have the corresponding labels

assigned. Homogeneity is defined as

Homogeneity = 1� H(U|V)
H(U)

, (4.18)

where the conditional entropy of manually assigned labels given the cluster assignments

from VAME is given by

H(U|V) = �
|U|

Â
u=1

|K|

Â
k=1

u \ v
|u \ v| log

✓
u \ v
|v|

◆
, (4.19)



Chapter 4. Methodology 65

It is important to note that the Purity score (4.14) tends to be higher when the set V is

larger than set U, and the NMI score (4.15) is usually higher when the sizes of sets U and

V are similar, meaning that the number of labels in the human-assigned set is comparable

to the number generated using VAME.
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Chapter 5

Results

In this chapter, I present the main results of this thesis. The first part is a modified and

extended version of the publication "Identifying behavioral structure from deep vari-

ational embeddings of animal motion" in Nature Communication Biology [13], while the

second part follows the conference paper "Hierarchical network analysis of behavior and

neuronal population activity" published at the Conference on Cognitive Computational Neu-

roscience [38] and adds some further details on the correlation between behavioral motifs

and the hippocampal CA1 brain activity.

5.1 VAME

5.1.1 Introduction

Tools such as DeepLabCut [18], SLEAP [19], and DeepPoseKit [20] are using supervised

deep learning to efficiently track animal body parts in videos or images. This is achieved

by training the models on labeled data, where the position of body parts is manually

annotated. The robustness of deep neural networks allows for a high degree of gener-

alization between datasets, meaning the models can be applied to different animals or

different conditions with good performance [18]. However, while such tools provide a

continuous representation of the animal body motion, the extraction of underlying dis-

crete states as a basis for quantification remains a key challenge. Recent methods pro-

vided a way of segmenting the motion into specific, meaningful behaviors or postures

for further analysis. However, they each come with their own limitations as previously

discussed.
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5.1.2 Overview of the method

VAME has been developed to provide an effective and accurate way to extract underlying

latent states from behavioral signals obtained from pose estimation tools or dimensionality-

reduced video information. It is an unsupervised, probabilistic deep learning framework

that uses a variational recurrent neural network autoencoder (VAE-RNN) to learn and

embed a time series signal into a lower-dimensional space. An HMM is then used to

infer hidden states, which here represent behavioral motifs. HMMs are a powerful tool

for modeling temporal dependencies in the data and are able to identify the underlying

structure in the latent embedding of the behavioral motion time series. The VAE-RNN in

VAME is designed to learn a disentangled representation of latent factors. This is done

by embedding the input signal into a lower-dimensional space, where segments of the

behavioral signal are grouped by their spatiotemporal similarity. The VAE framework

allows the model to effectively simplify the data distribution by mapping it to a sim-

pler prior distribution. This enables VAME to discover underlying latent states that are

not immediately obvious in the raw data. VAME is inspired by recent advances in the

field of temporal action segmentation [80], representation learning [81, 82, 83, 84], and

unsupervised learning of multivariate time series [85, 86]. This allows to leverage recent

techniques and methodologies in these fields to develop a powerful and effective tool for

extracting robustly and reliably these underlying latent states from the behavioral vir-

tual marker time series. Moreover, it allows for a high degree of generalization between

datasets, and the use of the VAE-RNN and HMM components enable the extraction of

underlying discrete states as a basis for quantification, which I will show in more detail

in the following sections.

5.1.3 Experiment and model

5.1.3.1 Extracting and aligning the virtual marker

I conducted a behavioral experiment in an open-field arena where the mice were allowed

to move freely (Fig. 4.1)). The movement of the mice was continuously monitored us-

ing a bottom-up camera for a duration of 50 minutes. This camera view allows to capture

most of the animal’s movements with just one camera angle, which could then be tracked

efficiently using pose estimation. The objective of the experiment was to build a model
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Figure 5.1: Example of an egocentrically aligned DLC signal and its inferred motif
sequence. Top: Example of an egocentrically aligned DLC sequence, depicting a
complete walking cycle (phase block). Middle: The motif sequence identified by VAME,
revealing the underlying phase block structure. Bottom: Video frames from the walking
cycle that align with the identified sequence (modified from [13]).

that could learn the behavioral structure of the mice solely from the kinematic pose track-

ing data. To identify the postural dynamics of the animals from the video recordings, I

utilized DLC [18]. It was used to track the movement of the mice by placing six virtual

markers on the animal’s four paws, nose, and tailbase. The animal was in a preprocess-

ing step aligned from its allocentric arena coordinates to its egocentric coordinates by

rotating each frame around the center between its nose and tail. This alignment ensured

that the animal was oriented from left to right, with the tailbase on the left and the nose

on the right. This process resulted in a time-dependent series of data X 2 RN⇥m for each

animal, where N represents the number of frames and m = 10 represents the number

of (x, y)-marker positions that captured the kinematic of the specified body parts. This

data captured the movements of the mice in a series of (x, y) positions, providing insight

into the kinematics of the mice over time. For further information on the experimental

setup, preprocessing and alignment functionality used in the experiment, please refer to

the Methodology subchapter 4.1.3.1.
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5.1.3.2 Learning an embedding from trajectory samples

The aim of the study was to extract meaningful information from the virtual marker time

series data of mouse kinematics, with the goal of effectively quantifying behavior based

on the spatial and temporal information of the body dynamics of the mice. To do this, the

developed algorithm picked randomly trajectory samples xi 2 Rm⇥w from the time series

data X. These trajectory samples consisted of pre-defined time windows of length w = 30

and served as the input for training the VAME model. The first objective was to identify

behavioral motifs, which were defined as "stereotyped and re-used units of movements"

[10]. The second objective was to identify the hierarchical and transition structure of these

behavioral motifs. This involves understanding how the different motifs are organized

and how they transition from one to another over time. This information can be used

to identify patterns and regularities in the mouse behavior and can provide a deeper

understanding of the behavioral structure.

To briefly recap, the VAME model is made up of three biRNNs with GRUs as tran-

sition function. The encoder biRNN takes a trajectory sample (500 ms of behavior) and

converts it into a lower dimensional latent space called Z. This is achieved by mapping

the trajectory sample to a fixed vector representation (zi) with a lower dimensionality

than the input (d < m⇥w) and passing it on to the biRNN decoder. The biRNN decoder

then reconstructs the lower dimensional vector back into an approximation of the original

input trajectory (x̃i). Another biRNN decoder is used to predict the structure of the sub-

sequent time series trajectory (x̃i+1) from zi, which helps to regulate Z and enhances the

encoder’s ability to learn important dynamical features from the behavioral time series.

The two decoder model (reconstruction and prediction) was found to perform better than

a single decoder model (reconstruction only) in terms of the tested metrics. See appendix

section A.3 for the model selection process.

5.1.3.3 Cyclic phase block

The model is trained as VAE [87] with a standard normal prior. Within the VAE frame-

work, it is possible to investigate if the model has learned a useful representation of the

input data by drawing random samples from the latent space and comparing them to
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a subset of reconstructions (see Chapter 5.3). After the model is trained on the experi-

mental data (1.3⇥ 106 data points), the encoder embeds the data during inference onto

a learned latent space. The algorithm then segment the continuous latent space into dis-

crete behavioral motifs using an HMM [88], thereby treating the underlying dynamical

system as a discrete-state continuous-time Markov chain. Comparing the HMM to a k-

Means clustering, I found that HMM is consistently 5% more accurate in the metrics used

(see appendix table A.1).

Figure 5.1 shows an example of a time series of egocentrically aligned DLC virtual

marker with 100 data points. The orange line represents a full walking cycle, which

represents a phase block. More specifically, I define a phase block as a full sinusoidal

phase from 0 to 2p for a walking movement. The walking pattern is aligned with the

inferred motif sequence, where each motif starts at a specific phase of the input signal.

The video frames illustrate the corresponding walking cycle within the phase block. I

will investigate this structure further in the next section to reveal that this cyclic form is

also captured within the dynamical embedding.

5.1.4 Learning motion structure

5.1.4.1 APP/PS1 mice

To showcase the effectiveness of the VAME method in uncovering motif structure, I used

four transgenic (tg) mice with beta-amyloid deposits in the cortex and hippocampus

that carried human mutations in the APP and presenilin 1 gene (APP/PS1) [89]. These

mice were compared to four wildtype (wt) mice housed under identical conditions. The

APP/PS1 mouse line has been reported to exhibit several behavioral differences [90],

such as motor and coordination impairments [91], changes in anxiety levels [92], and

deficits in spatial reference memory [93]. This dataset was well-suited for the applica-

tion of unsupervised behavior quantification as the differences could only be detected in

specific repetitive tasks, not in open field tests [4].

5.1.4.2 General locomotor variables

I analyzed general locomotor variables to determine if there were any noticeable differ-

ences between the animals, focusing on speed, distance travelled, and time spent in the



Chapter 5. Results 71

Figure 5.2: Quantification of behavior using VAME and hierarchical community
clustering. (A) Locomotor activity of tg (N=4) and wt (N=4) animals. (B) Representation
of behavioral motifs in a hierarchical structure. The color grouping on the tree illustrates
clusters of motifs belonging to the same observable behavior category. Below a
representation of the up- and down regulated motifs for the tg animals are shown. (C)
Quantification of motif usage organized by communities with the highest differences
between the tg and wt phenotypes in communities b, c, e, and g. (D) Examples for the
communities b, c, e, and g. (E) Binned motif usage evolution over time for the full
experiment within the most significant motifs (modified from [13]).
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center (Figure 5.2 A). The average speed during the trial was 6.12 ± 1.36 cm/s for wild-

type animals and 6.84 ± 1.57 cm/s for transgenic animals, with a maximum velocity of

50.61 ± 12.47 cm/s for wildtype and 57.14 ± 8.91 cm/s for transgenic. The average time

spent in the center, calculated from center crossings, was 9.92 ± 1.81 seconds for wild-

type and 17.14± 7.79 seconds for transgenic animals. The average distance travelled was

9187.44 ± 1266.4 cm and 9937.07 ± 1367.08 cm for transgenic and wildtype animals, re-

spectively. No statistically significant differences were found between the groups for all

measures, but a trend was observed for transgenic animals to move at a higher speed and

spend more time in the center, as previously reported [94, 95, 4].

5.1.4.3 Human expert categorization of the behavior

To determine if behavioral differences were noticeable through human observation in

our experiment, I conducted a survey where trained experts in behavioral neuroethology

classified the phenotype based on video recordings. Eleven experts participated in the

survey, where I created a blind online questionnaire for them to watch all videos and

make a decision (refer to Appendix A.4). Experts with prior knowledge of APP/PS-1

had slightly higher classification accuracy (50.98% ± 11.04% for experts, 42.5% ± 15.61%

for non-experts), but overall classification accuracy was at chance level (46.61% ± 8.41%)

for all participants. This result aligns with previous findings of behavioral homogeneity

between the two animal groups [94].

5.1.4.4 Inferring the latent representation

In the experiment, the first 25 minutes were allocated for the animals to get accustomed

to the experimental environment. During the next 25 minutes, the behavioral structure

was identified by applying VAME to the entire cohort of animals. The VAME approach

aimed to infer the latent representation for each animal. The size of the latent dimension

was determined by comparing the difference between the input and reconstructed sig-

nals. This parameter played an important role in controlling the amount of information

flow between the encoder and decoder networks. By keeping the bottleneck small, the

encoder learned to extract the most important features from the input signal. Afterwards,

an HMM was applied to the latent representation and 50 motifs were inferred for each

animal. The number of motifs in the dataset was determined using a similar method as
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described in [22]. The HMM was used to infer 100 motifs and any motif with less than

1% usage was considered noise. This resulted in a total of 50 motifs. The motif usage

is visualized in Figure 5.3 and showed that the first 10 motifs had a high usage, gradu-

ally declining until reaching the 1% threshold (48 motifs) and continuing to drop until

reaching almost 0% usage (100 motifs).

Sup. Fig. 2: Sorted motif usage for all animals.

Figure 5.3: Sorted motif usage to determine the optimal number of behavioral motifs
in the dataset. The blue lines depict individual data for all animals (n = 8), with the red
line representing the mean usage. The dashed line signifies the 1%0 usage threshold,
which is attained at approximately 50 motifs.(modified from [13]).

5.1.4.5 Inferring the hierarchical representation

A hierarchical tree representation C was created to identify communities within the dis-

crete motif time series (Figure 5.2, B (top)). By comparing the branches of the tree with

the corresponding motif videos, similar behavioral motifs could be identified in the re-

sulting nine communities. They are denoted from a to i and each represented a cluster

of movements that can be simplified into macro actions such as rearing, turning, and

walking. Motifs within each community can be considered as a subset of these actions

(c 2 Ci, with i = a, ..., i). The communities detected by VAME demonstrate a multi-scale

behavioral representation. To better understand each community, they were visualized

along with their respective DLC trace and further described in the Appendix section A.5.



Chapter 5. Results 74

5.1.4.6 Identifying differences between mice

I attempted to identify differences between tg and wt mice by looking for motifs and

communities that were either up- or down-regulated (Figure 5.2, B (bottom)). The usage

of each motif was calculated as a ratio and normalized against the wt group. I found that

the communities for Exploration, Turning, and Stationary were down-regulated, while the

communities for Walk to Rear and Unsupported Rearing were up-regulated. Some com-

munities had motifs with differing usage, but there was no significant group difference

that could be detected. To check for differences between the tg and wt mice, I exam-

ined the usage of up- or downregulated motifs/communities. A multiple t-Test was per-

formed, and statistical significance was determined using the Holm-Sidak method with

alpha = 0.05 (* = P  0.05, ** = P  0.01). The results showed significant differences in

five motifs. The Turning and Stationary motifs were more prominent in wt mice, while tg

mice showed more of the Unsupported Rearing and Walking motifs (referenced by arrows

in Table 5.1 and visualized in Figure 5.2 C). The visual representation of these motifs can

be seen in Figure 5.2 (D), where the start and end frames of a random motif episode are

colored cyan and magenta respectively, with white dots representing the positions of the

DLC virtual markers over time. The motifs are described in detail in appendix section 2.

To study the stability of differences throughout the experiment, I divided the experi-

ment into six equal sections (as shown in Figure 5.2 E). I analyzed the consistency of the

usage of the five most notable motifs over time. My results revealed that the utilization of

these motifs remained either consistently increased or decreased throughout the experi-

ment. This finding suggests that the differences in motif usage between the two groups

(tg and wt mice) were stable over the duration of the experiment, providing evidence for

the validity of the results obtained.

Table 5.1: Distinctive motifs that show significant differences between tg and wt. (from
[13]).

Motif Community Mean Usage tg (%) Mean Usage wt (%) p-Value
14 Turning 1.4 2.4 " 0.005
31 Stationary 2.6 3.4 " 0.008
34 Walking 1.4 " 0.9 0.0003
48 Unsupported Rearing 2.5 " 1.1 0.006
42 Unsupported Rearing 2.7 " 1.3 0.008
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Figure 5.4: Identification of transition structure and locomotion patterns. (A) Left:
Transition probability matrices arranged by communities for the wt and tg groups.
Right: Difference plot comparing both matrices. Squares along the diagonal indicate
community grouping. (B) Illustration of an intra-community transition graph for the
walking community. The first and second highest transitions for both groups (left,
middle) and the greatest difference in transition (right) are presented. (C, left) Joint
UMAP embedding of points belonging to the walking community in a wt (19.783 points,
black) and a tg (13.264 points, red) mouse reveals a circular structure. (C, middle)
Projection of the mean phase angle of the horizontal hind paw movement onto the
embedding displays the cyclic phase space of the walking movement in both animals.
(C, right) Parametrization of both point clouds with k-Means shows blocks organized
around the cyclic structure. The red arrow indicates the phase direction. (modified from
[13]).

5.1.4.7 Analyzing the temporal structure of behavior

As I have shown above, the VAME framework provides a method for categorizing ani-

mal behavior into discrete representations, which are organized at multiple levels of res-

olution, from individual movements to larger-scale community behavior patterns. The

temporal structure of behavior can be studied by analyzing the probability of transitions.

This analysis can be conducted either at the community level or the level of individual be-

havioral motifs. Here, I created the transition matrices for both wt and tg animals, which

were sorted based on the community structure, as shown in Figure 5.4 (A). The results

showed that both wt and tg animals exhibited a similar pattern of transitions, which was
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in agreement with prior observations of their behavior in an open field setting [4, 94, 95].

To further investigate any differences in transition probabilities between the two groups,

a subtraction matrix Tsub = T WT
lk � T TG

lk was created to illustrate which transitions were

more prominent in wt (Red) or tg animals (Blue). The analysis revealed significant differ-

ences in the usage of transitions within communities, with the most notable differences

appearing in the "Stationary" and "Walking" communities, as shown in the Appendix A.6.

5.1.4.8 Investigating the cyclic nature of locomotion

I conducted a detailed investigation into the Walking community to better understand the

differences in transitions. When analyzing the highest transitions on the Markov graph,

I found a cyclic structure, where different walking motifs are more heavily used by both

experimental groups (Figure 5.4 B). To understand this structure, I embedded the latent

vectors of the Walking community onto a 2D plane using UMAP (Figure 5.4 C). Next, I

visualized the UMAP for two example animals from each group. To confirm the cyclic

nature of the structure, I decoded all points back to the original marker movement traces

and computed the mean phase for the hind paw movement using Fourier transforma-

tion. The results showed that the phase angle follows the curve of the cyclic embedding

(as indicated by the red arrow). To quantify the structure in both animals, I applied k-

Means clustering, resulting in discrete clusters organized along the cyclic embedding.

This type of pattern is known to emerge from oscillatory dynamics modeled by RNNs

[96, 97]. A recent study of Drosophila locomotion also described cyclic representation of

walking behavior, and my findings confirm the existence of this representation in rodent

locomotion as well. The results from Figure 5.4 (C) were utilized to identify specific lo-

comotion patterns within the "Walking" community using the representation learned by

VAME. I designed an algorithm to identify reoccurring motif patterns and count their

occurrences. This led to the detection of 22 sub-patterns that were common among all

animals. Further analysis showed that four sub-second sequences were more frequently

used in either wt or tg mice (as determined by an unpaired t-Test). The most prominent

sub-pattern for wt animals was the sequence {16, 32} and {32, 22, 7}, which can be ob-

served as a strong transition in the difference graph. Conversely, the strongest pattern for

tg mice involved the sequence {2, 9}, which is also evident as a strong transition in the

difference graph for the tg group (Figure 5.4 B). These findings highlight the capability of
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Figure 5.5: Identification of the locomotion structure in both groups. On the left, the
discerned locomotion sequences are illustrated for two specific combinations of motifs
from the walking community. In the middle, four locomotion patterns that exhibit
significant differences are visualized. On the right, the corresponding DLC traces are
displayed. Error bars represent standard deviation (modified from [13]).

VAME to effectively capture patterns related to transitions between motifs, particularly

in the context of locomotion behavior due to its phase sensitivity (as illustrated in Figure

5.5).

5.2 Latent dimension analysis

The VAE employed in the VAME model allows for latent interpolations, a technique that

enables dissecting behavioral differences on the sub-motif level. For this, I paired two

animals according to the similarity of their phase angle within the same walking motif

(phase angle wt: - 2.95, phase angle tg: -2.81). When observing the latent vectors underly-

ing these motifs, I found a high agreement in all latent dimensions. However, I identified

several dimensions with a deviation between both latent vectors that encode for either

frequency shifts or other transformations (Figure 5.6 A). This was confirmed using la-

tent interpolation, a technique that allows varying coordinates continuously in the latent
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Figure 5.6: Examination of the latent dynamics within the walking community. (A,
Top) Latent vectors of two cluster centers synchronized in phase for both animals. (A,
Middle, Bottom) Interpolation of latent representations between paired cluster centers
for both animals, along dimensions encoding frequency shifts (A, Middle, indicated by
arrows) or dimensions encoding transformations that do not impact walking frequency
(A, Bottom). (B) Latent interpolation along individual dimensions.

space and to decode realistic input traces from each step along the interpolation path.

This is possible due to an advantageous property of the VAE, allowing the model to learn

a smooth latent space from which previously unseen input traces can be generated (see

section 5.3). When interpolating over all dimensions that encode for transformations in-

volving a frequency shift, I was able to transform the movement traces from one animal

to the target frequency of the other animal (Figure 5.6 A, Middle). Note, that other signal

properties were unchanged, as I only interpolated over the dimensions indicated with

black dashed lines. When interpolating over the dimensions that are not involved in the

frequency shift altogether, I found specific transformations of the input signal. For ex-

ample, I see an increase of the amplitude at characteristic phases of the movement, for

a specific set of pose tracking markers involved (Figure 5.6 A, Bottom). This approach

allows understanding specific and subtle differences between movement traces and al-

lows researchers to pinpoint towards nuances of behavior that are non-trivial to uncover

otherwise. Note that this can be also done with more complex behavioral time series, like



Chapter 5. Results 79

latent interpolation of, for example, walking to rearing, stationary to grooming, or others.

5.3 Generative aspects of the model

Figure 5.7: Generative capabilities of VAME by sampling from the latent distribution.
(a) Random generative sample of the Turning motif 14. (b) Random generative samples
of the Unsupported Rearing motif 42. (c) Random generative samples of the Walking motif
34. (d) Generated samples obtained by fitting a Gaussian mixture model on the latent
space (modified from [13]).

Another advantage of VAME is the generative capability of the VAE. The strength

of generative models is their ability to learn the distribution p(x) of the data, as I have

introduced before, and to generate new, unseen samples from this distribution. This

capacity can be used to demonstrate the model’s capability to represent the data dis-

tribution accurately. In Figure 5.7, I showcase VAME’s capabilities to generate specific

samples from the motif distribution and random trajectories. To verify that the model
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has successfully learned the data distribution, I performed ex-post density estimation us-

ing a 10-dimensional Gaussian mixture model [98]. From the fitted density, I was able

to sample data points that can be transformed into input trajectories. With this capa-

bility, VAME can internally verify that it can generate realistic synthetic samples from

its learned distribution. This approach can also be used to validate individual clusters

by fitting the density on regions belonging to specific motifs only. In Figure 5.7 (A-C),

I use three exemplar motifs and sample from their latent distributions. By using the

reconstruction decoder of VAME as a generative model, I can demonstrate that the dis-

tributions are well-defined as the decoder reconstructs similar trajectory samples. It is

important to note that these samples were not decoded from any input sample and are

entirely generated from the learned latent distribution. Figure 5.7 (D) shows trajectory

samples generated from randomly sampled data points of the latent distribution.

5.4 Quantitative comparison with other methods

Figure 5.8: Qualitative comparison with MotionMapper and AR-HMM. The
illustration showcases a sample trace of the input time series along with the motif
segmentations obtained from the VAME, MotionMapper, and AR-HMM methods
(modified from [13]).

There are numerous techniques available for measuring and quantifying behavior in

various model organisms, which all contribute to the collection of insightful neuroetho-

logical data. These methods play a critical role in advancing our understanding of the



Chapter 5. Results 81

relationship between behavior and the underlying neural activity, providing valuable

insights into the mechanisms of behavior. However, the approach taken by VAME is

distinct from other methods, as it utilizes the VAE framework combined with power-

ful autoregressive models from deep learning. To assess the effectiveness of VAME in

comparison to other methods, a qualitative and quantitative comparison was conducted

with two established and commonly used approaches, namely AR-HMM (MoSeq) and

MotionMapper [22, 21]. The results of this comparison provide a comprehensive un-

derstanding of the strengths and limitations of each method and highlight the potential

benefits of using VAME for future behavioral quantification studies.

5.4.1 Setup and parameter settings

First, I will outline the configuration of the remaining two techniques. To compare VAME

with the AR-HMM, the original codebase provided by the authors under a non-disclosure

agreement was utilized. The default parameter values were used for all parameters (g

= 999, Nlags = 3, n = 4), with the maximum number of states set to the corresponding

cluster size k = 50. The sticky parameter setting was employed, with the value of k set to

the number of data points, as recommended by the authors in the usage documentation

within the MoSeq repository. To compare my model with the MotionMapper frame-

work, I utilized the original codebase supplied by the authors available on GitHub. The

input signal was first transformed into the time-frequency domain using the Wavelet

transform, resulting in 15 frequency bins in the range between 0 and 30 Hz. A two-

dimensional t-SNE embedding was then derived from the stacked spectrogram (with a

perplexity of 32 and a learning rate of 200, after 3000 iterations). The watershed segmen-

tation of the embedding space was adjusted to match different numbers of k clusters.

5.4.2 Qualitative and quantitative analysis

5.4.2.1 Visual contrast between methods

Figure 5.8 provides a qualitative comparison of the results obtained from VAME with

those of the other two methods. I trained all three models on the data and segmented
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Figure 5.9: Annotated dataset and model comparison based on annotator agreement.
(a) Intersection of labels manually assigned by three experts. (b) Discrepancies in
manual annotation. (c) Confusion matrices illustrating annotator variability (blue) and
agreement between 50 model motifs (VAME, AR-HMM, MotionMapper) and 5
manually annotated labels (red). Empty columns indicate motifs absent in the annotated
benchmark data. (d) Evaluation of the model using three metrics: Purity, NMI, and
Homogeneity (modified from [13]).

them into a similar number of behavioral motifs (VAME: 50, AR-HMM: 50, MotionMap-

per: 51). The figure depicts a trace that has been aligned with the motif sequences, high-

lighting two instances of walking and rearing. As a reference, the x-coordinate of the
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left hind paw (indicated by an orange marker) was used to define a phase block, as indi-

cated by the dashed lines between time step 0 and 200. A visual inspection of the results

showed that VAME motifs match the phase of the signal more accurately compared to

the other methods. The AR-HMM motif sequence exhibits more frequent state switches,

whereas the MotionMapper motifs tend to last longer.

5.4.2.2 Benchmark dataset for quantitative evaluation

The validity of VAME, AR-HMM, and MotionMapper was evaluated through the cre-

ation of a manually labeled dataset (see subchapter 4.4). The dataset was generated from

a video of a wt animal moving freely and consisted of 20,000 frames (approx. 6 minutes

in length). The video was annotated by three human experts with training in behavioral

neuroscience, using five behavioral labels (Walk, Pause, Groom, Rear, and Exploratory

behavior) (Figure 5.9 (A)). The agreement between the individual experts was quanti-

fied, revealing that 71.93% of the frames were labeled consistently by all three experts.

However, the remaining 13.61% of frames were labeled similarly by only two experts,

and 14.47% were labeled differently by all three experts (Figure 5.9 (B)). This highlights

the considerable observer variability in behavior and the difficulty in assigning it to dis-

crete labels [9, 10].

5.4.2.3 Evaluation of method performance

I evaluated the performance of the three models by training them on the full dataset and

comparing their results with the manual annotations (Figure 5.9 (C)). The blue columns

show the degree of agreement between the model’s predictions and the manual annota-

tions, while the red columns indicate the accuracy of the model’s predictions based on the

expert labels. If the agreement between the model and the manual annotations was over

90%, I marked it with a black box in both blue and red columns. VAME had 16 motifs

with high agreement with the manual annotations, while MotionMapper and AR-HMM

had 11 and 5, respectively. This suggests that VAME is more effective in identifying

human-readable labels compared to the other two models. However, it should be noted

that some columns in Figure 5.9 (C) are empty. This is because the models were trained

on the full dataset, but the evaluation was only done on a smaller annotated dataset (0.8%

of the full dataset). VAME had 5 empty columns, while MotionMapper and AR-HMM



Chapter 5. Results 84

had 2 and 3, respectively, which may indicate that VAME is more selective in detecting

motifs and not all motifs are present in the smaller benchmark dataset.

5.4.2.4 Quantification using clustering evaluation metrics

To further investigate the overlap of each model with the benchmark dataset I quantified

Purity, NMI and Homogeneity (see subchapter 4.4). Applying all three measures I found

that VAME had the highest score for each measure (Purity: 80.65%, NMI: 28.61%, Homo-

geneity: 54.89%), when applied to a motif number of k = 50. In Figure 5.9 (D), I further

showed that VAME achieves the best scores on all three metrics when measured as a

function of motif number k. Interestingly, the performance of VAME stays stable even

for small motif numbers compared to the AR-HMM and MotionMapper. Additionaly, I

passed the original pose data also to a standard gaussian emission HMM and applied

all three metrics to the outcome to rule out that the performance of VAME is only deter-

mined by the downstream HMM. Here, I found that the HMM performance is similar to

MotionMapper and significantly lower than our approach.

Table 5.2: Quantitative model comparison based on an annotated benchmark dataset
(from [13]).

k = 50 Abs. Purity Abs. NMI Homogeneity %
HMM 71.42 16.51 33.91
MotionMapper 70.67 17.35 30.82
AR-HMM 74.72 22.42 42.5
VAME 80.65 28.61 54.89

5.5 Latent projections and trajectories

The latent embedding produced by VAME can be visualized and analyzed by projecting

it onto a two-dimensional plane. This visualization technique enables a more in-depth

investigation of the underlying structure and allows for an assessment of the separability

of the latent structure. Additionally, by projecting a sample trajectory, which is a trace

with a temporal order, onto the two-dimensional plane, it is possible to determine if the

projection exhibits spatiotemporal smoothness. This further enhances the interpretability

of the latent embedding produced by VAME.
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Figure 5.10: Projection and trajectories of the VAME latent space in 2D, along with a
comparison to the t-SNE projection. (a) UMAP embedding of the marker position
input series, with the latent representation encoded from the RNN color-coded for 5
manually labeled behavioral classes and further color-coded based on assignment into
30 VAME motifs. (b) Three illustrative paths of consecutive video frames traversing the
UMAP embedding space of the spatial input series (DLC time series), the VAME
embedding space demonstrating a smooth spatiotemporal representation, and t-SNE
embedding obtained by MotionMapper with three exemplary paths. (c) Embeddings
and segmentations acquired from MotionMapper for various settings of the 2D kernel
density estimation parameter (sigma). (modified from [13]).

5.5.1 Two-dimensional latent embedding projections

In Figure 5.10 (A), the UMAP projection of the original egocentrically aligned virtual

marker signal (baseline) is displayed for the manual annotated dataset. The UMAP pro-

jection of the latent vectors obtained by VAME for the same dataset is shown in the mid-

dle (human label) and right (VAME motifs) panels. The results suggest that the VAME
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embedding is more compact and densely represented compared to the original signal,

with a reduced scatter in the representation. This is indicated by the more clustered and

less dispersed points in the UMAP projection of the VAME embedding.

5.5.1.1 Trajectories through UMAP and t-SNE space

I performed a test to evaluate the spatial and temporal coherence of the latent represen-

tation produced by VAME. I randomly selected three behavioral sequences, each with

a duration of 1.5 seconds and plotted their trajectories on the baseline and VAME visu-

alizations. I also compared the VAME trajectories to the ones produced by the Motion-

Mapper by plotting them on top of a t-SNE embedding of the MotionMapper. The results

showed that the trajectories in the VAME embedding followed a coherent path through

the projected space, while the trajectories in the baseline signal appeared scattered. For

MotionMapper, I observed even more scatter in the trajectories (as shown in Figure 5.10

(B)).

5.5.1.2 Center collapsing of t-SNE embeddings

With these results, I delved deeper into the embedding produced by MotionMapper to

better understand its behavior on our dataset (Figure 5.10 (C)). Specifically, I evaluated

the impact of changing the standard deviation of the smoothing Gaussian used in the

two dimensional kernel density estimation, which is a tunable parameter in MotionMap-

per, on the t-SNE embedding and on the resulting watershed segmentations. The results

showed that the choice of this parameter has a significant effect on the ability to form

clusters; a high standard deviation results in fewer clusters that are detectable by the

watershed segmentation and vice versa. In my analysis, I observed that the density in

the middle of the embedding was overrepresented for segmentations with 5, 17, and 31

clusters and was only resolved when using a large cluster size (k=78). This finding sug-

gests that the majority of the behavioral space is contained in a single central motif. This

result is consistent with previous observations for pose estimation data collected from

mice [34], as the sinusoidal signals have higher frequency-space similarity compared to

behavioral signals measured in other organisms, such as fruit flies.
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5.6 Neural activity and behavioral structure

Figure 5.11: Schematic view between a lower dimensional neuronal and behavior
space. A primary objective in modern neuroscience is to establish a connection between
behavioral and neuronal spaces. (modified from [99]).

5.6.1 Connection between neural and behavior space

Establishing a clear connection between neuronal activity and behavior is a major chal-

lenge within neuroscience. A precise correlation analysis demands a comprehensive ex-

amination of both behavioral features and neuronal activity patterns. Figure 5.11 illus-

trates a simplified illustration of projections of the neuronal and behavioral space. In

order to establish a causal link between neural activity and behavior, a well-structured

analysis framework is necessary. This is especially critical in experiments that involve

both spaces as various variables can be simultaneously measured. Without such a frame-

work, these experiments can be inadequate. To analyze behavior, researchers can select

a set of specific variables, such as position, speed, choice, or reaction time, which are

recorded during the experiment. However, it is also possible to learn behavior character-

istics through a lower dimensional behavioral manifold that incorporates latent variables

of behavior. Similarly, neural activity can also be embedded into a lower dimensional

manifold.

5.6.1.1 Manifolds description of low dimensional structure

Let’s revisit the concept of a manifold, which has not been formally introduced in this

work yet. It has appeared in other forms such as dimensional reduction, embedding or
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lower dimensional space. In mathematics, a manifold is a topological space that closely

resembles a Euclidean space [68]. The concept of a manifold is an important aspect in

mathematics and is often used to describe topological spaces. A manifold locally resem-

bles a Euclidean space, which is a mathematical structure with a regular grid-like pattern.

This concept has been applied in the field of neuroscience to describe the underlying geo-

metric structures in neural population activity. The term "neural manifold" refers to these

geometric structures that are associated with various cognitive tasks. Despite its use,

real-world neural data is not always a perfect representation of a mathematical manifold.

This is primarily because of the presence of noise in neural activity and due to the fact

that input sampling is often sparse. Despite these limitations, the term "neural manifold"

has been used broadly to describe low-dimensional subspaces that underlie population

activities embedded in high-dimensional neural state spaces. In neuroscience, the con-

cept of neural manifolds has been applied in various brain regions, including sensory,

motor, and cognitive regions. By understanding the low-dimensional structures under-

lying population activities, researchers can gain insights into the relationships between

neuronal activity and behavior. This is an important step towards understanding the

complex connections between the brain and behavior [100].

5.6.1.2 Techniques for manifold embedding

To better understand the high-dimensional nature of neural activity, researchers have

focused on the observation that the activity can be represented on lower-dimensional

subspaces, also known as neural manifolds. To unveil the structure of these neural mani-

folds, different dimensionality reduction techniques are applied to the analysis of neural

data. One popular linear method used for this purpose is PCA, which provides a Carte-

sian coordinate system that describes the subspaces where the data resides. However,

this method only provides a limited understanding of the intrinsic space defined by the

data and its geometric properties. To gain a deeper insight into these properties, non-

linear dimensionality reduction techniques are often required. There are many different

non-linear dimensionality reduction techniques available, each with its own advantages

and limitations. Some of the commonly used techniques include multidimensional scal-

ing, t-SNE, and Isomap. It is important to note that the choice of technique will depend

on the specific data being analyzed and the research question being addressed. In this
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work, I have chosen to employ an approach that has been used successfully in previous

studies with similar data, namely spectral co-clustering [101].

5.6.2 Aim of this study

By constructing a lower-dimensional representation of both neural activity and behavior,

researchers can study the relationship between these two factors. In this section of this

thesis, I utilize a dataset that was collected from a head-fixed mouse running on a lin-

ear treadmill while simultaneously imaging the hippocampal CA1 region of the mouse’s

brain. The continuous signals obtained from behavior tracking (using DLC) is grouped

into discrete states through clustering of the latent vector obtained from VAME. This

allows me to examine the correlation between the resulting behavioral states and neu-

ronal activity at different hierarchical levels. The correlation is evaluated by assessing

the similarity between the behavior, neuronal activity, or both. This approach provides a

powerful tool for understanding how changes in neural activity correspond to changes

in behavior, and how behavior affects the underlying neural activity.

5.6.3 Experiment and model

5.6.3.1 Treadmill experiment design

Figure 5.12: Example data of a mouse video frame on the treadmill along with its
corresponding motion signals. An illustrative video frame displays an active animal
with eight virtual markers. Two sample input sequences depict tracked joint
movements. Behavioral states are derived from the VAME. The measured velocity, not
included in the VAME input, is presented below (modified from [38]).

The Hippocampus is a brain area known to be involved in learning and episodic

memory [1]. The mouse used in the study was food-deprived and trained to run head-

fixed on a textured linear treadmill, which was 3.6 meters in length. The objective of

the mouse was to learn a specific location on the treadmill, where it would receive a

reward of liquid water upon licking once per lap. This led to a behavior pattern where
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the mouse would repeatedly run approximately three rounds per minute. During this

time, the population activity of the CA1 pyramidal neurons in the hippocampus was

imaged at 15 Hz using a two-photon resonant scanning system [3]. The behavioral video

recording was synchronized with the two-photon imaging, and a side view of the animal

was captured at a frame rate of 25 Hz using an IR camera. An example video frame can

be seen in Figure 5.12.

5.6.3.2 Preprocessing of the neural and behavioral data

The neural information underwent data preprocessing to ensure accuracy. This involved

down-sampling the imaging stack to 5 Hz and correcting for any motion artifacts. To

extract active temporal components, I used constrained non-negative matrix factoriza-

tion [102]. This process resulted in a time series for each detected component, which

represented the DF/F of the data. DF/F is a commonly used measurement in calcium

imaging, which is a technique used to monitor the activity of neurons in the brain. It

represents the fractional change in fluorescence intensity (DF) relative to the baseline

fluorescence intensity (F), often expressed as a percentage. This measurement allows re-

searchers to quantify changes in calcium ion concentration, which is a good indicator of

neuronal activity over time. The onset of each peak in the time series was then identi-

fied using a threshold-crossing method. Each peak was assigned a weight based on its

maximum value. In cases where multiple peaks occurred within a single transient, the

weight of each onset was determined by the difference between the peak and the decay of

the preceding peak, which was estimated using an exponential function. For behavioral

pose extraction, I placed virtual markers on eight different body parts in 150 randomly

selected video frames and trained a residual neural network (DLC) to assign the virtual

markers to the entire video sequence [18].

5.6.3.3 Formalism of the used VAE-RNN

I constructed a recurrent neural network variational autoencoder to understand the struc-

ture of the temporal representation of a behaving animal. This framework later evolved

into VAME and served as the foundation for the main publication. To better comprehend

the ideas presented in this section, I will revisit the steps for embedding the behavioral
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dynamics with a slight modification in the notation. The objective of the variational au-

toencoder was to learn a latent vector Lt 2 Rd, a d-dimensional representation of the

behavioral dynamics. The input sequence Xt 2 R2n⇥T comprised of the (x; y) coordi-

nates of n marker positions, captured over a video sequence spanning time t to t + T.

The sequential variational autoencoder then learns the mapping,

fenc = Xt ! Lt. (5.1)

The design of this approach was inspired by [79], which proposed an unsupervised

video representation learning method using a composite encoder-decoder model with

LSTM units. However, to make the training process more efficient, GRUs were utilized

in every layer of the autoencoder model instead of LSTMs [81]. The encoder fenc was

trained to generate a latent vector Lt that was fed into two one-layer GRU decoders.

The first decoder aimed to reconstruct the sequence Xt, while the second predicted the

future evolution of the sequence Xt+T. The model was trained using the Adam optimizer

[64] with a fixed learning rate of 0.001 and with the mean squared error as the objective

function for both reconstruction and prediction as well as the Kullback-Leibler-Loss for

the VAE.

Figure 5.13: Visualization of the two dimensional latent space and the corresponding
transitions and communities. Left: Display of the continuous latent embedding L
obtained from VAME. Right: Construction of the directed behavioral graph G based on
the state space B. For visualization purposes, only the edges with a transition
probability greater than 0.05 are shown. (modified from [38]).
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5.6.3.4 Behavioral state space and transition probability matrix

To determine the behavioral state space B = b1, . . . , bk in the dataset, the latent vector Lt

was calculated for each data point t. With N frames in the full experiment, the resulting

feature matrix F was d⇥ (N� T) in dimensionality. K-Means clustering was performed

on F to identify K behavioral states, and an example of a state sequence is shown in Fig-

ure 5.12. The transitions between the behavioral states were modeled as a discrete-time

Markov chain, where the transition probability to a future state was solely dependent on

the present state. This results in a K⇥ K transition probability matrix T , with elements

Tlk = P(bk|bl) (5.2)

being the transition probabilities from one state bl 2 B to another state bk 2 B. The

Markov chain, represented by equation (5.2), can be depicted as a directed graph G con-

sisting of nodes v1,⇥, vk that are connected by edges with transition probabilities Tlk.

The size of each node represents the total number of times the corresponding behavioral

state occurred throughout all N video frames. The latent space L as well as the graph

are visualized in Figure 5.13. As conceptually described in chapter 4.3, the Figure clearly

illustrates the discretization of the continuous latent space into a graph representation

based on real data.

Figure 5.14: Transformation of neural activity data to a correlation matrix R.Left:
Correlation matrix for 640 components. Right: An exemplary sequence of activity for
each cluster (modified from [38]).

5.6.3.5 Dimensionality reduction of the neuronal recordings

To reduce the dimensionality of the neuronal data, I computed the pairwise correlations

between activity traces of all 640 cells. This resulted in a correlation matrix R (Figure 5.14
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(left)). To group components with similar values in corresponding rows and columns of

R, I used spectral co-clustering [103] to cluster the matrix into a block-diagonal matrix

Z. The number of clusters (M) was determined based on the specific structure of the

neuronal recording. I then reduced the dimensionality of each cluster using factor anal-

ysis, which revealed a shared component that has been shown to play a significant role

in behavior [101]. Figure 5.14 (right) shows an example of activity sequences for each

cluster.

5.6.4 Neuronal-behavior Structure

The experiment involved imaging 640 active components from the hippocampal CA1 re-

gion, which were grouped into M = 30 neuronal clusters. The sliding window size was

set to T = 25 (1 second of video data) and the dimension of the latent vector Lt was

set to 20, resulting in a compression ratio of 20. To determine the behavioral states, a

k-Means clustering assignment was performed with k = 8 based on the Elbow method.

To validate the results, both the original video frames and velocity signal from the tread-

mill experiment (not used to train the autoencoder) were analyzed. The results showed

that certain behavioral states were only active during running, while others were active

during resting or reward taking periods (as seen in Figure 5.12).

5.6.4.1 Neuronal distance matrix

In order to merge the behavioral and neuronal information, I applied an information-

theoretical approach to determine the relationship between the neuronal clusters and the

behavioral states. I started by aligning the behavioral state sequence with the temporal

resolution of the neuronal recording, creating a M ⇥ K matrix S. This matrix holds the

average normalized event rate for each of the M = 30 neuronal clusters and each of the

K = 8 behavioral states bk (Figure 5.15 (left)). To calculate the dissimilarities between

the rows of matrix S, I employed the Kullback-Leibler divergence. The Kullback-Leibler

divergence measures the difference between two probability distributions, and I used

it to determine the dissimilarity between the averaged normalized event rate of each
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Figure 5.15: Leveraging neuronal and behavioral groupings to establish a neuronal
distance matrix denoted as D. Left: M⇥ K matrix S containing the averaged
normalized event rate for each neuronal cluster and every behavioral state bk. Right:
Neuronal distance matrix D, which shows the Kullback-Leibler divergence for all
combinations of behavioral states. Communities A, B, C are obtained from clustering of
the hierarchical representation of G (modified from [38]).

neuronal cluster and behavioral state. The Kullback-Leibler divergence is defined as

KL(p||q) = Â
k

pk log
pk
qk

(5.3)

where p, q 2 {1 . . . K} are modeled as the probability distribution of the neuronal clusters

from two behavioral states. The calculation of the Kullback-Leibler divergence for all

possible combinations of behavioral states result in a neuronal distance matrix D of size

K⇥ K (Figure 5.15 (right)).

5.6.4.2 Comparing trees for community detection

To gain a better understanding of the relationship between behavior and neuronal activ-

ity at different levels of hierarchy, I transformed the directed graph G into a binary tree

T. The transformation process involved iteratively merging two nodes (vi, vj) until only

the root node vR was left. In each reduction step, I had to select nodes i and j. To do this,

I evaluated different combinations of remaining nodes using a cost function. I propose
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Figure 5.16: A hierarchical depiction of the behavioral graph G using three distinct
cost functions. For the tree TR, communities A, B, C are allocated, each manually
labeled as running, reward, and transition phases (modified from [38]).

three different cost functions, each with a different trade-off::

CT = max
i,j

Tij (5.4)

CD = min
i,j

Dij (5.5)

Cratio = max
i,j

✓
Â
i,j

Tij

Dij

◆
(5.6)

The first cost function (5.4) considers the behavioral similarity of nodes by merging the

two nodes with the highest transition probability in G. The second cost function (5.5)

merges two nodes with the smallest Kullback-Leibler dissimilarity of the neuronal rep-

resentation. The third cost function (5.6) is a combination of the first two cost functions,

taking into account both the transition probability and the Kullback-Leibler dissimilarity

for each node pair. After each reduction step, the matrices T and D were updated to

reflect the changes in the merged nodes.

I have created three different trees (denoted as TT , TD and TR) using the three dif-

ferent cost functions (5.4), (5.5) and (5.6). The results of these trees are shown in Figure

5.16. To identify communities within the tree TR, I used the method of community struc-

ture detection suggested in [104]. By making a cut at the second hierarchical level, three

communities were identified, each representing a stereotyped behavior such as running,

reward, and transition phases.
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Chapter 6

Discussion

6.1 VAME

6.1.1 Central contributions

The field of neuroscience and computational ethology is faced with a pressing need due

to the limitations of current methods in capturing the full spatiotemporal dynamics of be-

havior and understanding its causal relationship with brain activity [10]. To address this,

the field is rapidly utilizing a range of experimental approaches, including imaging, elec-

trophysiology, and cell-specific interrogation methods to monitor neural activity in freely

behaving animals [6, 105, 5]. This, along with the use of both new and traditional trans-

genic animal models, allows for a deeper investigation of molecular pathways in health

and disease. However, all these approaches require a thorough and reliable dissection of

behavior.

6.1.1.1 Understanding spatiotemporal patterns

In this thesis, I presented Variational Animal Motion Embedding, an unsupervised prob-

abilistic deep learning method for discovering the spatiotemporal structure of behav-

ioral from pose estimation signals. This method merges concepts from latent variable

modeling, deep learning, information theory, and graph theory to create a probabilistic

mapping between the data distribution and a dynamical embedding space. The VAME

framework combines VAEs with an autoregressive model (biRNN), allowing the method

to approximate the distribution and identify distinct behavioral motifs and dynamics

through encoding relevant information. The approach sets itself apart from other models



Chapter 6. Discussion 97

by using a biRNN decoder that learns to predict the structure of the subsequent behav-

ioral trajectory and regularizes the latent space. This results in the encoder learning more

meaningful dynamical features from the behavioral time series. In this work, the term

"behavioral dynamics" is used synonymously with time-dependent analysis of body part

movements. The biRNN model within VAME performs a fit of the gated recurrent unit

equations to the pose estimation signal, which describes the motion of the DLC markers

via difference equations in a data-driven manner. Furthermore, I demonstrated the dis-

criminatory power of VAME using a traditional transgenic model of Alzheimer’s disease

(the APP/PS-1 model) in a mouse model system that shows clear behavioral deficits in

specific tasks but no differences in open-field observation [4, 95]. VAME can be applied

to any species or behavioral task if continuous video monitoring can be provided [106].

6.1.1.2 Differentiation of phenotypes

My results indicate that VAME can successfully differentiate between a transgenic and

wildtype group of mice, while no differences were detected by human observation. The

focus was not on investigating the behavioral deficits related to Alzheimer’s disease in

the realm of learning and memory. However, the analysis still revealed significant find-

ings in the small sample size, such as the higher usage of the "Unsupported Rearing"

behavior and lower usage of the "Stationary" behavior, potentially linked to deficits in

spatial orientation and habituation to the environment [92, 93]. Additionally, the low

variance in the motif usage within each group highlights the robustness of the VAME

method in detecting a consistent and stereotypical behavioral structure.

6.1.1.3 Enhanced sensitivity to signal phase

I discovered that VAME is particularly effective in identifying motif sequences from pose

estimation signals due to its high sensitivity to the signal phase, achieved through its

biRNN encoder and decoder. To demonstrate this, I plotted the phase angles onto a two-

dimensional UMAP projection for the walking behavior, revealing a circularly organized

pattern that precisely captured the natural limb movement cycle [107]. This makes VAME

potentially valuable in detecting recurring locomotion patterns. Although this advantage

has only been demonstrated in one behavioral community, it could be applied to identify

differences in other movement types.
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6.1.1.4 Hierarchical structure from motif sequences

I also explored in my work the hierarchical structure of the motif sequences learned

from pose estimation signals using a tree representation within the VAME framework.

In VAME, motifs are sub-patterns of macro behaviors organized in a Markovian graph,

which can be analyzed based on transition and usage properties to identify different

types of behaviors, such as locomotion. The tree representation converts the motif se-

quence into more comprehensible categories, such as "Walking" or "Rearing", allowing

for easier interpretation. The approach I developed in this thesis for converting behav-

ior sub-patterns into a tree structure can be utilized in other supervised or unsupervised

techniques, thereby making the analysis a highly versatile tool.

6.1.2 Evaluation against current approaches

To understand how VAME performs against established and regularly applied approaches,

I compared it qualitatively and quantitatively with MoSeq and MotionMapper. VAME is

similar to both in terms of behavior segmentation. MoSeq uses an AR-HMM to segment

behavior from a series of transformed depth images, incorporating spatiotemporal infor-

mation. MotionMapper, initially developed for fruit flies, relies on t-SNE embeddings of

wavelet transformations from high-speed camera images to identify high-density regions

that are assumed to contain stereotypical behaviors. However, the reliance on spectral en-

ergy as a key input feature can limit the detection of low-frequency movements, which

are more prominent in mice, and result in the loss of the full behavioral repertoire. MoSeq

was first applied in freely moving rodents and was able to detect sub-second behavioral

structures, but the AR-HMM resulted in many short and fast switching motifs, leading

to uncertainty in animal action classification. Both are two widely used methods for

capturing the behavioral dynamics of animals in different experimental settings. I com-

pared the performance of these methods against VAME by training each of them on the

dataset from this work and evaluating their motif sequence distribution using a bench-

mark dataset. Although each of these models learned a consistent motif structure, VAME

outperformed the other methods by obtaining higher scores in all three metrics (Purity,

NMI, Homogeneity). This might be due to the better embedding of spatiotemporal infor-

mation and the higher phase sensitivity of VAME, which is not as strongly present in the
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other methods. Recently, an independent group of scientists has published comparative

results between VAME and other methods, including AR-HMM and Behavenet [22, 108],

on a benchmark dataset for a hand-reaching task. Their findings fully support my own

observation of higher performance levels of VAME compared to the other methods in

terms of Accuracy, NMI, and Adjusted Rand Index. In particular, the combination of the

video representation model and VAME achieved the best results [106].

6.1.3 Hyperparameter considerations

6.1.3.1 Size of latent dimensions

The choice of hyperparameters in VAME is a critical aspect that can impact the results

of the model. Among the hyperparameters, the number of latent dimensions plays a

central role in determining the amount of information the model can exploit. According

to the information bottleneck theory [67], this number should be as small as possible to

extract the most relevant information from the data. However, this decision is also in-

fluenced by other factors, such as the choice of the time window w and the number of

marker coordinates m, which are used to condense the data into a vector representation

zi. An increase in w or m (or both) may require expanding the latent dimensions or pre-

processing the data through a top layer neural network or other techniques like principal

component analysis. When using VAME, it is crucial to adjust this number to meet spe-

cific requirements, as it significantly impacts the outcome of the model. To determine the

appropriate number of latent dimensions, it is recommended to use a benchmark dataset

and evaluate the reconstruction score.

6.1.3.2 Number of motifs

Determining the appropriate number of motifs is a challenging task that varies depend-

ing on the unique set of behaviors present in each experiment and animal. In this work,

only motifs with a usage rate higher than 1% were considered after sampling 100 motifs

from the embedding space and re-running the motif segmentation. However, it would

be of great interest to identify motifs that are present in one group/animal but not in

the other, as this would highlight significant differences in behavior between them. In
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the current study, the data was homogeneous in terms of behavior, so that such mo-

tifs were not likely to be found. However, the VAME model is capable of finding these

"out-of-distribution" motifs when they exist due to its latent variable modeling and vari-

ational autoencoding framework. When it comes to behavioral quantification methods,

there is always a trade-off between the generalization of the motif distribution and the

precision of individual behavior measurement. If the goal is to identify highly special-

ized individual behavior, it would be possible to parameterize both populations or all

animals individually. However, the challenge lies in relating the motifs between popula-

tions/animals, as the motif mapping would change with each parameterization.

6.1.4 Constraints and opportunities

While VAME has demonstrated better performance compared to other unsupervised

methods, it may not be the best option for all experimental settings. For cases where

a complete understanding of the full behavioral repertoire is not necessary, supervised

approaches such as SimBa, MARS, or DeepEthogram may be more appropriate [31, 14,

32]. These methods allow for the labeling of specific episodes of interest or rapid iden-

tification of similar frames in new data points, respectively. Another recently developed

unsupervised approach is B-SOiD [34]. However, it operates differently from VAME in

that it does not utilize a deep learning model and projects framewise into a UMAP rep-

resentation, relying mainly on velocity feature signals for temporal information. When

deciding on a behavioral quantification method, the specific goals and requirements of

the experiment and species should be considered. VAME may be particularly useful for

uncovering behavioral dynamics in a lower-dimensional latent space due to its ability to

learn spatiotemporal information. Additionally, it has the potential to train a classifier on

the latent vector information for quick assignment of VAME motifs to new data points or

for closed-loop experimentations.

VAME has the potential for even greater resolution in the quantification of behav-

ior when combined with three-dimensional pose information, as most behaviors are ex-

pressed in three dimensions [109, 110, 111]. The integration of 3D pose information is

easily achievable within the VAME model. Moreover, when higher dimensional infor-

mation is desired, such as cellular calcium responses or neurotransmitter dynamics, the

VAME model provides a straightforward way to integrate these additional parameters.
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6.2 Neural-behavior Representation

6.2.1 Central contributions

6.2.1.1 Correlation of behavioral states and neural activity

In the second part of this thesis, I introduced an innovative approach for the combined

analysis of both behavioral and neuronal population data. This approach involves the

conversion of continuous signals obtained from behavior tracking tools (DLC) into dis-

crete behavioral states through clustering of latent vectors obtained from a sequential

variational autoencoder (VAME). The resulting behavioral states can then be correlated

with clustered neuronal population activity using a hierarchical approach which is driven

by principles from information theory. This method has the potential to reveal the organi-

zation of behavioral states, as well as the structure of the underlying neuronal correlates.

The cost function used for aggregating states plays a critical role in determining the in-

sights obtained from the analysis. The approach provides a new perspective on how to

understand the relationship between behavior and neuronal activity and has the poten-

tial to advance the field of computational ethology.

6.2.2 Tree transformation and community embedding

To demonstrate the efficacy of this approach, the analysis was performed on a dataset

obtained from a mouse running on a linear treadmill while receiving liquid reward at a

fixed location. The behavioral clustering resulted in a total of 8 distinct behavioral states,

which were then grouped into three communities. These communities consisted of five

states that were active during running phases, two states that were active during resting

or reward-taking phases, and one state that was active during transitions between the

aforementioned phases. Further investigation of these communities has the potential to

uncover other sub-communities and behaviors, such as different running patterns.

6.2.2.1 Tree-Edit-Distance

The explicit mapping of a graph to a tree structure can provide additional benefits in be-

havior comparison and quantification between different experimental conditions, trials,
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and animals. By transforming the graph representation of behavior into a tree representa-

tion, we can apply the Tree Edit Distance (TED) metric [112] to calculate the dissimilarity

between two trees. For instance, if we have two graphs, G1 and G2), with their respective

tree representations T1 and T2, we can use the TED to measure the differences between

T1 and T2. This approach can provide valuable insights into the differences between

behavior patterns in various scenarios and help in the systematic analysis of behavior

across different conditions.

6.2.3 Hyperparameter settings and future enhancements

The proposed approach for behavioral clustering is dependent on two key factors: the

choice of time window (T) and the number of clusters (k). These parameters can signif-

icantly impact the results of the clustering and therefore, care should be taken when se-

lecting them. To further enhance the correlation between behavioral states and neuronal

activity, the implementation of dynamic time-warping is suggested. This approach has

been found to improve the correlation between behavioral states and neuronal activity

[113].
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Chapter 7

Conclusion

The field of computational ethology is rapidly expanding, driven by the increasing capac-

ity to gather extensive behavioral data from laboratory animals. Machine learning plays

a pivotal role in deciphering the complex structures within this data and understand-

ing their correlations with neural activity. This work contributes to this growing field

by introducing a pragmatic approach to identify patterns in behavioral motion struc-

tures. The method presented here leverages concepts from deep learning and variational

auto-encoding, providing a reliable framework for extracting meaningful patterns from

virtual markers recorded over time. The inclusion of recurrent neural networks (RNNs)

adds flexibility to the methodology, allowing for robust feature extraction and simulta-

neous inference of discrete clusters and continuous representations. This dual capability

enhances our understanding of the dynamic nature of animal behavioral. By impos-

ing variational constraints on the distribution of these representations, the method en-

hances interpretability and encourages the extraction of more insightful quantities. The

generative capabilities of the method enable the investigation of learned representations

through the synthesis of synthetic data and the transformation of representations along

their latent axes, offering valuable insights into behavioral dynamics and facilitating com-

parisons across different animals.

7.1 VAME: A framework for measuring animal motion

7.1.1 Dynamical embedding and behavior segmentation

This thesis delved into the complexities of measuring animal motion, specifically focus-

ing on the challenges associated with capturing naturalistic behaviors. The examination
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of three primary challenges — coordinated movements of diverse body parts, moment-

to-moment labeling of behaviors, and the granularity of behavioral descriptions — serves

as a foundational aspect of this research (1.3). The method developed in response to these

challenges, known as Variational Animal Motion Embedding (VAME), introduced a new

perspective that goes beyond predefined features, action categories and human-labeled

categories. Specifically, VAME learns to represent a behavioral signal within its latent

space and to reliably segment behavioral patterns on multiple hierarchical level. Com-

pared to other methods discussed, VAME stands out for its proficiency in discerning sub-

tle movement actions that converge at a higher hierarchical scale, forming macro actions

recognizable to human observers. Consequently, the resulting behavioral patterns can be

scrutinized at various scales and effectively compared across different animal subjects.

7.1.1.1 Dynamical embedding

The significance of dynamical embedding in unravelling the intricate and multifaceted

nature of behavior cannot be emphasized enough. Within this context, VAME is a highly

innovative approach. By harnessing the power of a Variational Autoencoder (VAE) com-

bined with RNNs, VAME not only captures the underlying factors influencing animal

movements but also embraces the dynamic nature inherent in behavior. This distinctive

feature of VAME holds the key to a more precise understanding of behavior, surpassing

the capabilities of other methods. More specifically, one of the superior capabilities of

VAME lies in its ability to project behavior into a dynamical embedding, an attribute that

sets it apart from conventional approaches and allows for a more refined measurement

of behavioral patterns. This projection enables a level of precision not met by other meth-

ods, such as MoSeq or Motionmapper. Motionmapper projects information into a two-

dimensional latent space; however, it falls short in capturing the structure of behavior.

The majority of the information is projected into a two-dimensional Gaussian structure,

hindering reliable reconstruction or segmentation of behavior (5.4). The latent space of

VAME not only enhances the granularity of behavioral analysis but also facilitates a more

comprehensive examination of the dynamic interplay between behavioral patterns and

neural activity.
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7.1.1.2 VAME as open-source tool

VAME emerges as an invaluable asset for behavior segmentation without the need for

prior supervision. This tool stands at the forefront, facilitating an in-depth exploration of

animal behavior as well as the intricate interplay between brain activity and naturalistic

behavior. Its capacity to discern behavioral patterns from pose estimation signals, cou-

pled with its adeptness at generalizing across diverse animals and experimental setups,

positions it as an exceptionally versatile tool applicable to scientists across various fields,

prominently within neurobiology. Furthermore, VAME’s open-source accessibility and

user-friendly design further amplify its impact, transcending traditional boundaries. By

lowering entry barriers and fostering a collaborative environment, VAME has the poten-

tial to catalyse significant advancements in machine learning models tailored for com-

putational ethology and neuroscience. The ripple effect of its widespread applicability

not only enhances the tool’s utility but also propels the broader scientific community to-

wards more sophisticated and nuanced insights in the realms of behavioral analysis and

neurobiological research.

7.1.1.3 Impact on translational research

Moreover, VAME’s relevance extends to the investigation of neurodegenerative diseases,

here with a particular focus on Alzheimer’s disease (AD). The capacity to identify subtle

changes in behavior in transgenic mouse models of AD not only introduces novel possi-

bilities for early detection but also enhances our comprehension of disease progression.

Moreover, it provides a valuable platform for exploring potential therapeutic interven-

tions. The potential impact of VAME on translational research becomes apparent as it

yields insights into the intricate behavioral changes observed in both mice and human

AD patients. This not only enriches our understanding of the disease but also holds

promise for the development of more effective diagnostic tools, treatment strategies, and

management approaches. By offering a nuanced and comprehensive analysis of behav-

ioral changes associated with AD, VAME contributes significantly to the broader field

of neurodegenerative disease research, with potential implications for advancements in

clinical practices and interventions.
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7.2 Behavioral information beyond motifs

7.2.0.1 Essential need for strong metrics

Going beyond, it is crucial to underscore the imperative for more robust metrics and

benchmark datasets in the realm of computational ethology. While assessing methods

on a singular dataset offers valuable insights into their performance, it is essential to ac-

knowledge that various methods may exhibit different performances across diverse types

of data. As the arsenal of tools for computational ethology expands, there arises an es-

calating need to develop benchmarks and metrics that not only consider the structural

aspects of behavioral patterns but also account for the representation of behavior within

lower-dimensional spaces. The outcomes obtained through the application of VAME in

my study highlight its potential in addressing these fundamental aspects. Nevertheless,

it is imperative to note that these conclusions are derived from specific experimental se-

tups and datasets. To conduct a thorough assessment of behavioral tools and identify

optimal scenarios for their application, it is critical that future benchmarks undergo test-

ing across a diverse range of scenarios. Presently, benchmarks predominantly concen-

trate on action categories or motif retrieval, constituting only one facet of computational

ethology. It is noteworthy that different metrics need to be either incorporated or devel-

oped to provide a more comprehensive evaluation. Notably, my findings demonstrate

that VAME excels not only in extracting human-readable behavioral patterns but also in

generating meaningful embeddings of behavioral information. This capability is signif-

icant in its own right and proves valuable when comparing behavior to neural activity.

To advance the field, it is crucial to construct benchmarks and datasets that encompass

the multifaceted nature of modern approaches. Such an inclusive strategy will enable the

development of even more advanced tools in the future. Ultimately, this comprehensive

approach holds the promise of significantly enhancing researchers’ ability to delve into

and comprehend the intricate links between brain activity and behavior.

7.2.0.2 Integrating neural and behavioral dat

The use of computational ethology techniques, whether studying simple trained behav-

iors or complex spontaneous behaviors, in single animals or at a larger scale, will provide

further insight into the structure and nature of behavior. However, to make sense of these
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experiments and understand the relationship between behavior and brain activity, a com-

prehensive understanding of the animal’s goals in generating a behavior is required. As

a result of continuous advancements in brain recording and behavioral analysis technol-

ogy, researchers are soon going to face the challenge of connecting complex and dynamic

neural data with complex and dynamic behavioral data. The primary aim of future re-

search will be to uncover behavioral representations that give us an understanding of

how neural circuits generate behavior. To achieve this, it is important to determine what

it means to "understand" the relationship between natural behavior and the brain. From a

psychological perspective, understanding this relationship would involve a comprehen-

sive explanation of the brain circuits that control a specific behavior, including testable

predictions on how alterations in these circuits will impact behavior. On the other hand,

ethologists aim to comprehend how behavior contributes to a species’ survival in its envi-

ronment, including how behavior evolves through natural selection and how it develops

through the interaction of genetics and learning in each individual [10]. These various

levels of explanation are interconnected and hold equal significance (Barlow, 1961).

7.3 Limitations

While VAME demonstrates considerable promise in advancing our understanding of an-

imal behavior, it is critical to reflect, recognize and address certain limitations inherent in

the framework, paving the way for future enhancements. One notable limitation lies in

the variability of behavioral data. As animal behaviors can exhibit significant diversity,

VAME’s ability to capture and generalize patterns across different species or experimen-

tal setups may be constrained. However, this is true for every behavioral embedding

framework to date. Hence, future approaches needs to overcome this limitation in order

to really raise the threshold for modern tools. Interpreting the latent space generated by

VAME poses another challenge. While it provides a valuable representation of behav-

ior, the interpretability of these representations may be complex. In the future, efforts

could involve incorporating explainable artificial intelligence techniques or developing

additional visualization tools to facilitate a more intuitive understanding of the learned

representations. The applicability of VAME to clinical settings, especially in the context

of neurodegenerative diseases needs careful consideration. Validating the framework
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with a more extensive range of clinical data and collaborating with domain experts to

ensure its reliability and relevance in clinical research is critical. Additionally, VAME

primarily focuses on behavior captured through pose estimation, and there is room for

improvement in integrating data from other modalities such as neuroimaging or physi-

ological signals. A more comprehensive understanding of the relationship between be-

havior and underlying neural processes could be achieved through future iterations that

explore multimodal approaches (see section 7.4.2). Ensuring the ethological relevance of

the behavioral patterns identified by VAME is also a crucial aspect. Collaborations with

ethologists and domain experts could validate the identified patterns and relate them to

ecologically meaningful behaviors, enhancing the overall reliability and ecological valid-

ity of the framework. Furthermore, another consideration is the computational resources

required by VAME, which may pose challenges, particularly when dealing with large

datasets or real-time applications. Exploring optimization techniques or parallel com-

puting strategies to enhance the efficiency of the framework could make VAME more

accessible to researchers with varying computational resources. Finally, by addressing

these limitations and exploring avenues for improvement, the VAME framework can

evolve into a more robust and versatile tool, expanding its applicability across diverse

research contexts and contributing to a deeper understanding of animal behavior.

7.4 Future work

As I conclude the presentation of the current state of research and the findings in this

thesis, it is essential to give an outline forward toward the horizon of possibilities for fur-

ther investigation and development. In this section, I will delve into the realm of future

work, outlining potential research directions, that may overcome some of the limitations

discussed above, and could extend or even re-imaging the work presented in preceding

chapters. The journey of scientific inquiry is characterized by its continuous evolution,

with each discovery and insight paving the way for new questions and challenges. In

this spirit, I recognize that the work presented here is a stepping stone in the larger land-

scape of representation learning and behavior embedding. The in this chapter proposed

research directions represent a call to action and are not only avenues for expansion but
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also a testament to the dynamic nature of science in general. I will explore three possible

avenues researcher can take to explore new ways of behavior representation.

7.4.1 Learning from video data

Figure 7.1: Leveraging Barlow Twins for Unveiling Animal Dynamics from Video
Data. (A) Consecutive occurrences of the initial video frames (top section) juxtaposed
with two depictions of applied augmentations (bottom section). (B) Structure
incorporating ResNet3D and Convolutional Gated Recurrent Unit, designed for
capturing spatiotemporal embeddings. (C) The complete Barlow Twin network. In each
iteration, the encoder is presented with two augmented renditions of the original video
snippet, with the objective of optimizing the Barlow Twin criterion and acquiring a
spatiotemporal embedding (Figure altered from [114]).

To recap, self-supervised learning strives to estimate an approximate distribution

p̂(x) that closely matches the original data distribution p(x). Instead of external supervi-

sory signals, it harnesses inherent data structures for guidance. Many of these methods

introduce a lower-dimensional latent variable, denoted as z, which encodes the essential

aspects of the input signal. This approach is commonly referred to as generative mod-

eling. Once the model has been trained on the data, it gains the capability to generate

novel data points from p(x) that resemble the original dataset. Prominent variations of
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generative modeling include Generative Adversarial Networks (GANs) and Variational

Autoencoders (VAEs). As we have seen, VAME utilizes the VAE framework to uncover

dynamics and patterns from the behavioral input signal. Nevertheless, VAEs may strug-

gle to consistently distinguish the true signal from its noise component.

7.4.1.1 Utilizing redundancy reduction networks

One promising direction for future research involves utilizing redundancy reduction

networks [115]. These networks operate on the fundamental principle of transforming

highly repetitive sensory inputs into a factorial code, aligning with the information bot-

tleneck principle [67]. In essence, they consist of two identical networks, each receiving a

distinct, distorted version of a signal. Their primary objective is to acquire a representa-

tion of the original signal that encapsulates its most crucial information. One notable ad-

vantage of this network architecture is its independence from the concept of contrastive

learning [116], which necessitates a large number of negative samples and can be compu-

tationally intensive. Additionally, in contrast to (variational) autoencoders that attempt

to faithfully reproduce every detail of an input signal, often leading to inaccuracies in the

presence of diverse lighting conditions or missing data [106], these models are designed

to directly reduce such redundancies.

7.4.1.2 Challenges for video data

This also opens the possibility to build a model that operates on the acquired video data

rather than user defined pose marker points. The primary approach for studying ani-

mal behavior typically involves recording the animal’s actions on video. Various factors

influence the signal’s quality, dependability, and level of noise. Fluctuations in factors

like lighting conditions, camera angles/distance, and field-of-view obstructions can in-

troduce disparities in the embedding space. Consequently, there is a demand for models

capable of learning to disregard these variations and concentrate on the essential infor-

mation within the behavioral signal. This makes this kind of model a promising approach

since much more of the subtle behavioral changes are embedded from the video.
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7.4.1.3 Barlow Twins as instantiation

One instantiation of redundancy networks are Barlow Twins [115]. Barlow Twins have

not previously been applied in the context of behavior analysis. For this perspective chap-

ter, I introduce a straightforward implementation of a Barlow Twins model specifically

designed for video data obtained from open-field or head-fixed animal recordings (refer

to Figure 7.1). To create a behavioral embedding from the input video, I use a temporal

duration of 500 ms, corresponding to 30 frames. Each input video undergoes two aug-

mentations, which may involve random cropping, image flipping, Gaussian blurring, or

color jittering (see Figure 7.1, A). These augmented videos are then fed into a 3D-ResNet

encoder, similar to the one in [117]. I utilize a one-layer Convolutional Gated Recurrent

Unit (ConvGRU) with a (1, 1) kernel size as an aggregation function, in line with [116].

The encoder (denoted as f) and aggregation function (referred to as g) share their weights

for both distorted video input streams. This design facilitates the transmission of fea-

tures along the temporal dimension, resulting in a contextual representation ct (as shown

in Figure 7.1, B). The model generates an embedding B through a projector layer, which

aims to capture the empirical cross-correlation between the two augmented input videos

(as depicted in Figure 7.1, C). I initialize the projector layer in accordance with [115]. The

primary objective (Equation 7.1) of this model is to minimize redundancy between the

two video inputs, ultimately learning the most probable spatiotemporal embedding.

LBT = St(1� Cii)
2 + lSiSj 6=iC2

ij (7.1)

Here, l represents a positive constant that balances the significance of the first and second

loss terms. The matrix C is a cross-correlation matrix computed from the output of two

identical networks across the batch dimension. It is a square matrix with values ranging

from -1 (indicating perfect anti-correlation) to 1 (indicating perfect correlation). The first

term within this framework is referred to as the "invariance term", which aims to equalize

the diagonal elements of the cross-correlation matrix to 1. This adjustment promotes

embedding invariance with respect to applied distortions. The second term is noted as

the "redundancy term", as it seeks to equalize the off-diagonal elements of the cross-

correlation matrix to 0, effectively decorrelating the different vector components of the

embedding. This process empowers the model to capture non-redundant information
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from the video sample. For more comprehensive insights into the operation of the Barlow

Twins model, please consult the original paper [115].

7.4.1.4 Summary

I attempted some initial early iterations on such a model which have already yielded

promising results, although these results are not presented here and need further explo-

ration and confirmation. However, a significant benefit of this model is its capacity to

directly analyze the video signal from a behaving animal without the need for supervi-

sion or predefined points of interest. This advantage could also extend to a multi-view

system, where different camera angles are presented to the model.

To summarize, I have discussed recent advancements in the realm of self-supervised

learning and applied them to the assessment of animal behavior. This perspective serves

as an illustration of how the field of (computational) ethology can harness recent machine

learning advances to investigate and understand animal behavior.

7.4.2 Multimodal learning of neural-behavior representation

Figure 7.2: Multimodal embedding architecture of behavior and neural activity. Left:
Neural activity and animal frame. Middle: Joint embedding of both modalities. Right:
Reconstructed neural activity and animal frame from shared joint embedding vector.

Another compelling future direction for the field of computational ethology, in my

view, will be the implementation of joint representation models, which can encode behav-

ioral signals and neural activity jointly. Such models have a wide range of applications

and benefits, including: generating predictions about which neural signals are associated

with specific behaviors, determining if observed neural signals are capable of performing

a specific task, identifying which behavioral aspects are important and which are trivial,
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and categorizing behaviors based on their goals at varying temporal and semantic lev-

els. Such models could be implemented using the variational auto-encoder approach.

By adapting joint modality methods from the field of computer vision, behavioral and

neural signals could be jointly embedded into the same space [118].

7.4.2.1 Conceptualization of the model architecture

In Figure 7.2, I illustrate the fundamental concept. This model’s architecture draws inspi-

ration from [118]. On the left side, we encompass both modalities, namely neural activity

and the animal’s behavioral output. Specific encoding networks, denoted as q(zn|xneural)

and q(zp|xpose), are employed to extract pertinent features from both modalities. These

networks are designed to map the resulting lower-dimensional information zt to the same

latent coordinate for corresponding time points t The model subsequently endeavours

to reconstruct both modalities from zt using dedicated decoding networks, q(xneural |zn)

and q(xpose|zp). By implementing this neural network architecture, researchers can cre-

ate latent embeddings that combine information from both neural activity and animal

behavior simultaneously.

7.4.2.2 Hypothesis for exploration

This framework allows researchers to investigate different hypotheses. The forthcoming

hypotheses represent the focus of my future research:

1. Hypothesis 1: By comparing the decoded reconstructions of neural activity and

behavior from the shared latent space, researchers can assess the extent to which

the two modalities are interrelated and identify potential causal relationships.

2. Hypothesis 2: If we successfully learn a joint embedding space that combines neu-

ral activity and animal behavior, it may be possible to accurately reconstruct the

behavior of an animal from pure neural input and vice versa. This implies that the

shared latent space captures essential information and dependencies between neu-

ral activity and behavior, allowing for bidirectional translation between the two

modalities. Achieving such bidirectional reconstruction would demonstrate the



Chapter 7. Conclusion 114

model’s effectiveness in bridging the gap between neural and behavioral represen-

tations, potentially offering a valuable tool for understanding the complex relation-

ship between these two aspects of animal physiology and behavior.

7.4.2.3 Summary

In conclusion, the development of a shared latent space, allowing for bidirectional recon-

struction between neural activity and animal behavior, not only promises to elucidate

the intricate connections between these two modalities but also offers a valuable tool for

researchers to investigate the underlying dynamics of animal physiology and behavior.

This innovative approach opens up new horizons in the field of (computational) ethol-

ogy, providing a practical means to explore the interplay between neural and behavioral

data, with broad implications for scientific and practical applications.

7.4.3 Improving the objective of VAME

Finally, I want to explore a direction to improve the model architecture of VAME by

extending its objective function. Like with any unsupervised frameworks and cluster

assignments, there are imperfections. By accessing the latent space of VAME and en-

couraging clusterability of the latent vectors, it can be possible to have a better resolution

of the underlying animal behavior by enforcing better boundaries. Therefore, we need

to design an objective function to encourage similar latent vectors to be assigned to the

same cluster label. The idea is to use the mutual information I(X; Z) between the latent

vectors within a batch to guide the clustering process. The mutual information is defined

as

I(Zu; Zv) = H(Zu)� H(Zu|Zv), (7.2)

where H(Zu) is the entropy of the the latent vector Zu and H(Zu|Zv) is the conditional

entropy between the latent vector Zu and Zv. Given a batch of n data points, we can com-

pute the pairwise mutual information I(Zu; Zv) for each pair of latent vectors (Zu, Zv).

7.4.3.1 Noise contrastive estimation

In practice, maximizing I(Zu; Zv) directly can be challenging, so a common approach is

to maximize a lower bound on the mutual information. The InfoNCE (Noise Contrastive



Chapter 7. Conclusion 115

Estimation) loss presents a contrastive learning objective that is widely employed in rep-

resentation learning and self-supervised learning [119] and acts as a lower bound on the

mutual information which can be defined as

LIn f oNCE = � log

 
exp(sim(zu, z0u))

ÂN
v=1 exp(sim(zu, z0v))

!
, (7.3)

where zu and z0u are positive pairs (representations of the same input), z0v is a negative

pair (representation of a different input), and sim(., .) is a similarity function, such as co-

sine similarity. At its core, InfoNCE aims to estimate the mutual information between

pairs of data points, particularly the relationship between input samples and their cor-

responding latent representations in a neural network. By formulating a contrastive loss

that maximizes the mutual information between positive pairs (similar instances) and

minimizes it between negative pairs (dissimilar instances), InfoNCE guides the model to

organize data in the latent space, ensuring that similar samples are close together. This

approach not only facilitates effective representation learning but also lends itself to tasks

like clustering, where the network learns to discriminate between different groups within

the data. We can use the computed mutual information values to form an affinity matrix

A, where Auv represents the mutual information between Zu and Zv. With this affinity

matrix, we can now apply a clustering objective like k-Means to assign a cluster label c to

each latent vector in the batch.

7.4.3.2 Formulating a mutual information based objective

Lastly, we have to define an objective function that encourages latent vectors with higher

mutual information to be assigned to the same cluster. Here, I will provide a simple loss

term Lclustering that can be extended to specific needs:

Lclustering =
N

Â
u=1

N

Â
v=1

Auv ⇥ d(cu, cv)⇥ d(Zu, Zv), (7.4)

where N is the batch size, Auv is the mutual information between the latent vectors, cu

and cv are the assigned cluster labels, d(cu, cv) is the Kronecker delta function, which is

equal to 1 if cu = cv (same cluster) and 0 otherwise, and d(Zu, Zv) is the distance metric

in the latent space (e.g., Euclidean distance) between the latent vectors. This clustering



Chapter 7. Conclusion 116

loss term provides a way to guide the learning of a clustering structure directly within

the training of the neural network, without the need for a separate clustering algorithm.

This approach is sometimes referred to as "end-to-end clustering" because the clustering

structure is learned as part of the neural network training process. Here, the neural net-

work is responsible for both encoding the input data into a latent space and learning a

clustering structure within that latent space. Hence, this loss function can be added to

the overall loss function of VAME and extends its objective.

7.4.3.3 Summary

Finally, I want to close this discussion with some thoughts about cold starting VAME with

such an additional objective function versus pretraining VAME. Pretraining an autoen-

coder and then fine-tuning it with a clustering objective is a learning form also known

as transfer learning that leverages the knowledge gained during the initial autoencoder

training. The idea behind this two-step process is that the autoencoder, having learned

a good representation during pretraining, provides a more advantageous starting point

for the network to learn the clustering structure. However, the effectiveness of this ap-

proach depends on the specific characteristics of the data and the nature of the task, so it

is recommended to experiment and validate the approach for the specific problem.

7.5 Final thoughts

The field of behavioral measurement is on the verge of transformative advancements in

the coming decade, driven by innovative approaches in self-supervised learning. No-

tably, contrastive learning methods and the integration of transformer architectures, as

witnessed in large language models, are poised to redefine the landscape. A particu-

larly promising application involves leveraging the transformer architecture to decipher

the "language" of behavior, especially when preceded by a framework such as VAME.

In this setting, the role of a framework like VAME is crucial in initially identifying sub-

tle actions, and subsequently, employing a transformer to categorize and understand the

broader behavioral context.

The presented work transcends the confines of conventional behavioral analysis by

not only identifying behavioral patterns but also elucidating the intricate interplay of
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subtle behavioral actions across different hierarchical levels and using the information

stored in its dynamical embedding space. The methodology represents a pragmatic in-

tegration of state-of-the-art machine learning techniques with the rich dynamics found

in behavioral pose data, establishing a new standard for computational ethology. As the

field propels forward, the groundwork laid by this research is strategically positioned to

steer future investigations toward a more nuanced comprehension of the dynamic facets

inherent in animal behavior. The synergy between advanced machine learning method-

ologies and the intricacies of behavioral data combined with the vast recordings of neural

activity is assured to shape the next wave of breakthroughs in behavioral measurements.
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Appendix A

Appendix

A.1 Deep learning

The field of artificial intelligence has seen significant growth since the widespread avail-

ability of graphical processing units (GPUs). In 2012, an artificial neural network (ANN)

called AlexNet competed in the ImageNet Large Scale Visual Recognition Challenge,

where it achieved a top-51 error of 15.3%, more than 10.8% better than previous mod-

els [120]. The success of AlexNet was not just due to the depth of the model but also

the utilization of the computational power of GPUs, which made the computationally

expensive process of training and modeling ANNs feasible. The field of deep learning,

which involves the use of multiple layers of artificial neurons interconnected to approx-

imate a desired output function, has seen massive progress since then. These layers are

organized in a hierarchical structure, with the input layer receiving the raw input data or

features of the data, and the output layer providing the desired output. The intermediate

layers, called hidden layers, are used to extract features from the input data. The number

of layers and the number of neurons in each layer are called the architecture of the net-

work. Artificial neurons are modeled after biological neurons and are used to simulate

the computation of the human brain. The input and output of each neuron are related by

a set of weights and a bias. These parameters are learned during the training process of

the ANN. The process of training an ANN is done by adjusting the weights and biases

to minimize the error between the predicted output and the desired output. The most

1The top-5 error is a method of benchmarking a machine learning model in the ImageNet Large Scale Visual
Recognition Challenge. Is the target label in one of the top five predictions of the model, its considered to be
correct.
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popular method for training ANNs is called backpropagation, which is an iterative al-

gorithm used to adjust the weights and biases of the network. The algorithm works by

propagating the error from the output layer to the input layer through the hidden layers,

calculating the gradient of the error with respect to the weights and biases, and adjusting

them in the opposite direction of the gradient. The process is repeated multiple times

until the error is minimized. In this section, I will provide an overview of the concepts of

artificial neurons, layers, and the backpropagation method used in deep learning. How-

ever, it is important to note that there are many variations and advancements that have

been made in the field of deep learning and this overview is specific to provide only the

necessary information for understanding the developed VAME model.

A.1.1 General principles

Figure A.1: Simple sketch of a biological neuron and the mathematical model of an
artificial neuron. (A) Representations of a biological neuron. (B) Illustrations of an
artificial neuron, serving as a simplified mathematical counterpart to a biological neuron
(modified from https://cs231n.github.io/neural-networks-1/).

As this work is rooted in both computer science and neuroscience, I start by describ-

ing the foundation of artificial neurons, which is the classical perceptron model. The

perceptron model was first proposed by Frank Rosenblatt in 1958 [121], with the goal of

creating a machine that could mimic the function of a biological neuron. In a simplistic

view, a basic neuron is made of a cell body, synapses, dendrites and axons (Figure A.1, A).

Axons eventually branch out and connect to other neurons via synapses and dendrites.

In the view of a computational model, the signal, here x0, travels along the axon and in-

teracts with the dendrites of other neurons based on their synaptic strength w0. Hence,

it performs a multiplicative computation x0w0. In the perceptron model, the inputs are

multiplied by a corresponding weight and the products are summed up, a bias term b
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is then added to the sum, and the result is passed through an activation function. The

activation function is a mathematical function that determines the output of the neuron

based on the input, bias and weights. This results into the following simple equation:

s(Â
i

wixi + b). (A.1)

Here, s represents the activation function. A common choice is to use a sigmoid function

s. This function takes in real-valued inputs and clamps it between a range of 0� 1

s(x) =
1

1 + e�x (A.2)

The perceptron model was originally developed to solve simple linear classification prob-

lems, meaning that it could only classify data into two classes. However, with the devel-

opment of multi-layer perceptrons, which consist of multiple layers of perceptrons, it

became possible to solve more complex non-linear problems.

A crucial idea in artificial neurons is that the synaptic weights w are learnable pa-

rameter. These parameter control the strength of influence. Like in a biological neuron,

this can lead to excitatory (positive weight) and inhibitory (negative weight) connections.

From the dendrite, the signal is carried to the cell body, where it gets summed with signal

parts coming from other dendrites. If a threshold value is crossed, the neuron depolar-

izes, which means it fires, sending a signal along its axon. The computational model of

an artificial neuron assumes that the precise timing of this firing does not matter but only

the frequency of the firing communicates information. The firing rate of the artificial neu-

ron is modeled with the activation function s. It represents the frequency of the spikes

along the axon. In summary, an artificial neuron performs a dot product of the inputs

and weights, adds a bias and applies an non-linearity function (Figure A.1, B).

A.1.2 Neural network organisation

Artificial neurons in multilayer perceptrons (MLP) are organized in multiple layers to

approximate complex functions. These layers, also known as hidden layers, allow for a

greater depth in the model, enabling it to handle a more general class of functions. MLPs

are the first class of deep learning models and consists of an input, hidden and output
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layer. The first L� 1 layers can be thought of as the representation, while the last layer is

a linear predictor.

The MLP model is formally defined as follows: The input to the model is a matrix

X 2 Rn⇥d representing a minibatch of n examples, each with d features. The hidden layer,

denoted as H 2 Rn⇥h, has h hidden units and is also known as the hidden representation

and hidden variable. The hidden and output layers are fully connected, with weights

W(1) 2 Rd⇥h and W(2) 2 Rh⇥q, and biases b(1) 2 R1⇥h and b(2) 2 R1⇥q, respectively. The

output O 2 Rn⇥q is calculated by:

H = XW(1) + b(1), O = HW(2) + b(2). (A.3)

In equation A.3, the hidden units are given by an affine transformation of the input units

and the output units are just an affine transformation of the hidden units. This equation

represents a linear transformation, but to fully utilize the potential of the MLP network, a

non-linear activation function s is added and applied to each hidden unit after the affine

transformation. This output is called activations. With activation functions in place, the

MLP cannot be collapsed into a linear model anymore.

H = s(XW(1) + b(1)), O = HW(2) + b(2). (A.4)

More complex MLPs can be created by stacking multiple hidden layers on top of each

other, which increases the model’s expressiveness.

A.1.3 Optimization and learning

The technique of backpropagation, also known as auto-differentiation, is used to cal-

culate the gradient of a loss function rJ(q). In this process, a loss function is used to

compare the predicted output y to the true output yi of a training sample (xi, yi) among

n training examples. The input x can represent various data such as images, audio sig-

nals or hand crafted features, and the output y are the corresponding class labels in a

classification task. We can define a least-square loss function for the i-th case (xi, yi) as

J(q) =
1
2
(hq(xi)� (yi))

2, (A.5)
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where hq is the hypothesis or neural network model. The least-square loss function is one

example of a loss function. Other examples will be discussed later when I introduce the

concept of the variational autoencoder. It is important to note that the terms "loss" and

"cost" are often used interchangeably in literature.

To optimize a loss function, a common approach is to use a gradient descent algo-

rithm. The most widely used algorithm for this purpose is the stochastic gradient descent

(SGD):

q := q � arq J(q), (A.6)

where a > 0 is the learning step size or rate. This algorithm updates the model parame-

ters in the opposite direction of the gradient of the loss function w.r.t to the parameters.

The learning rate controls the step size of the update. This process is repeated for multiple

iterations or until a stopping criterion is met. With each iteration, the model parameters

are updated, and it is expected that the value of the loss function will decrease, resulting

in a better model. One of the advantages of SGD is that it can handle large datasets, as it

only requires the gradient of a single example at a time rather than the whole dataset. The

gradients can be computed quickly due to the hardware parallelization offered by mod-

ern GPUs. This is known as mini-batch SGD, where the model parameters are updated

simultaneously for a small subset of the training examples. This can lead to faster conver-

gence and better generalization compared to using the whole dataset at once. Another

optimization algorithm which is widely used is the Adam optimizer, which is a variant of

gradient descent optimization. It generally requires less memory and computation, and

it is less sensitive to the choice of learning rate compared to traditional SGD [64]. It is im-

portant to keep in mind that there is a lot more to optimizing neural networks than what

can be covered in this work. Specific topics such as numerical stability and initialization

of neural networks are critical for achieving state-of-the-art performance. For a worked

out example of backpropagation see Appendix A.

A.2 Recurrent neural networks

In this section, I introduce a specific type of neural network known as the recurrent neural

network (RNN). The primary purpose of using this model class is to analyse and extract

useful information and patterns from a series of data collected over time, and in the
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case of this work from the virtual marker signal of a behaving animal. Since standard

RNNs can suffer from issues related to gradient problems such as exploding or vanishing

gradients [vanishing], I will introduce the gated recurrent unit (GRU) transfer function, a

recently developed solution, that will be utilized here. Then, I show how the RNN model

can be extended to a bi-directional recurrent neural network (BiRNN), which allows the

network to process information from both the past and future simultaneously.

A.2.1 Computational principles

Figure A.2: Illustration of the computational principles of RNNs and GRUs. (A) A
simple RNN with three recurrent layers. (B) Visualisation for computing the update and
reset gate in a GRU model. (C) Visualisation for computing candidate hidden state in a
GRU model (modified from [122]).

RNNs are a type of neural network architecture that are specifically designed to han-

dle sequential data such as time series data. Their main purpose is to detect patterns

in time series data which can be anything from handwriting, language, genomes, nu-

merical time series data such as stock markets or sensor readings etc. RNNs differ from

other neural network architectures such as MLPs in the way information is processed

through the network. In traditional feedforward neural networks, there are no cycles

present, while RNNs have cycles that allow them to feed information back to itself. This

unique functionality allows RNNs to take into account not only the current time step of

the data xt, but also the previous time steps x0:t�1 when making predictions or decisions.

Mathematically, we can express this as

P(xt|xt�1, . . . , x1) ⇡ P(xt|ht�1), (A.7)

where ht�1 is a hidden state or hidden variable, which stores sequential information up to

time step t � 1. Note that equation (A.7) represents a latent variable model, which we
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will discuss in further detail in section 3.1. A hidden state can be computed at any time

step t with only the current input xt and the previous state ht�1:

ht = f (xt, ht�1). (A.8)

It is important to note that the concepts of hidden states and hidden layers in RNNs are

different from those in traditional feedforward neural networks (discussed in the pre-

vious section). In traditional feedforward neural networks, hidden layers form a direct

path from the input to the output, whereas hidden states in RNNs are computed based

on previous time steps and are used as input for the next step in the model. This means

that hidden states in RNNs are dependent on the sequential nature of the data and al-

low the network to maintain a "memory" of previous information, while hidden layers in

traditional feedforward neural networks do not have this capability.

Figure A.2 (A) displays the computations for a RNN with three recurrent layers. By

following the computational graph we see that at any time step t the computation of

the hidden state can be dissected into the following two stages: First, the input Xt is

concatenated at the current time step t with the hidden state Ht�1 from the previous time

step t � 1. In a second step, the concatenation result is fed into a fully connected layer

with the activation function f. The output results into the hidden state Ht of the current

time step t. Ht will now be fed into the next layer to support the computation of Ht+1

as well as to compute the output Ot at the current time step t. The final hidden state Hf

represents the aggregated historical information of the time series and contains all the

necessary information about it.

A.2.2 Gated recurrent units

The standard RNN architecture can suffer from numerical instability issues in practice.

While techniques such as gradient clipping can help mitigate these issues, there are more

advanced methods to overcome these problems. One such method is the use of GRUs,

which have become increasingly popular in practice [78]. GRUs are a variation of the

RNN architecture that include a gating mechanism for hidden states. This mechanism

allows the network to decide when to update or reset the hidden states, rather than re-

lying on pre-defined rules. This adaptability allows the network to focus on the most
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important parts of the sequence, and ignore irrelevant or temporary observations. By

learning when to update or reset the hidden states, GRUs can improve the stability and

performance of RNNs.

Figure A.2 (B) illustrates the computation of the update and reset gate given the input

of the current time step t. The output of these two gates are fully connected layers with

a sigmoid activation function. To write their mathematical formulation, we consider an

input as minibatch Xt 2 Rn⇥d at time step t and the previous time step t � 1 hidden

state Ht�1 2 Rn⇥h. The reset gate notation is Rt 2 Rn⇥h and the update gate notation is

Zt 2 Rn⇥h. Their computation is:

Rt = s(XtWxr + Ht�1Whr + br), Zt = s(XtWxz + Ht�1Whz + bz), (A.9)

where Wxr, Wxz 2 Rd⇥h and Whr, Whz 2 Rh⇥h are the weight parameters of Rt, Zt and br,

bz are biases. The sigmoid function assures that the output stays in the range (0, 1) to be

numerical stable and convex.

The network needs now to identify a candidate hidden state H̃t 2 Rn⇥h at time step t.

It is called a candidate as we need to include the action of the update gate in a next step.

Integrating Rt into the equation of a regular latent state update results into:

H̃t = tanh(XtWxh + Rt � Ht�1)Whh + bh), (A.10)

where Wxh 2 Rd⇥h and Whh 2 Rh⇥h are weight parameters, and bh 2 R1⇥h is the

bias. The symbol � represents the Hadamard (elementwise) product operator. The non-

linearity tanh is used to ensure that the values of the candidate hidden state are in the

interval range of (�1, 1). In equation (A.10) we can observe that whenever the entries of

Rt are close to 1, we recover the standard RNN equation. If the entries are close to 0, pre-

existing hidden states are reset to their defaults. Figure A.2 (C) visualizes this process.

The last step is to integrate the update gate Zt. This gate determines to which extent the

new hidden state Ht 2 Rn⇥h is either the old state Ht�1 or how much the new state H̃t in-

fluences the new hidden state Ht. By simply taking the elementwise convex combination

between Ht�1 and H̃t, we reach the new hidden state Ht:

Ht = Zt � Ht�1 + (1� Zt)� H̃t. (A.11)



Appendix A. Appendix 140

Now, whenever the update gate Zt is close to 1, the old state will be kept. That essentially

means that the information of Xt is ignored, which in turns means we effectively skip

time step t. On the other hand, if Zt is close to 0, the updated latent state Ht matches

the candidate state H̃t. The design of the GRU helps with preventing vanishing gradient

problems in RNNs and captures better the dependencies for long sequences, as important

states from the beginning can be carried to the end, if the update gate stays close to 1 for

most of the time steps.

It is worth noting that prior to the introduction of the GRU architecture, one of the

earliest methods for addressing the numerical instability issues in RNNs was the long

short-term memory (LSTM) network [77]. However, the recent GRU architecture offers

similar performance but has the advantage of being significantly faster to compute [81].

Therefore, in this work, the GRU architecture was extensively used for identifying a latent

structure in animal motion due to its computational efficiency and performance.

A.2.3 Bi-directional model

Within this work, I will extend the notion of RNNs to bi-directional RNNs (biRNNs)

[123]. The main idea behind biRNNs is that they run two RNNs simultaneously, one from

the beginning to the end of the sequence and the other from the end to the beginning.

This allows the network to process information from both the past and future at the same

time, leading to a more comprehensive understanding of the sequence. The addition of

another hidden layer with information from the backward pass provides a more flexible

way of processing the information. The motivation to use biRNNs in thiw works is that

they have access to information from both ends of the input sequence, which is beneficial

when trying to identify patterns in animal motion. By taking into account both past

and future motion, a biRNN can provide a more comprehensive understanding of the

animal’s behavior, which can help identify patterns that might be missed by a standard

RNN.

I start by defining an input sample as Xt 2 Rn⇥d at time step t with the hidden layer

activation function f. As we have two hidden states in the bi-directional setting, we

denote the one in the forward pass as
�!
H t 2 Rn⇥h and the one in the backward pass as

 �
H t 2 Rm⇥h. Here, h is the number of hidden units. The update rule for the forward and
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backward pass is the following:

�!
H t = f(XtW

( f )
xh +

�!
H t�1W( f )

hh + b( f )
h ), (A.12)

 �
H t = f(XtW

(b)
xh +

 �
H t�1W(b)

hh + b(b)h ), (A.13)

with the weights parameter of the model W( f )
xh 2 Rd⇥h, W( f )

hh 2 Rh⇥h, W(b)
xh 2 Rd⇥h, and

W(b)
hh 2 Rh⇥h, and bias parameter b( f )

h 2 R1⇥h, and b(b)h 2 R1⇥h.

To obtain the overall hidden state Ht 2 Rn⇥2h for the biRNN, we concatenate the

forward and backward states
�!
H t and

 �
H t into Hc

t . The output layer Ot 2 Rn⇥q is then

simply computed by

Ot = Hc
t Whq + bq. (A.14)

The weight parameter Whq 2 R2h⇥q and the bias bq 2 R1⇥q are now the final model

parameter. Note that the forward and backward pass can have different numbers of

hidden units.

A.3 VAME model selection

The VAME model consists of one biRNN encoder and two biRNN decoder. A HMM is

used to identify hidden states (motifs) within our embedding space, as described in the

main article (also see Methods). The model was chosen after we tested four different vari-

ations of the architecture and compared the HMM against a k-Means algorithm. In Table

A.1, we show the different choices and validated their outcome based on our benchmark

dataset.

Our architectural choices were either a standard variational autoencoder consisting of

a biRNN encoder and a biRNN decoder or with an additional biRNN prediction decoder.

Furthermore, we applied to both variants spectral regularization of the latent space [86]

to see if this could lead to improved clusterability. We applied three metrics (Purity, NMI,

Homogeneity, see Methods) to identify the best model. In both cases (k-Means or HMM),

the variational autoencoder model without spectral regularization and an additional de-

coder had the highest scores. The model with HMM led to the best scores and hence, we

chose this as the primary model in our manuscript.
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Table A.1: VAME model selection with two different segmentation algorithm (k-Means
and HMM) for k = 50. Reported is the mean of five repeated training and inference runs.

Model (segmentation) Purity NMI Homogeneity %
VAME single decoder (k-Means) 74.66 22.26 43.02

VAME single decoder + spectral regularization (k-Means) 76.17 22.13 43.20

VAME two decoder (k-Means) 76.23 23.58 45.55

VAME two decoder + spectral regularization (k-Means) 75.56 23.12 44.69

VAME single decoder (HMM) 78.44 26.70 49.82

VAME single decoder + spectral regularization (HMM) 79.81 26.98 51.98

VAME two Decoder (HMM) 80.66 28.61 54.85

VAME two Decoder + spectral regularization (HMM) 79.15 27.64 52.84

A.4 Human phenotyping

For the classification of phenotypes using human experts we have created an online form,

where experts could watch all eight videos and make their choice about which pheno-

type is shown in each video. There was no time limit and the average time to complete

the questionnaire was 30 minutes. The participants have not been told how many an-

imals of each group are in the set. For every video, the following five decision could

be made: APP/PS1 (Very sure), APP/PS1 (Likely), Unsure, Wildtype (Likely), Wildtype

(Very Sure). We have counted a right answers (Very sure and Likely) as a correct classifi-

cation (1 point), and wrong answers as well as the choice for the Unsure option as wrong

classification (0 points). Eleven experts were participating in this classification task. All of

them had previous experience with behavioral video recordings in an open field and/or

treadmill setting. In addition, six of the participants had previous experience with the

APP/PS1 phenotype.

A.5 Community visualization and description

In Figure A.3 we visualized all nine communities by taking the start (cyan color) and end

(magenta color) frame for a random community episode. White dots are representing

DeepLabCut marker. Next to the visual representation, the DeepLabCut trace for this
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episode is shown. Community a contains motifs with exploration characteristics such as

slow walking and a lot of nose movement which could be interpreted as sniffing. Com-

munity b shows mainly events in which motifs express rotational behavior. In c, the mo-

tifs display almost no movement of any body part. Community d consists of two motifs

which depict transitional behavior from walk to rear or vice versa. In community e, we

found that all motifs express a specific part of the walking behavior. Community f con-

tains motifs which are mainly showing rears along the wall of the arena while g contains

motifs depicting rears within the arena. Community h belongs to the same branch as g

but portrays mainly motifs with grooming activity. Lastly, community i shows motifs in

which the animal performs a backward motion e.g after rearing.

Figure A.3: Visualization of Communities with their respective DLC trace. Figure has
been modified from [13].
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A.6 Community transitions

Figure A.4: Transitions of motif within the Stationary and Walking community. Error
bars represent standard deviation. Figure has been modified from [13].
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