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A B S T R A C T   

This study highlights the advantages of using wide-angle X-ray scattering (WAXS) and small-angle neutron 
scattering (SANS) methods to analyse turbostratic d-glucose-derived hard carbons (GDCs) over a wide range of 
length scales. It demonstrates the reasons for the superior performance of hard carbons (HCs) pyrolysed at 1100 
◦C compared to those pyrolysed at 700 ◦C, 1000 ◦C, or 1400 ◦C in sodium-ion batteries (SIBs). Twelve WAXS and 
thirteen SANS structural parameters were simultaneously determined for HCs. The investigation incorporates 
WAXS-derived interlayer spacing, a3, into the SANS analysis of HCs. The Ruland and Smarsly algorithm is 
emphasised over the commonly used Scherrer and Bragg equations. Thus, the collective analysis of nanostructure 
highlights the necessity for a revision in applying widely used characterisation techniques when dealing with 
disordered HCs. The study suggests that an a3 value of 0.373 nm best suits GDC-1100 as a SIB anode material. 
Comparing HCs prepared at different pyrolysis temperatures, GDC-1100 exhibits the most compatible parame
ters, resulting in the highest specific capacity value. The model-free SAS analysis indicates hierarchical structural 
changes at nanoscopic (SANS) and atomic (WAXS) scales simultaneously. The interplay between dynamic a3 and 
static parameters, such as the graphene layer extent La and the Ruland length, lR, favours plateau capacity, 
contributing to sodium ion storage. The study demonstrates the suitability of the WAXS/SANS toolbox for 
empirically correlating hard carbons’ structural characteristics with the electrochemical performance of SIBs.   

1. Introduction 

Beyond lithium-ion batteries, sodium-ion batteries (SIBs) reach a 
sodium (Na) storage capacity of up to 420 mAh g− 1 [1–9], but the exact 
mechanism of the storage of sodium ions in a hard carbon (HC) anode is 
still a scientific challenge [4,6,7,10–12]. In numerous reports, the 
characteristics of HC responsible for the storage of Na ions are porosity 
(pore filling theory), stacking (intercalation), and the lateral extent of 
the graphene sheets (adsorption) [1,3,9,13–18]. Hard carbon structure 
is commonly described with ex situ methods such as Raman spectroscopy 
[19–23], gas adsorption [10,13,20,24], high-resolution transmission 
electron microscopy (HRTEM) [13,14,22,24], X-ray diffraction (XRD) 

[19,21,24] methods. Raman spectroscopy is a relatively simple and 
non-destructive method for describing the electronic structure of carbon 
material. Indirectly, the average graphene layer extent has also been 
estimated based on the Raman spectra using empirical equations [1,3,6, 
9,15,24]. However, interpreting Raman spectra is complex and requires 
careful modelling [25–27,23]. The gas adsorption method is a stand
ardised way to get information about the open porous structure of the 
carbon material, e.g. the pore volume and pore size distribution and the 
specific surface area [28,29]. Yet, for the detailed interpretation of gas 
adsorption data, models with specific assumptions on the pore shape or 
surface are applied, which can also lead to inaccurate results, for 
instance, a substantial underestimation of the pore accessibility [28, 
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30–32]. HRTEM can be used to determine the interlayer distances 
qualitatively in small sample regions [14,21,24,30,33], thus offering a 
precise and straightforward description of a very small part of the local 
carbon structure [34]. Meanwhile, XRD1 is a non-destructive bulk 
technique to determine the averaged structure at the atomic scale [7,10, 
29]. For carbon materials, the Bragg equation is commonly used to 
determine interlayer distances based on the position of the (002) re
flections in the XRD pattern, and the Scherrer equation [35–37] is often 
used to estimate the stacking size and, in some cases, the graphene layer 
extent based on the reflection widths. Considering the suitability of the 
XRD technique for both crystalline and non-crystalline materials, it is 
more fitting to utilize wide-angle X-ray scattering (WAXS) for 
non-graphitic carbon materials. This is due to the constrained length 
scale range commonly encountered in traditional laboratory XRD 
setups, which diminishes the quantity of obtainable reflections [38]. All 
the more reason that the turbostratic structure in carbon materials (as 
illustrated in Supplementary Information (SI), Fig. S1a) are primarily 
explored and associated with the electrochemical sloping and plateau 
capacities in articles pertaining to sodium-ion batteries (SIBs) [3,6,7,9, 
10,12,13,15,20,21,24,37,39–43] with the following ex situ features:  

• average interlayer spacing, a3,  
• average layer stacking size, Lc,  
• the average number of layers in a stack, N, and  
• the average graphene layer extent, La. 

Nonetheless, numerous necessary inquiries persist concerning the 
consequences of applying the Scherrer and Bragg equations to disor
dered carbon materials. Firstly, the hard carbons diffraction curve peaks 
exhibit significant broadening and asymmetry (Fig. S1b in SI). Hence, 
accurately determining the position of the (002) peak maxima, which 
defines the spacings between graphene layers, poses a challenge. Sec
ondly, for the disordered materials, the peak broadening is caused by the 
defects and the curvature of the graphene sheets, different orientations 
of the stacks, and the stacking size. Thirdly, the Scherrer equation pre
supposes that the broadening of the peak is solely attributed to the 
crystallite size, disregarding the potential impact of various forms of 
disorder, such as defects and curvature, on the peak’s width. Therefore, 
using the estimated interlayer spacing, layer stacking size or the number 
of layers in a stack derived from the Scherrer and Bragg approaches for 
disordered carbons needs amendment. As opposed to the typical XRD 
pattern analysis approach, the algorithm derived by Ruland and Smarsly 
[44] for disorganised sp2 carbon materials uses data from the entire 
pattern, not only from specific peaks. This algorithm enables the reliable 
quantitative evaluation of parameters (e.g. a3, Lc, N, La) [44–48]. 

Small angle scattering methods, i.e. neutron / X-ray scattering (SANS 
/ SAXS), provide averaged information on the nanoscopic scale’s carbon 
materials structure and porosity (from 0.8 to 100 nm). The data analysis 
can be carried out with the help of different models or also through 
model-free approaches [7,9,40,49–53]. For example, in a study con
ducted by Simone et al. in 2016, SAXS was employed to examine the 
porous architecture of cellulose-derived carbons utilised as anode ma
terials for SIBs [9]. In that context, and the investigation presented by 
Palm et al. in 2021 [53], the Guinier-Porod model was applied to analyse 
and interpret small-angle scattering data of carbon powders. Moreover, 
the model-free data analysis, utilising a combination of Schiller, Mering, 

Perret, and Ruland approximations [54–57], facilitates the assessment 
of the porous structure, encompassing the determination of open and 
closed porosity values [30]. Utilising this approach, it is also possible to 
obtain the particle size distribution with a diameter from 0.1 to 1 nm; in 
some cases, information on the shape of the particles is also available 
[54,58–60]. While research has acknowledged the significance of open 
and closed porosity in the anode material’s capacity to store sodium 
ions, there has been a shortage of comprehensive examinations of the 
porous structure in SIB-related literature, including comparing param
eters like pore wall thickness, pore curvature, or the degree of disorder 
[6,18,30]. Therefore, it is favoured to adopt scattering (wide angle and 
small angle scattering [46,54,58,61]) methods to receive information 
complementary to gas adsorption [3,6,10,13,14,20,21,24,28,29,32,60] 
and HRTEM about the average properties of the bulk material. 

Although interpreting scattering data requires careful and compli
cated data analysis [47,54], the precise estimation of HC nanostructure 
parameters could aid in developing a better and uniform understanding 
of the sodium storage mechanisms in HCs. Previous research [12,39,42, 
62], which used hard carbons synthesised under identical conditions, 
has primarily concentrated on electrochemical assessments to pinpoint 
the most optimal HC for SIBs. In this work, our primary objective is not 
to improve electrochemical performance in these hard carbon-based 
half-cells but rather to delve into observations such as the potential 
composition profile, i.e., capacity changes characterised by both sloping 
and plateau behaviour based on structural properties during the first 
cycle that may indicate nanostructural variations that underlie favour
able electrochemical measurements and material suitability. We high
light the limitations of ex situ characterisation analysis via Scherrer and 
Bragg equations and improve fundamental understanding over a wide 
range of length scales (0.1–70 nm) for disorganised HCs. Herein, we 
focus on combined approximations of Schiller, Mering, Perret, and 
Ruland [54–57] for analysis of SANS data, Ruland and Smarsly [44] 
approach for analysis of WAXS data to give a precise and quantitative 
description of the HCs that have been derived from d-glucose via hy
drothermal carbonisation at different fixed pyrolysis temperatures [12, 
39,42,62]. The study addresses why an HC originating from the same 
source, carbonised at various fixed temperatures, appears to exhibit 
superior performance in SIBs compared to another member of this 
"family." 

2. Experimental 

2.1. Hydrothermally derived hard carbons from d-glucose 

Four hard carbons (Table 1) were produced from d-glucose [37,40] 
through a combination of hydrothermal carbonisation, pyrolysis, and 
the post-treatment (except for GDC-1400) method described in reference 
[39]. These different hard carbons are denoted as GDC-X, where GDC 
stands for glucose-derived carbon, and X stands for the pyrolysis tem
perature (Tp). Shortly, 2 M aqueous d-glucose solution hydrothermal 
carbonation was performed at 200 ◦C for 24 h [62]. Subsequently, the 
carbonaceous product underwent pyrolysis (in atmosphere of argon) at 
the specified temperatures given in Table 1, followed by post-treatment 
with H2 to eliminate surface functional groups, except for GDC-1400 

Table 1 
The synthesis conditions of analysed carbon materials [12,39,42,62].  

Hard carbona Tp
b, gas, time Post-treatment 

GDC-700 700 ◦C, Ar, 2 h 800 ◦C, H2, 2 h 
GDC-1000 1000 ◦C, Ar, 2 h 800 ◦C, H2, 2 h 
GDC-1100 1100 ◦C, Ar, 2 h 800 ◦C, H2, 2 h 
GDC-1400 1400 ◦C, Ar, 2 h −

a GDC-X, where X denotes pyrolysis temperature, GDC stands for glucose- 
derived carbon, and bTp indicates pyrolysis temperature. Pyrolysis have been 
carried out in atmosphere of argon. 

1 In the literature this method is often named X-ray Diffraction (XRD). 
However, the term ‘XRD’ refers to having crystalline materials as samples 
resulting with sharp reflections in the corresponding XRD patterns. Wide angle 
X-ray scattering (WAXS) is a similar method to XRD in terms of the measured 
scattering vector, q, range (approx. 3–60 nm− 1) using the Bragg-Brentano ge
ometry. However, since the term scattering is more suitable than the term 
diffraction in the case of non-crystalline materials, the term WAXS is used to 
refer to this method in this work. 
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[39]. 
In this study, we subjected GDC-X to H2 reduction treatment. 

Nevertheless, numerous studies have demonstrated that hard carbon, 
derived from different precursors, might not necessitate H2 reduction 
treatment for the removal of a significant portion of functional groups, 
such as carboxyl groups. This omission enhances the performance of 
sodium ion storage [63,64]. 

2.2. Electrochemical characterisation of sodium-ion batteries based on 
GDC-X 

The electrochemical characterisation of the half-cells was conducted 
within CR2032-type coin cells, which were assembled in an Argon-filled 
glove box (MBRAUN, <1 ppm of O2 and <1 ppm of H2O). In these cells, 
the working electrode was composed of a tape-casted hard carbon (GDC- 
X) electrode [42,43] with the preparation details provided in Chapter 2 
of the SI. The counter electrode was a sodium metal disk (Acros, 99.8 %). 
These two electrodes were separated by a glass fiber separator (1.55 
mm, EL-Cell GmbH). The glass fiber separator was pre-wetted with 1 M 
NaPF6 dissolved in a mixture of ethylene carbonate (EC, Sigma-Aldrich, 
99 %) and propylene carbonate (PC, Sigma-Aldrich, 99.7 %) with a 
volume ratio of 1:1. 

The galvanostatic charging/discharging (GCD) method was used to 
evaluate the electrochemical performance of the GDC-X half-cells. Half- 
cell galvanostatic cycling experiments were performed using PMC–1000 
potentiostat (Princeton Applied Research, Oak Ridge, TN, USA) within 
the potential range of E = 0.005–1.5 V vs Na+/Na at a specific current of 
25 mA g− 1 for three cycles. 

2.3. Wide-angle X-ray scattering 

The materials’ wide-angle X-ray scattering measurements were 
performed on a Bruker D8 Advance (Bruker Corporation) diffractometer 
using Cu Kα radiation (λ = 1.5406 Å). The measurement was performed 
in Bragg-Brentano geometry and 1D detector, with a step dθ = 0.02◦ and 
a total counting time of 576 s per step in the region 3<2θ <93◦ was used. 
The samples were pressed into a 0.5 mm deep silicon monocrystal 
sample holder. The parameters related to the structure were calculated 
based on the modelled curve via the Ruland and Smarsly algorithm, 
described in SI chapter 1.1. The Ruland and Smarsly approach permits 
the determination of up to 18 structural parameters (12 of them math
ematically independent) of the disorganised carbon materials [42,43]. 

2.4. Small angle neutron scattering 

SANS measurements were performed on a small angle scattering 
instrument V4 at the cold neutron source of the Helmholtz-Zentrum 
Berlin research reactor [65]. The neutron flux measured on the V4 in
strument was ~ 106 cm− 2 s− 1 for the two wavelengths used, λ = 4.5 Å 
and 6.07 Å [65]. A detailed model-free analysis of the SANS scattering 
curves was performed using a combination of Schiller, Mering, Perret, 
and Ruland approximations [54–57] (see SI chapter 1.2). This 
model-free approach allows for the determination of up to 13 structur
ally significant parameters that are both mathematically independent 
and physically meaningful. 

2.5. Density-functional theory 

Atomistic calculations are conducted employing density-functional 
theory (DFT). Graphene sheets featuring armchair and zigzag edges 
are modelled, with structures incorporating five carbon rings along their 
width in each scenario. Both fully hydrogenated and hydrogen-free 
edges are considered. Atomic positions are iteratively optimised until 
the maximum atomic force component reaches 0.02 eV/Å. All DFT 
calculations are performed using the CP2K software [66]. A double zeta 
plus polarisation basis function optimised for molecular systems 

(DZVP-MOLOPT) [67] along with Geodecker-Teter-Hutter (GTH) pseu
dopotentials are used [68]. The approximations of exchange and cor
relation effects are made through the utilisation of the 
Becke-Lee-Yang-Parr (BLYP) functional [69,70] together with the 
DFT-D3 method [71], which accounts for long-range dispersion in
teractions. The interaction energies between the Na cation and the 
graphene edges are calculated using the counterpoise correction [72] to 
account for the basis set superposition error. 

3. Results and discussion 

3.1. Evaluating sloping and plateau capacity of SIB anode half cells 

The cycling performance of the GDC-X electrode material was 
assessed using a galvanostatic charging and discharging method at a 
current density of 25 mA g− 1. The analysis was conducted on the 
sodiation curve of the second cycle after complete electrochemical 
wetting had been accomplished during the first cycle. The first three 
cycles of the sodiation-desodiation curves for various anode-active ma
terials are presented in Fig. S2 in SI. The discharge curve of the 2nd cycle 
was divided into regions – the sloping region (marked as a red line in 
Fig. 1a) and the plateau region (marked as blue line in Fig. 1a) [73,74]. 
The half-cells containing GDC-X demonstrate a spectrum of specific 
capacities, ranging from 196.8 to 321.3 mAh g− 1, as also shown previ
ously by R. Väli et al. [42,43]. The highest calculated specific capacity 
value for the second discharge cycle (as shown in Fig. 1b) slightly 
exceeded 320 mAh g− 1 for anodes based on the GDC-1100 anode in SIB 
half-cells. The galvanostatic charging/discharging data for the SIB 
anode half-cells reveal a noticeable shift in the electrochemical perfor
mance when comparing GDC-1000 and GDC-1100 anodes (Fig. 1 and 
Fig. S2 in SI). 

As reported in previous studies, half-cells featuring HC anode ma
terials pyrolysed at elevated temperatures (Tp) displayed a pronounced 
plateau capacity, indicative of enhanced sodium ion storage within 
closed pores [3,7,9,75]. On the other hand, the sloping region has been 
associated with sodium ion adsorption on defect sites of the HC anodes 
[7,41]. Fig. 1b shows that the specific capacities of SIB half-cells con
taining hard carbons synthesised at 700 ◦C and 1000 ◦C exhibit a 
prevalence of sloping capacity, whereas those produced at 1100 ◦C and 
1400 ◦C predominantly showcase plateau capacities. In addition, we can 
observe that an increase in pyrolysis temperature does not change the 
slope-to-plateau capacity ratio but only decreases the specific capacity 
value. It is essential to highlight that the H2 post-treatment employed in 
synthesizing GDC-1100, when compared to GDC-1400, has led us to the 
conclusion that the electrochemical performance of GDC-X at these 
elevated temperatures is seemingly unaffected by the presence or 
absence of additional functional groups remaining in the material 
structure [63]. This raises the question of which specific structural 
parameter causes the change between 1000 ◦C and 1100 ◦C that seems 
to support the ratio change of the sloping and plateau capacity. 

Initially, an effort was undertaken to clarify alterations in the porous 
nanostructure of GDC-X materials through gas adsorption measurements 
involving CO2 and N2. The adsorption data were fitted using non-local 
density functional theory, and the heterogeneous pore surface model 
was used to calculate the pore size distribution. The differential pore size 
distributions vs pore widths for hard carbons pyrolysed at either 1000 ◦C 
or 1100 ◦C exhibit overlapping data, as illustrated in Fig. S3a in SI. We 
can conclude that both HC samples have nearly identical open porosity 
and comparable average pore size. As a result, it is challenging to 
identify significant distinctions in the nanostructure of these two ma
terials based on the data. 

Following this, the objective was to gain an understanding of the 
crystallographic and electronic structure of GDC-X, employing Raman 
spectroscopy as a surface-sensitive technique (described in SI chapter 6, 
Fig. S4) [23,76]. Five distribution functions were used to deconvolution 
the first-order region (Figs. S4d-f) [77]. Figures S4a-c in SI illustrate 
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broad, well-known d- and G-bands and, additionally, alteration in the 
intensity and shape of the 2D band in GDC-1400 compared to GDC-1000 
and GDC-1100. While the Raman shift of the d-band remains un
changed, the G-band shows a non-systematic shift with increasing py
rolysis temperature between 1000 ◦C and 1400 ◦C (Fig. S4b in SI). In the 
GDC-1400 spectrum, the G-band displays a blue-shift compared to the 
spectra of GDC-1000 and GDC-1100, signifying a reduction in the 
strength of the in-plane C–C bond and an expansion of the C–C distance. 
The spectral parameters listed in Table S3 showed that the d-band’s full 

width at half maximum (FWHM) and 
A∑

D

A∑
G 

ratio values do not exhibit a 

distinct trend while elevating the pyrolysis temperature. The FWHM 
attains its maximum value at approximately 157 ± 2 cm− 1 for a carbon 
material pyrolysed at 1100 ◦C (see Table S3 in SI). Simultaneously, the 
A∑

D

A∑
G 

ratio values coincide for GDC-1000 and GDC-1100 materials [78]. 

Our results demonstrate that although the ex situ Raman analysis un
equivocally aligns with the data derived from gas adsorption measure
ments, it proved insufficient in elucidating the electrochemical 
measurement results. 

Subsequently, a combination of WAXS (at length scales ranging from 
0.1 to 2 nm) and SANS (from 0.6 to 70 nm) methods was employed to 
comprehensively describe the layered and porous nanostructures of 
GDC-X HCs, encompassing assessments of open and closed porosity. A 
comprehensive examination of these length scales will enable us to 
establish an empirical correlation between specific slope capacity and 
plateau capacity values and structural parameters, providing insights 
into crucial SIBs-related parameters. 

3.2. WAXS layered structural parameters of the disorganised carbon 
materials 

The WAXS patterns for d-glucose-derived carbons indicate that all 
the studied materials have highly turbostratic layered structures due to 
the characteristic reflexes of non-graphitic carbons (002), (10), and (11) 
(Fig. 2 and Fig. S5 in SI). The scattering curve of GDC-700 contains 
slightly more diffuse peaks than those seen in the GDC-1400, indicating 

a slight ordering of the carbon material with a remarkable increase in 
the Tp. The measured and fitted (Ruland and Smarsly algorithm [44]) 
scattering curves are presented in Fig. 2 alongside the corresponding 
deviation, and the obtained nanostructural parameters are tabulated in 
Table 2 (Eqs. S1 – S8 in SI). 

The pyrolysis temperature, Tp, impacts the extent of the graphene 
layers’ La and the chord length, l values (Eq. S3 in SI). Elevating the 
pyrolysis temperature leads to the formation of extended graphene 
layers compared to the results established at lower temperatures; for 
example, La for GDC-700 is 4.2 ± 0.7 nm, but for GDC-1400, La is 10 ± 2 
nm. The chord length, l, is proportional to the graphene layer extent; 
therefore, the same relation with pyrolysis temperature appears. In 
addition, Tp also affects the stacking of the graphene layers, i.e., at the 
increased Tp, the average stack height Lc is higher (from 0.55 ± 0.02 nm 
to 0.83 ± 0.04 nm), as well as the number of layers per stack N (Eqs. S6 
and S7 in SI). The polydispersity of stack height, κc (Eq. S8 in SI), is 
smaller in the materials with higher Tp. These parameter changes reflect 
the higher degree of order in the HC when pyrolysis has been carried out 
at higher temperatures. However, WAXS analysis demonstrated that Tp 
did not significantly influence the interlayer spacing a3, the carbon- 
carbon bond length lcc, the standard deviation of the first neighbour 
distribution σ1, and the homogeneity of the layer stack, η, given in 
Table 2 (Eqs. S4 and S5 in SI). 

These results are supported by previous studies analysing the struc
ture of carbon materials [31,34,79–81], which suggest that the higher 
pyrolysis temperature results in a material with higher crystallinity and 
described with larger graphene layer extent, La, and average stack 
height, Lc. The temperature dependence of the La parameter is evident in 
the current and previous studies [22,23,47,82]. The values of the La 
parameter obtained for different carbon materials vary from 1 nm to 20 
nm in the literature. Most commonly for HCs, the La values under 10 nm 
have been published for SIB anode materials. However, in SIB-related 
studies, the La parameter is often calculated based on the Raman D 
and G bands data [3,6,21,22,24]. For instance, Tonnoir et al. (2023) 
[83] conducted an in-depth analysis of Raman spectra in hard carbons, 
exploring in situ sodium intercalation between graphene layers. It is 
worth noting that, previous research has demonstrated notable 

Fig. 1. (a) Sodiation-desodiation of electrochemical half-cells during the second cycle, featuring GDC-1000 (above) and GDC-1100 (below) HC anodes (Data nor
malisation is given in Table S2 in SI). The sodiation curves are divided into two regions: the sloping region (red line, E > 0.1 V) and the plateau region (blue line, E <
0.1 V). (b) The ratio of second-cycle sloping and plateau capacities in electrochemical half-cells constructed with hard carbon anodes synthesised at various pyrolysis 
temperatures. 
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disparities between the La values derived from Raman spectra and those 
obtained from WAXS patterns [77]. In the present study, the graphene 
layer extent obtained for HC derived from glucose ranges from 4.2 ± 0.7 
nm to 10 ± 2 nm, with an increase in pyrolysis temperature. 

Nonetheless, interpreting these findings is not straightforward, given 
that one of the underlying assumptions of the Ruland and Smarsly al
gorithms is that the graphene layers are flat [44]. Based on HRTEM 
micrographs of disordered carbons, it is doubtful that the graphene 
layers are flat [12]. Nevertheless, due to the importance of sodium ions 
storage, applying an accurate averaged determination method like the 
Ruland and Smarsly algorithm for WAXS data is highly encouraged. 

The stacking parameters Lc and N showed an increasing trend in the 
current study with the rapid change between materials pyrolysed at 
1000 and 1100 ◦C. These parameters are often reported in battery- 

related articles and are usually calculated with the Scherrer equation 
from XRD data [3,20,52,84]. While the collected WAXS patterns of HCs 
might appear similar, alternative analysis methods can yield signifi
cantly different outcomes from the data. For example, Li et al. (2021) 
[21] reported an Lc value of 3.571 nm for hard carbon synthesised at 
1400 ◦C, but for the current study, all Lc values stayed under 1 nm. 
Another parameter, interlayer spacing value a3, considered essential in 
terms of the intercalation of sodium ions, is attracting considerable 
critical attention. It has been observed that lower synthesis temperatures 
of carbons result in higher a3 values (>0.36 nm) that are more suitable 
for sodium ion intercalation [7]. However, as a negative side, insuffi
cient Tp can result in an ultra-microporous structure alongside an 
overlarge specific surface area, leading to a decreased coulombic effi
ciency on the first cycle of the battery due to extensive electrolyte 
decomposition on the material’s surface. 

A study by Chen et al. (2021) [13] suggests that the low-potential 
sloping region in the charge (-discharge) curve is associated with the 
sodium ion intercalation between the turbostratic graphene layers. 
Increasingly, attempts have been made to correlate electrochemically 
measured parameters such as established first discharge/charge capac
ity values or capacity values at different states of charge with the HC 
interlayer spacing value a3 [4,6,7,9,10,21]. So far, interlayer spacing 
parameters have been calculated from XRD data applying the Bragg 
equation, establishing the a3 value reaching up to 0.420 nm [9]. Data 
from several publications have identified that the optimal interlayer 
spacing needed to be a3 > 0.37 nm by Li et al. 2021 [21], a3 = 0.38 nm 
by Matei Ghimbeu et al. (2018) [10] and a3 = 0.39 nm by Kumaresan 

Fig. 2. WAXS scattering patterns (black), fitted curves (blue line) and de
viations (red) of the investigated hard carbons GDC-1400, GDC-1100, GDC- 
1000, and GDC-700. The deviation between all materials’ measured and fit 
curves ranges from − 3 % to 3 %. 

Table 2 
Nanodomain structural parameters determined from WAXS analysis.  

Parameter GDC- 
700 

GDC- 
1000 

GDC- 
1100 

GDC- 
1400 

Trend 

Layer structure La 

(nm) 
4.2 ±
0.7 

6.3 ±
0.8 

7 ± 1 10 ± 2 ↑ 

l 
(nm) 

3.3 ±
0.6 

5.0 ±
0.6 

5.7 ±
0.8 

8.0 ±
1.7 

↑ 

lCC 

(nm) 
0.142 
±

0.005 

0.142 
±

0.005 

0.141 
±

0.002 

0.141 
±

0.005 

−

σ1 0.166 
±

0.001 

0.191 
±

0.005 

0.191 
±

0.008 

0.156 
±

0.005 

−

Stacking of 
graphene 

layers Stacking 
of graphene 

layers 

N 1.50 ±
0.06 

1.8 ±
0.1 

2.17 ±
0.07 

2.3 ±
0.1 

↑ 

Lc 

(nm) 
0.55 ±
0.02 

0.64 ±
0.04 

0.81 ±
0.03 

0.83 ±
0.04 

↑ 

κc 3.2 ±
0.5 

1.4 ±
0.1 

0.48 ±
0.02 

0.296 
±

0.002 

↓ 

a3 

(nm) 
0.366 
±

0.003 

0.365 
±

0.003 

0.373 
±

0.002 

0.365 
±

0.002 

−

a3,min 

(nm) 
0.30 ±
0.03 

0.30 ±
0.02 

0.34 ±
0.02 

0.31 ±
0.02 

−

σ3 

(nm) 
0.040 
±

0.005 

0.044 
±

0.003 

0.060 
±

0.003 

0.041 
±

0.001 

−

η 0.96 ±
0.01 

0.95 ±
0.02 

0.99 ±
0.01 

0.84 ±
0.02 

−

eo 0.258 
±

0.010 

0.176 
±

0.005 

0.110 
±

0.005 

0.075 
±

0.007 

↓ 

La – average graphene layer extent (↑); l – average chord length (↑); lCC – carbon- 
carbon bond length; σ1 – standard deviation of first-neighbour distribution; N – 
average layers per stack (↑); Lc – average stack height (↑); κc – polydispersity of 
stack height (↓); a3 – average interlayer spacing; a3,min – minimum interlayer 
spacing; σ3 – standard deviation of the distance between layers; η – homogeneity 
of stacks; eo – parameter of preferred orientation (↓). The error values have been 
estimated by changing the parameters one by one until the deviation of the fit 
changed by 5 % [47]. WAXS parameters with fixed values are displayed in 
Table S1 with the SI fitting process description (chapter 1.1). 
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et al. (2021) [20]. According to the density-functional theory calcula
tions by Cao et al. (2012) [85], the threshold of interlayer spacing 
needed for storing sodium ions is approximately 0.37 nm. Hence, the 
estimation of this parameter ex situ in time and space and its subsequent 
correlation with electrochemical measurements certainly poses the 
question of whether the initial interlayer spacing of HC is vital for 
optimal SIBs. 

Understanding the complexity of the sodium ion intercalation 
mechanism is essential to remember that the interpretation is even more 
challenging since the interlayer spacing is a dynamic value that changes 
continuously during the charging and discharging steps [12,49,86]. 
Nevertheless, according to several reports, Tp affects the interlayer 
spacing, the a3 parameter, showing a decreasing trend with increasing 
pyrolysis temperature [34,48,87,88]. No distinguishable trend was 
observed for the HCs investigated in this study, and the a3 value ranged 
from 0.362 to 0.375 nm for all HCs analysed (Fig. 3). 

To determine whether both analysis approaches would yield 
consistent results, a3 and Lc parameters for HCs under discussion were 
calculated with commonly used Bragg and Scherrer equations (Table S4 
in SI) and compared with the results from the complete WAXS pattern 
analysis approach used in this study (Table 2). Fig. 3 compares the 
experimental data on the interlayer spacing values of HCs reported in 
SIB-based studies [7,9,10,21,34] and calculated in this study. The 
findings indicate that the a3 values computed using the Bragg equation 
consistently showed higher values than those derived from the 
comprehensive pattern analysis using the Ruland and Smarsly algo
rithm. Furthermore, the a3 values calculated directly from the peak 
position using the Bragg equation exhibit higher uncertainties. While the 
calculation of the a3 value using the Ruland and Smarsly algorithm 
fundamentally adheres to the Bragg law, it additionally accommodates 
the inclusion of the polarisation factor and instrumental broadening 
within the same line profile fitting procedure without the need to 
separate scattering peaks [30,39]. When comparing with data from the 
literature, it can be challenging to ascertain whether the initial pro
cessing of XRD data considers the inclusion of Lorentz polarisation 
factors. However, it is known that this assessment is essential for any 
analysis that depends on the intensity of X-ray diffraction maxima. One 
of the most notable findings from the data analysis was that the inter
layer spacing values for the HCs examined in this study were lower than 

those reported in prior publications for HCs subjected to similar pyrol
ysis temperatures. This discrepancy can be attributed to the omission of 
the aforementioned Lorentz polarisation factors. Thus, employing the 
Bragg equation may result in overestimated a3 values. Consequently, 
any further refined conclusions drawn for the optimisation of interlayer 
spacing in SIBs should be approached with caution. The following part 
of this paper describes in greater detail how the model-free SAS analysis 
could aid in establishing a better understanding of the disorder of the 
graphene layer structure, change in porosity and degree of disorder in 
HCs. 

3.3. Structural parameters related to porosity in HCs determined by SANS 

SANS analysis described in this chapter examines the effect of the 
pyrolysis temperature, Tp, on the nanoscopic properties of the HCs at the 
length scale >0.6 nm (Fig. 4). The SAXS model-free analysis approach 
introduced by Ruland and coworkers [54–57] (Eqs. S9–S17 in SI) con
sists of separating the measured macroscopic scattering cross-section per 

unit mass of carbon, d
∑

m
dΩ , into the scattering from the density fluctua

tions of the carbon material,
d
∑

fluct
dΩ (q) and the scattering originating 

from the porous structure of the carbon, 
d
∑

pores
dΩ (q) (Eqs. S10 and S11 in 

SI) (Fig. 4b). After considering the fluctuation component, 
d
∑

fluct
dΩ (q), the 

rise of the pore scattering curve, 
d
∑

pores
dΩ (q), in the high q region with a 

slope corresponding to q− 4, related to an ideal two-phase porous struc
ture (Fig. 4b; Figs. S6b and S7 in SI). 

Observation of the SANS scattering patterns shows that the macro
scopic scattering cross-section curves do not respond to the slope of q− 4 

in the high scattering vector q area, which indicates that there are 
density fluctuations in the carbon phase of the materials under study 
(Fig. 4a; Fig. S6a in SI) [56]. The tail of the scattering curve for hard 
carbons produced at pyrolysis temperatures of 700 ◦C or 1000 ◦C pri
marily exhibits a q− 2 decay, corresponding to the carbon solid phase, 
namely, the fluctuations in the pore walls. This observation aligns with 
the methodology pioneered by Ruland, explicitly tailored for porous 
carbons [54–57]. Nonetheless, as the pyrolysis temperature increases, 
the q− 4 slope becomes more pronounced in the high scattering vector q 

Fig. 3. Comparing the interlayer spacing values of hard carbons derived from various precursors as documented in studies related to SIBs [7,9,10,21,34] (un
certainties not provided) and calculated in this study depending on the synthesis temperature of the hard carbon. Additionally, the calculations were carried out by 
applying the Bragg equation to control for bias (Table S4 in SI). The dashed line marks the threshold of interlayer spacing needed for storing sodium ions according to 
the density functional theory calculations by Cao et al. (2012) [85]. 
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region. Therefore, it is reasonable to postulate that the high q-range 
decay comprises both a q− 2 and a q− 4 component, where the q− 4 

component pertains to the scattering arising from the two-phase struc
ture of pores and now the homogeneous pore walls (Fig. S7 in SI). In 
conjunction with assessing and incorporating the fluctuation compo
nent, the analysis yields 13 structural parameters for the sake of integ
rity, detailed in Table 3. 

The parameters such as background C, the fluctuation component Bfl, 
Porod constant Pm, inner surface S/m and Ruland length lR outlined in 
Table 3 are computed and established by plotting the measured scat
tering curve without applying any model. The following parameters in 
Table 3 are derived after considering the impact of fluctuation (Fig. S8 in 
SI). Readers are referred to references [54,89] for a more in-depth un
derstanding of this model-free analysis method. 

The next chapter displays the combination of WAXS and SANS 
structural parameters to explain the differences in the sloping and 
plateau capacity proportion in the second cycle of the sodiation curves. 
The focus is on assessing the parameters with significant potential for 
influencing electrochemical performance. 

3.4. Empirical correlation between the structure of hard carbon and 
specific capacity 

It was previously demonstrated that there are apparent differences 
between the specific capacity values for GDC-1000 and GDC-1100, 
which cannot be explained by the gas physisorption measurement re
sults (chapter 3.1, Fig. S3 in SI). The physical meaning of the lR 
parameter is similar to that of La obtained from the WAXS analysis. The 
value of both parameters describes the lateral length of the layer and 
shows an increase as the pyrolysis temperature increases Tp (Tables 2 
and 3; Fig. 5a; Fig. S7 in SI). However, since the lR parameter also carries 
information about the curvature of the graphene-like layer, the La pa
rameter’s value may diverge from that of lR. Thus, the difference in lR 
and La should be more prominent if the layers contain more defects and 
higher curvature. In the case of WAXS analysis, an increase in La value 
indicates an increase in the diameter of the graphene layer. The lR value 
obtained from SANS analysis shows the size of the uncurved and defect- 
free graphene layer. Morikawa et al. (2020) [7] proposed that sodium 

adsorption on the graphene layer occurs in the edges and defect sites. 
Therefore, parallel analysis of La and lR could carry essential information 
about the ability to adsorb sodium ions on/in the graphene layers. 

As shown in Fig. 5b, as the graphene layer curvature exceeds 1 nm 
and an average graphene layer extent surpasses 6.3 nm, the plateau 
capacity value stays constant, indicating that the HC is less curved and 
has a larger defect-free graphene layer area. However, the sloping ca
pacity value falls rather than remains constant for GDC-1400 material, 
showing the optimum interval needed between the La and lR that favours 
the sodium ions adsorption on defect sites, i.e., the decline in the sloping 
capacity value can be related to the interaction of the sodium cations 
with graphene edges. 

Moreover, the empirical relationship between lateral length char
acteristics and specific capacity sub-regions correlates well with the 
interlayer spacing change presented in Fig. 3, indicating that as the 
pyrolysis temperature increases, the hard carbons more and more 
involved structures with hydrogen-free edges and not only a3 change 
plays a role, but also the interval between the static parameters La and lR 
(Fig. 5b). In light of the provided data in this study, we suggest that the 
relationship between the diameter of the graphene layer extent, La, and 
the curvature of the graphene layer, lR, serves as a metric through which 
the extent of the interlayer surface structure, along with its energetically 
appropriate curvature repetition across the graphene layer, is influenced 
by the consistent preservation of a3 throughout this area. In other words, 
consider a scenario where the graphene layer extent is relatively short 
(La =4.2 ± 0.7) with the curvature of lR = 0.65 ± 0.08 (convex/ 
concave). In such a case, the interconversion probability during the 
electrochemical charge and discharge process is higher for the 
mentioned "unit graphene layer cells" compared to graphene layers with 
a larger extent (La =7 ± 1) with lR = 1.1 ± 0.2. Moreover, it encom
passes a wider range in which a3 is considered 0.373 ± 0.002 at various 
spatial locations. The interconnected parallel graphene layers could 
facilitate compensation for local surface charge between their surfaces, 
thereby promoting the formation of pseudometallic Na. 

Additionally, it has been shown that the armchair edges are more 
thermodynamically favourable with lower formation energy compared 
to zigzag edges [90,91]. Therefore, it is expected that the GDC-1400 
sample has more H-free armchair edges in comparison to the 

Fig. 4. (a) The macroscopic scattering cross sections, d
∑

m
dΩ (q) of d-glucose derived carbon materials with different Tp (noted in Figure). (b) Statistically independent 

components of the differential scattering cross-section of GDC-1100 material. The dashed lines show the fluctuation component’s limits for the maximum Ruland 
length, lR,max and the minimum possible Ruland length, lR,min. The boundaries of the fluctuation component are established to ensure that it remains within the range 
of the macroscopic scattering cross-section, and the slope in the high q region aligns with a decay proportional to q− 4, signifying the scattering from the two-phase 
structure of pores and pore walls. The setting of lR comes with an associated uncertainty of approximately 10 %. (For other HCs, see Figs. S6 and S7 in SI). 
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GDC-1100. However, H-free edges involve carbon dangling bonds, 
which more strongly interact with sodium cations. Our 
quantum-chemical calculations show that the interaction energy be
tween the sodium ions and H-free graphene edges can be an order of 
magnitude stronger than that between sodium cations and graphene 
sheets with fully hydrogenated edges (− 1.54 eV vs. − 0.18 eV), which 
are more likely to form in the samples synthesised at lower tempera
tures. This strong interaction could hinder the intercalation process, 
which, in turn, could result in lower sloping capacity values. 

3.5. Role of the open and closed porosity of hard carbons 

The Kratky plot is constructed to describe the microporosity of HC 
materials in more detail, showing the dependence of the scattered signal 
intensity from the pores and the scattering vector q (Fig. 6a). The Kratky 

plot’s 
d
∑

pores
dΩ (q)q2 vs q area under the curve expresses the material’s 

microporosity per mass (i.e., characterising open and closed pores). It is 

observed that the integral over 
d
∑

pores
dΩ (q)q2, decreases with an increasing 

Tp. The highest ϕ value is established for the material pyrolysed at 700 
◦C, and the lowest ϕ is calculated for the material pyrolysed at 1400 ◦C 
(Table 3). The resulting difference in GDC-1000 and GDC-1100 overall 
porosity (i.e. including open and closed pores) derived from SANS 
analysis is outstanding, yet the difference between the open pore volume 
of the HCs established by gas physisorption analysis is not evident 
(Fig. 6a and Fig. S3 in SI). This finding indicates the varying differences 
between the accessible open pore volume and the closed pore volume 
formation in HCs under study. 

The most prominent change with pyrolysis temperature is a reversed 
"z-shaped" shift of the position of the peak to the direction of lower q- 
values, which implies a two-way change in the hierarchical structure of 
the HC and overall porosity. The shift towards the lower q-values (GDC- 
700 vs GDC-1000) seems to be caused by the arrangement of the gra
phene layers, yet not by the formation of the stacks (the reader is 
referred to WAXS analysis, La, in chapter 3.2) as the overall porosity at 
the nanoscopic level remains constant (Table 3). However, the rapid 

decrease of the integral over 
d
∑

pores
dΩ (q)q2, (GDC-1000 vs. GDC-1100) 

indicates the three-dimensional ordering of the turbostratic layers and 
the growth of the stacks in GDC-1100 (La and Lc in Table 2). It also 
follows that using a synthesis temperature only 100◦ higher than before 
(1000 ◦C and 1100 ◦C) promotes the formation of transport pores of the 
same size as the pore wall thickness. The most appropriate parameter 
compatibility is achieved for the GDC-1100 material, where Lc, lpore and 
lsolid values are of the same order of magnitude (Fig. 6b, Tables 2 and 3), 
being important from SIBs development perspective. 

The analysis suggests that the hierarchical change in the structure of 
HCs induced by pyrolysis temperature is subsequential at two different 
length scales, i.e., changes in porous structure in length scale from 1.8 to 
2.3 nm (nanoscopic scale) are correlated to the layered structure 
described in length scale from 0.34 to 0.39 nm (atomic scale). The 
highest pyrolysis temperature (Tp = 1400 ◦C) applied results in a pore 
wall twice as thick as the pore size and the shift towards the lower q- 
values (GDC-1100 vs. GDC-1400), indicating no further loss of the 
overall porosity. With the increased material regularity, HC’s layers 
become broader, and the previously existing voids grow together, 
increasing the uniformity of the carbon material. The higher anisometric 
ratio of 12.7 indicates a broad distribution of chord length due to an 
asymmetric shape of the pores and decreases with a further rise of Tp 
(Table 3). The anisometric ratio value shows that the pores get less 
asymmetric at higher Tp, contributing to sodium ion storage, as the 
specific plateau capacity value is further increased for the GDC-1400 
material. Additionally, to highlight that the HC’s internal curvature 
and the area’s width, i.e., the interval between the La and lR, has 
extended further with the increase of Tp up to 1400 ◦C. 

To further evaluate the impact of the closed porosity of the HCs 
under study, two approaches were used (Fig. 6b). The first approach 
used by Li et al. (2019) [92] allows to calculate closed pore volume from 
the density of the hard carbon (Eq. S18 in SI). The densities of the HCs 
were calculated by combining the approach introduced by Saurel et al. 
[49] (Eqs. S19, S20 and Table S5 in SI) and applying the porosity values 
estimated via SANS analysis in this work (Table 3). The second approach 
introduced by Xiao et al. [93] allows the calculation of closed pore 
volume from the specific plateau capacity values (Eq. S21 in SI). The 
results show that the closed pore volume increases when 1000 ◦C or 
1100 ◦C have been applied. The finding is controversial to the results 
when the Li et al. approach is used for calculations, which demonstrated 
the rapid decrease of the closed pore volume as the pyrolysis tempera
ture increases (Fig. 6b). Thus, there is an excellent correlation between 
the electrochemical measurements displaying the drastic increase in 
specific capacity value between materials GDC-1000 and GDC-1100 
(Fig. 1b) and the Kratky plot analysis demonstrating the hierarchical 
changes occurring in the porous structure that promotes the formation 
of pores of same size as the pore wall thickness at the pyrolysis tem
perature 1100 ◦C. This notion shows the closed pores’ vital role and the 

Table 3 
Small-angle neutron scattering analysis results.   

Parameter GDC- 
700 

GDC- 
1000 

GDC- 
1100 

GDC- 
1400 

Trend 

Parameters 
calculated 
from raw 

data 

C (cm2g− 1) 0.69 
±

0.04 

0.40 
±

0.03 

0.13 ±
0.05 

0.037 
±

0.006 

↓ 

Bfl (cm2nm− 2 

g− 1) 
7 ± 2 7 ± 2 2.3 ±

0.3 
1.8 ±
0.3 

↓ 

Pm 

(cm2g− 1nm− 4) 
0.05 
±

0.03 

0.03 
±

0.01 

0.026 
±

0.004 

0.025 
±

0.003 

−

S/m (m2 g− 1) 419 
±

237 

382 
±

157 

257 ±
32 

170 ±
20 

↓ 

lR (nm) 0.65 
±

0.08 

0.9 ±
0.1 

1.1 ±
0.2 

1.4 ±
0.2 

↑ 

Porosity 
related 

parameters 

Qm 

(cm2g− 1nm− 3) 
1.8 ±
0.6 

1.7 ±
0.5 

1.0 ±
0.2 

0.8 ±
0.2 

↓ 

ϕ 0.8 ±
0.3 

0.8 ±
0.2 

0.5 ±
0.1 

0.3 ±
0.1 

↓ 

lp (nm) 0.6 ±
0.4 

0.6 ±
0.3 

0.5 ±
0.1 

0.6 ±
0.2 

−

lpores (nm) 3.2 ±
2.2 

2.8 ±
1.4 

1.0 ±
0.2 

0.9 ±
0.2 

↓ 

lsolid (nm) 0.7 ±
0.5 

0.8 ±
0.4 

1.2 ±
0.3 

1.8 ±
0.5 

↑ 

lc (nm) 7.6 ±
2.5 

7.1 ±
2.0 

6.5 ±
1.5 

5.5 ±
1.4 

↓ 

lc/lp 12.7 
± 2.5 

11.3 
± 2.0 

11.9 ±
1.5 

8.8 ±
1.4 

↓ 

Δ2a′
3

a′2
3

+
Δ2lR

l2R 

1.5 ±
0.6 

1.4 ±
0.4 

0.49 ±
0.07 

0.38 ±
0.07 

↓  

Δ2a3

a2
3

+
Δ2lR

l2R  

1.4 ±
0.5 

1.3 ±
0.4 

0.44 ±
0.07 

0.35 ±
0.06 

↓ 

C – background scattering (↓); Bfl – fluctuation component(↓); Pm – Porod con
stant; S/m – inner surface (↓); lR – lateral correlation length, e.g. Ruland length 
(↑); Qm – invariant Q sum (↓); ϕ – porosity (↓); lp – average chord length, e.g. 
Porod length; lpores – average chord length of the pore (↓); lsolid – average chord 
length of pore walls (↑); lc – length of coherence (↓); lc/lp – anisometric ratio, 

describing the shape of the pores (↓); 
Δ2a′

3

a′2
3

+
Δ2lR

l2R 
– degree of disorder, calcu

lated from fixed interlayer spacing a3′ (↓), 
Δ2a3

a2
3

+
Δ2lR

l2R 
– degree of disorder, 

calculated from interlayer spacing a3, derived from WAXS analysis (↓). The error 
values denote the standard deviation of the measurement; the error for the 
Ruland length parameter is an absolute error estimated via the limits of the 
fluctuation component.  
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plateau region’s length. This structural change cannot be explained by 
the accessible porosity and pore size distribution analysis via gas 
physisorption data (chapters 5.1 and 5.2 in SI). The focus of the 
following discussion is on specific plateau capacity value, which has 
been reported to be related to the porous structure of the HCs [3,7,10], 
showcasing the power of the detailed analysis of the porous structure 
with SANS model-free analysis. 

3.6. Interlayer spacing of hard carbons and specific capacity 

The intercalation of sodium ions between the graphene layers has 
been associated with the formation of the plateau region [7,41] in Fig. 1 

and Fig.S2 in SI. The interlayer spacing of GDC-1100 0.373 ± 0.002 nm 
seems sufficient for sodium ions to intercalate between the carbon layers 
as well as for the accessibility of the pores. 

A precise value of the a3 parameter, obtained in Chapter 3.2, enables 
us to use it in further SAS analysis to estimate the degree of disorder in 
the materials under study. The following two approaches were used to 
identify the degree of disorder: the fixed a3′value from the literature, 
graphite interlayer spacing 0.335 nm [56,79] and a3 value derived from 
WAXS analysis with Ruland and Smarsly algorithm [44] (Eq. S17 in SI). 
Comparing the degree of disorder calculated from fixed interlayer 
spacing a3′with the degree of disorder calculated from the value of a3 
obtained from the WAXS data analysis is tabulated in Table 3 and 

Fig. 5. (a) The diagram illustrating the alterations in the graphene layer in the studied HCs as a function of the Tp according to the obtained La and lR parameters. (b) 
Empirical correlations between the La and lR parameters and the second cycle sodiation plateau- and sloping specific capacities. 

Fig. 6. (a) Kratky plot of hard carbons synthesised from d-glucose by hydrothermal carbonisation at different pyrolysis temperatures (indicated in Figure). The 
arrows in the Figure indicate the hierarchical changes in the carbon material. This plot reveals rapid overall open- and closed porosity changes between 1000 ◦C and 
1100 ◦C pyrolysed HCs. These materials also showed changes in the WAXS pattern (002) reflex, where the reflex position difference denotes the changes in the 
interlayer arrangement. (b) The impact of the pyrolysis temperature of the hard carbon material synthesised from d-glucose on the pore volume from gas phys
isorption and closed pore volumes calculated using two different approaches. * Li et al. (2019) [92] approach enable the calculation of closed pore volume using XRD 
peak positions and SANS pore volume fraction (Eqs. S18-S20 in SI). ** Biwei Xiao et al. (2019) [93] approach enables the derivation of closed pore value from plateau 
capacity (Eq. S21 in SI). Both closed pore volume calculation methods show a discrepancy from open pore volume. 
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plotted in Fig. 7(a). The pyrolysis temperature affects the degree of 
disorder obtained using the fixed a3′and the a3 value obtained from the 
WAXS analysis. The higher the Tp, the lower the degree of material 
disorder, i.e., the material’s structure becomes more ordered. The values 
obtained for the degree of disorder using different a3 are very similar. 
This study presented in this report is one of the first investigations to 
include parameter obtained from the WAXS analysis and employ it in the 
SANS analysis of hard carbons. The resulting empirical analysis suggests 
that such a transfer of parameters is justified (Fig. 7a). 

The degree of disorder (Eq. S17 in SI) of the porous structure of the 
material can be compared with the polydispersity of stack height, κc, 
from the WAXS analysis (Eqs. S7 and S8 in SI). Of interest here are the 
coinciding results at the three highest pyrolysis temperatures, which 
could be observed because, at lower temperatures, the irregularity of the 
HC is also higher within the layer, which will play a more important role 
in considering the total disorder. Fig. 7(a) illustrates the coinciding re
sults of the disorder of the material observed in different methods. 

The HCs synthesised at lower temperatures are more disordered, 
with the change occurring between the materials GDC-1000 and GDC- 
1100 (Fig. 7a). Three-dimensional ordering arose, resulting in the 
changes in layered structures and porous structures between these ma
terials. The ordering was also visible when comparing the proportion of 
the specific sloping- and plateau capacity values from the overall second 
cycle sodiation curve (Fig. 7b). Hard carbons prepared at lower tem
peratures have a more dominant sloping capacity value with the 
noticeable change occurring at 1100 ◦C. Meaning that HCs synthesised 
at lower temperatures have smaller, curved and more defective layers, 
where the sodium ions can adsorb during sodiation and contributing to 
sloping capacity region, which has also been highlighted in the literature 
[7,9,41]. For the GDC-700, the polydispersity of stack height is the 
highest; however, the change in specific capacity values between the 
GDC-700 and GDC-1000 is not significant. Therefore, it can be 
concluded that the stack height differences in the material do not 
contribute to sodium adsorption, and the lateral disorder plays a key 
role. 

We emphasise that the ex situ physical characterisation gives an 
idealised material picture rather than a realistic one. Electrochemical 
measurements demonstrate an operational system with a considerable 
role in other phases and processes that might influence the result. The 
complex layer-by-layer contrast matching procedures would shed light 
on the processes in real-time to gain a more realistic picture of the so
dium storage mechanism. Contrast matching of the hard carbon powders 

with deuterated toluene does not give an accurate picture (presented in 
Fig. S9 in SI), as additional active and binding agents are added during 
the electrode preparation, significantly altering the pore availability. In 
addition, the deuterated solvent used for contrast matching differs 
considerably in its properties from the solvent used in the electrolyte 
solution. Therefore, this part of the analysis becomes essential when an 
operando experiment is performed, and then a layer-by-layer approach 
to contrast match is required. 

Taking everything into account, scattering methods combined with 
electrochemical data analysis provide information about the porous 
structure of the bulk HC material in detail [81], and thus, it is encour
aged to use this methodology for SIB anode research. 

4. Conclusions 

This study has demonstrated the significant advantages of using 
wide-angle X-ray (WAXS) and small-angle neutron (SANS) scattering 
methods to reveal a detailed description of turbostratic d-glucose- 
derived hard carbons (GDCs). Moreover, it addresses why hard carbon 
(HC) from the same source but pyrolysed at 1100 ◦C appears to have 
better performance properties in SIBs than others pyrolysed at either 
700 ◦C, 1000 ◦C or 1400 ◦C. Simultaneously, a set of 12 WAXS and 13 
SANS quantified structural parameters were determined and discussed. 

This investigation includes interlayer spacing a3 obtained from the 
WAXS analysis and employs it in the SANS analysis of HCs. The resulting 
analysis suggests that such a transfer of parameters is justified and 
emphasises the importance of applying the accurate Ruland and Smarsly 
algorithm rather than the widely used Scherrer and Bragg equations. 
The most prominent finding to emerge from this study is that the Ruland 
and Smarsly algorithm used in this work systematically yielded a lower 
value of a3 compared to the commonly used Bragg equation. Contrary to 
expectations and previous research data, this study did not find a sig
nificant influence of the pyrolysis temperature on the interlayer spacing 
a3 parameter [33,46,79,80], and the a3 value ranged from 0.365 to 
0.373 nm for all HCs analysed. The results of this investigation indicate 
that the interlayer spacing of 0.373 nm means the best fit of the 
GDC-1100 for sodium-ion battery anode material [77]. 

The comparison of calculated parameters for HCs prepared at 
different pyrolysis temperatures showed that the most appropriate 
parameter compatibility is achieved for the GDC-1100 material, where 
the values of the average stack height, Lc, the average chord length of the 
pore, lpore and pore walls, lsolid are of the same order of magnitude, i.e. 

Fig. 7. (a) An empirical comparison of polydispersity of stacks κc and degree of disorder parameters: degree of disorder calculated using a3′ or a3 derived from WAXS 
analysis (Table 2); (b) The pyrolysis temperature of hard carbon impact on overall-, plateau- and sloping capacity. Hard carbons prepared at lower temperatures have 
a more dominant sloping capacity, which is affected by a higher degree of disorder and polydispersity of material. 

L. Kalder et al.                                                                                                                                                                                                                                  



Energy Storage Materials 67 (2024) 103272

11

the average pore size and thickness of the pore wall have coinciding 
quantities, resulting with highest specific capacity value, where the 
contribution of the capacity component of the plateau predominates. 
The sudden change in the Lc values was most striking as the temperature 
increased from 1000 to 1100 ◦C. No previous study has given sufficient 
consideration to the interplay between the curvature and defects 
occurring in the highly turbostratic layers, thus, whether the graphene 
layer extent, La, and the Ruland length, lR operate simultaneously. 
Therefore, the parallel analysis of the graphene layer extent, La and lR 
carries essential information about the ability to adsorb sodium ions on/ 
in the graphene layers and can be empirically correlated with the spe
cific plateau capacity and sloping capacity values. Thus, the interval 
between La and lR is of decisive importance here. These deformations 
have been shown to be necessary for sodium ion adsorption on the 
graphene layers [7]. Hence, with increased material regularity, HC’s 
layers become broader, and the previously existing voids grow together, 
increasing the uniformity of hard carbon to promote better sodium ion 
storage. It can be concluded that the stack height differences in the 
material do not contribute to the sodium adsorption, but the lateral 
disorder plays an essential role as the change in specific capacity values 
between the GDC-700 and GDC-1000 is not significant. 

The model-free analysis suggests that the hierarchical change in the 
structure of HCs induced by pyrolysis is subsequential at two different 
length scales, i.e., changes in porous structure in length scale from 1.8 to 
2.3 nm (nanoscopic scale - SANS) are correlated to the layered structure 
described in length scale from 0.34 to 0.39 nm (atomic scale – analysed 
by WAXS method). The results of this investigation emphasise that while 
a3 is a dynamic quantity, it seems to have a more significant influence 
during the sloping region formation stage. The interplay between the a3 
and the interval of the static La and lR parameters favours the further 
higher contribution of the plateau capacity region. The disparity be
tween these three parameters favours the formation of suitably sized 
closed pores and, hence, the sodium ion storage stage, i.e. anisometric 
ratio promoting the sodium ion storage, showing higher specific plateau 
capacity values. The study demonstrated how to apply a combination of 
the lateral length parameters to analyse the electrochemical sloping and 
plateau capacity values. The results correlated empirically with the HCs’ 
electrochemical performance, proving the WAXS/SANS toolbox’s suit
ability for future SIB research. 
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[50] D. Saurel, J. Ségalini, M. Jáuregui, A. Pendashteh, B. Daffos, P. Simon, M. Casas- 

Cabanas, Energy Storage Mater. 28 (2020) 418. 
[51] D.A. Stevens, J.R. Dahn, J. Electrochem. Soc. 147 (2000) 4428–4431. 
[52] B. Tratnik, N. Van de Velde, I. Jerman, G. Kapun, E. Tchernychova, M. Tomšič, 
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