Describing Orbitopes by Linear Inequalities
and Projection Based Tools

Dissertation
zur Erlangung des akademischen Grades

doctor rerum naturalium
(Dr. rer. nat.)

von Dipl. Jour. Andreas Loos

geboren am 27. April 1973 in Erlangen
genehmigt durch die Fakultét fiir Mathematik
der Otto-von-Guericke-Universitit Magdeburg
Gutachter: Prof. Dr. Volker Kaibel

Prof. Dr. Marc Pfetsch

eingereicht am 1. Dezember 2010
Verteidigung am 28. April 2011



ii



Zusammenfassung

Es sei M,, 4 die Menge aller 0/1-Matrizen mit p Zeilen und ¢ Spalten. Lésst man
eine Permutationsgruppe auf den Spalten der Elemente von M, , operieren, dann
zerféllt M, 4 in eine Menge von Orbits. Die lexikografisch maximalen Représentan-
ten all dieser Orbits bilden die Ecken der Polytope, die in dieser Doktorarbeit unter-
sucht werden, der so genannten Orbitope. Spezifiziert man die Anzahl der 1-Eintréige
in jeder Zeile, dann lassen sich Packungs- (Zeilensumme < 1), Partitionierungs- (Zei-
lensumme = 1), Uberdeckungs- (Zeilensumme > 1) und volle Orbitope (beliebige
Zeilensumme) unterscheiden. Ein Hauptaugenmerk dieser Doktorarbeit liegt auf der
Untersuchung von Orbitopen iiber der vollen symmetrischen Gruppe, insbesondere
im Hinblick auf deren lineare Beschreibungen.

Wir zeigen, dass es moglich ist, iiber vollen Orbitopen iiber der vollen symmetri-
schen Gruppe in polynomieller Zeit zu optimieren, wihrend die Optimierung iiber
den anderen Orbitopen im Allgemeinen A'P-schwer ist. Um Polytope linear zu be-
schreiben, entwickeln wir Methoden in Zusammenhang mit der Projektion erweiter-
ter Beschreibungen, etwa das faithful sectioning oder branched polyhedral systems.
Wir erhalten fiir einen Spezialfall der vollen Orbitope, den Orbisack, vollsténdige
lineare Beschreibungen. Wie gezeigt werden wird, sind die entwickelten Werkzeuge
nicht nur auf die Verwendung mit Orbitopen beschriankt, sondern von allgemeinerem
Interesse, etwa im Zusammenhang mit Stabile-Mengen-Polytopen.

Abstract

Let M, 4 the set of all 0/1-matrices with p rows and ¢ columns. If you let a
permutation group operate on the columns of the elements of M, 4, then M, ,
can be partitioned by a set of orbits. The lexicographic maximal representatives
of all these orbits are the vertices of the polytopes covered in this thesis, the so
called orbitopes. Specifying the number of 1s in each row, one distinguishes packing
(rowsum < 1), partitioning (rowsum = 1), covering (rowsum > 1) and full orbitopes
(arbitrary rowsum). One main interest of this thesis is to study orbitopes over the
full symmetric group, particularly with regard to their linear descriptions.

We show that it is possible to optimize over full orbitopes over the full symmetric
group in polynomial time, while optimization over the other orbitopes is in gen-
eral N"P-hard. To linearly describe polytopes, we develop methods in connection
with the projection of extended formulations, for instance the faithful sectioning or
branched polyhedral systems. For a special case of a full orbitope, the orbisack, we
obtain complete linear descriptions. As will be shown, the tools are not restricted to
be used with orbitopes only. Instead, they are of more general interest, for instance
in connection with stable set polytopes.
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Chapter 1

Introduction

1.1 OQutline

Solving a combinatorial optimization problem basically means choosing an optimal
subset from a given ground set of elements, on condition that the subset satisfies
certain properties. Often, one describes the choice of elements by binary variables
indicating whether or not an element has been chosen, that is: any feasible solution
is encoded by a 0/1-vector in a space of appropriate dimension. A set of linear
constraints can then describe the feasible domain. In many cases, one finds that
after assigning weights to the elements a solution is optimal if and only if the total
sum of weights of chosen elements is maximal or minimal. In these cases, one is able
to express the combinatorial problem as an integer program (IP). In lucky cases,
one can even formulate it as a linear program (LP).

Probably the most prominent example of a combinatorial problem with LP-
formulation is the problem of weighted perfect matching. For a given graph G =
(V, &) with weights on the edges, a matching is a subset of pairwise disjunct edges in
£. If the matching has cardinality %, it is called perfect. Its weight is the total sum
of the weights of the edges in the matching. Jack Edmonds ([31]) showed almost
half a century ago that a vector € R is the incidence vector of a perfect matching
if and only if it is an extreme point of the domain described by the following set of
inequalities

Te =0 Vee&
Y eesiw e = 1 Voey (1.1)
Zeea(u) Te =1 YU CV odd,

where d(v) denotes the set of edges incident with node v. So, a formerly combi-
natorial problem of finding a perfect matching of maximum edge weight has been
turned into a linear problem and can be solved with standard tools like the simplex
algorithm, the ellipsoid method or interior point methods. Using an appropriate
separation algorithm, one can therefore solve the problem in polynomial time (de-
spite the fact that the number of inequalities is growing exponentially with the
number of edges). On the other hand, the inequalities from above can be ob-
tained from Edmonds’ combinatorial algorithm for the weighted matching problem
(see [107], 26.3b; for more information about polyhedral techniques in combinato-
rial optimization, see for instance Aardal and Hoesel’s overview [1] and [2] for an
annotated bibliography).

Generally speaking, geometry, solving the problem algorithmically and gaining
structural (combinatorial) insights to the problem go often hand in hand.

It is not unusual for these (IP or LP-)formulation of combinatorial problems to
bear symmetries. That means: in every solution, one can perform certain permuta-
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tions of the components of every solution without changing the objective value and
feasibility. In 2005, Volker Kaibel and Marc Pfetsch focused on the shape of con-
straints that break certain classes of symmetry, and how knowledge about it could
be exploited when solving symmetric problems. At first, they considered packing
and partitioning problems, where objects are assigned to at most or exactly one
from a set of properties, respectively, on the assumption that certain permutations
of properties also yield a feasible solution. The standard example is the problem
of coloring a graph G = (V,£) with as few colors as possible taken from a set C of
colors. The default IP-model uses binary variables z,, . telling whether node v has
been colored with color ¢, as well as binary variables y. telling whether color ¢ has
been used at all:

minimize Z Y. such that

ceC
D we=1 Yo eV
ceC
Tyet+ Tw,e S Ye V{v,w} € £ and c € C
x € {0,1}V*¢
y €{0,1}°

Clearly, relabeling the colors does not change the structure of the solution. Hence,
the space of feasible solutions is larger than necessary, which can in particular be-
come interesting when using branching algorithms. To refine the search by breaking
the symmetry, one could consider only solutions (x, y) where x has lexicographically
ordered columns. (Note that vector x has the form of a matrix.)

This immediately raises some questions: which inequalities have to be added to
the inequality system above to break this class of symmetry? Can we gain structural
insights in symmetry breaking from these inequalities, and can this knowledge be
exploited, for example for improving branch and bound algorithms?

Kaibel and Pfetsch called the polytopes defined by the symmetry-breaking in-
equalities “orbitopes”, since the respective inequalities select one representative from
each orbit arising from the operation of the permutations on the variables the prob-
lem is described in.

They obtained non-redundant linear descriptions of packing and partitioning or-
bitopes (that is: orbitopes connected with assignment problems of the packing and
partitioning type) with the full symmetric group and the cyclic group operating
on the columns of the solutions ([65]). Their study of packing and partitioning
orbitopes also led to ways to fix variables in branch and bound algorithms in order
to break these symmetries in the solutions ([64]). The question remained whether
other orbitopes can be linearly described, in particular the convex hull of all 0/1-
matrices with lexicographically ordered columns (the so-called “full orbitope over
the full symmetric group”). This case is particularly interesting since the group is
large and has a more complex structure than for instance the cyclic group.

This thesis investigates the possibilities for linear descriptions of certain classes
of orbitopes. For a special case of the full orbitope, the orbisack, the complete
non-redundant linear description is derived.

The tools used for these purposes are presented in a general overview in chapter 2.
They are not customized to orbisacks, although they fit well with them. Therefore,
we develop in section 2.4 the linear descriptions of a number of other polytopes with
the method of faithful sectioning, in particular clique polytopes for bounded clique
size and path set polytopes on acyclic digraphs. This work arose in collaboration
with Volker Kaibel and Matthias Peinhardt.
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In chapter 3, we define orbitopes in detail and show that for many classes of
orbitopes, (the decision problem associated with) optimization over orbitopes is in
fact N'P-complete. This is in general true for k-packing, k-partitioning, and k-
covering orbitopes over the full symmetric group (which are the convex hulls of
0/1-matrices with columns in lexicographic order and less than, exactly, or more
than k l-entries in each row, respectively, where k > 1).

In contrast to this, we show that it is possible to optimize in polynomial time over
full orbitopes over the full symmetric group. We develop a dynamic programming
algorithm for linear optimization over O,, , running in time O(pg®). Figure 3.2 shows
an overview over complexity of optimization and linear descriptions for orbitopes
over the full symmetric group. Note that the parts of the work concerning NP-
completeness of optimization over orbitopes also emerged from joint work with
Volker Kaibel and Matthias Peinhardt.

The algorithm for optimization over full orbitopes is interesting not because of
any potential practical applications, but in connection with the search for “nice”
linear descriptions. This does not concern the number of facets: Grotschel, Lovész
and Schrijver showed ([52]) that a linear problem can be solved in polynomial time,
provided there is an appropriate separation oracle. This implies that even for poly-
nomial problems, the number of facets can definitely grow exponentially with the
problem size — the perfect matching problem from above is an example for this.

Instead, the question is if one can say in polynomial time that a given inequal-
ity is part of the complete linear description of the feasible domain. Karp and
Papadimitriou ([67]) were putting this question and the complexity of optimization
in the following relation (see also [107] for an outline of their results): Let II a com-
binatorial problem with linear objective, and let each instance o € II be formulated
as an IP over a polyhedron P, € R™<. Then, the decision problem

Given o €I, c € Q™°, and k € Q, is there an & € P, with (¢, z) > k?
is in co-A/P if and only if for each o, a description Z,, of P, exists such that problem
Given o € II, ¢ € Q™7, and ¢ € Q, does inequality (¢, ) < ¢ belong to Z,?

belongs to AP. This implies that if the (decision problem associated with the)
combinatorial problem is NP-complete and NP # co-NP, then it is an NP-
complete problem to decide whether an inequality belongs to the linear description
of the feasible domain of the problem. Roughly speaking, a “nice” linear description
can be expected only for polytopes over which one can optimize in polynomial time.

Hence, there is hope for a “nice” linear description of full orbitopes over the full
symmetric group, although computer experiments indicate that for these orbitopes,
the linear descriptions seem to be much more complicated than for packing and
partitioning orbitopes. A complete linear description for the full orbitope O, 4
exists so far only in case that the vertices have two columns, i.e. ¢ = 2.

This special case is the so-called orbisack. In chapter 4, we present three different
ways to obtain linear descriptions of these orbitopes. The motivation was to find a
proof that could be inductively or in other ways extended to orbitopes with more
than two columns. However, this hope has not been fulfilled. Any of the three
proofs has its idiosyncrasies that prohibit to extend the proof to full orbitopes in
general.

» The combinatorial proof relies on the fact that for ¢ = 2, the coefficients of
facet inducing inequalities follow a certain sign pattern. This is not true for
g > 2 anymore, since our experiments show that for ¢ > 2, there exist different
facets with the same sign pattern.

» The proof by faithful sectioning relies on the fact that each vertex of an or-
bisack has either only rows (1,1) or (0,0), or it has a unique row (1,0) that
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“ensures” that the columns of the vertex are in lexicographic order. This fact —
leading to the notion of “critical row” — enables us to find nice extended formu-
lations for the orbisack, which are the prerequisite for the method of faithful
sectioning. However, for ¢ > 2, our search for extended formulations brought
only two formulations to light: one is derived from the dynamic programming
algorithm, and the other one is related to branched polyhedral systems (BPS).
Unfortunately, it is already in the case of orbisack unclear how to construct
the linear description directly from these extended formulations.

» The last proof is an application of work of Weismantel and Pochet concerning
the linear description of sequential knapsack polytopes ([117]). It relies on the
fact that O, 2 is a sequential knapsack polytope — however, O,, 4 is for ¢ > 2
and p > 1 not even a knapsack anymore.

Note that only the first two proofs lead to a non-redundant description. We
conclude chapter 4 by studying the graph of the orbisack and characterizing the
adjacency structure. The hope was to show that the edge expansion of the orbisack
is bounded from below by 1. However, despite the fact that the graph has an
appealing structure, we did not succeed in proving this lower bound (which we
conjecture to be tight for orbisacks).

In chapter 5, we present the tool of branched polyhedral systems (BPS), which
can be used to obtain an extended formulation for orbitopes. Different from the
other extended formulations presented in the chapters before, it is an open question
how to use the extended formulation from BPS for obtaining a linear description of
orbitopes. Therefore, BPS is treated in a chapter of its own. It would be a bit out
of the scope of this thesis to fathom out all possibilities of this method. For more
information on BPS, we refer to [63], where the material from this chapter can also
be found.

1.2 Notation, Wording, Basic Definitions

The following section will fix notation for a range of objects from linear algebra,
graph theory and polyhedral theory that will be useful for our following work. Note
that the aim of the section is to clarify notation to prevent later ambiguities; it is
by no means a basic introduction to the respective fields of mathematics. For these
purposes, we refer the reader to common textbooks like [40], [75, 76] or [114, 115]
for linear algebra, [21] or [13] for graph theory, [71] for combinatorial optimization,
[106, 107], [94] or [113] for (combinatorial) linear programming and [120, 121, 53]
for polyhedral aspects, in particular for 0/1-polytopes.

1.2.1 General Notation

By N, we denote the set of natural numbers including 0. Z, Q, R denote the set
of integers, rational numbers and real numbers, respectively. The set of positive
integers N \. {0} is denoted by N~. For some x € R, we define |z| := max({j €
Z|j<z})and [z] :=min({j € Z|j > x}). For some set S C R, we denote by
S; the set {x € S|« > 0} and by S_ the set {x € S| # < 0}. The empty set is
denoted by @.

We denote by 2° the power set of set S, that is {7 | 7 C S}. Any set F C 29 is
called a family.

For n € Ns, the (integral) range [n] is the subset of Ns containing all natural
numbers from 1 through n. For n € R\ Nx, we define [n] := @. Furthermore, we
write [n]o := [n] U {0} and for 1 < i <mn, i,n € N5, we write [i..n] := [n] \ [i — 1].
The cardinality of a range is called its length.

Note that the closed interval {z € R | a < z < b} bounded by some real numbers
a,b € R is written [a, b].
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object style examples

general sets and families (sets of sets) calligraphic, capital letter S

scalars normal, lower case T, A
vectors, tupels bold, lower case x, £
matrices bold, capital letter A M
graphs, digraphs and hypergraphs normal, capital letter D, G H
nodes, edges, arcs and hyperarcs normal, lower case v, a
polyhedra, polytopes, faces, facets bold, capital letter P, F

Figure 1.1: Overview over the typesetting styles for the most frequently used mathematical
objects throughout the document.

The symmetric difference of two sets A and B is defined as (A~ B) U (B \ A) s&:::::i:r
and denoted by AAB.
For two finite sets A and B, the Cartesian set product is defined as

Ax B={(a,b)|a € Aandbe B}.

Cartesian Set

Notation “x” is also used for the direct product of groups and for the Cartesian Product

graph product (see below). Let Z be a nonempty index set and let for each i € 7
set S; := S be a copy of some nonempty ground set S. Iterating the Cartesian set
product, we write then
ST.= X S,.
i€z

If Z = [n], we will also write S™ instead of SI"I.

The elements of S are called vectors or tupels, that is, vector v = (v;)ier With Vectors
entries or components v;. If |Z| = n, then the vector (tupel) is an n-vector (n-tupel).
The ground set S will usually be R, Q or {0,1} for our purposes. If all components
of a vector are in Z, the vector is called integral. Note that for our purposes, the
index set of vectors will often be two dimensional, for instance Z = [m] X [n].

A special vector that will frequently be used is the incidence vector or character- Incidence Vector
istic vector of a subset 7 C S of a set S; it is defined as the vector x[7] € {0,1}°
of T with z; =1 if and only if i € 7.

The scalar product of two vectors &,y € RZ, denoted by (.,.), is defined as Scalar Product
ieT

We sometimes have to change single components of some vector v € RZ and leave Modifying Vectors
the remaining components as they are. This will be referred to as a modification.
More precisely, we call ¥ € R? a modification of v in component vy := s € R, if

- s, ifi=/¢ .
v = . Vi e I.
v;, otherwise

Note that a modification in more than one component is also possible. Moreover,
it can happen that v = .

For two vectors v, w € R, we write v > w if and only if v; > w; for all i € Z.

We also compare vectors lexicographically. For two vectors v,w € R? with an Comparing Vectors
index set Z ordered by “>“, we say that v is lexicographically larger than w, in
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short v = w, if and only if there is an index k € Z such that vy > wy and for all
i € 7 with ¢ < k, it holds that v; = w;.
Clearly, for two vectors v, w € {0,1}", it holds that v > w, if and only if

n

Z 2n_i’UZ‘ > i 2"_iwi.
i=1

i=1

While vectors are denoted by small bold letters, matrices are denoted by capitals.
In a matrix A € RI™*["] the entry or component in row i and column j is denoted
by A; j-

Let A € RTXJ be a matrix, and let 77 C 7 and J' C J be subsets of index
sets Z and J, respectively. Then Az« 7 denotes the submatrix that arises from
deleting all entries in A which do not have a row index in Z’ or a column index in
J'. Moreover, we use “wild cards to describe columns and rows of matrices. That
is: the vector a; . is the ith row of matrix A and analogously, a. ; denotes its jth
column.

Note that we use the same notation for vectors with a two-dimensional index set.
Example: Let v € [R[E’]Xm7 then vector v, 2 is the second column of vector v and
vector w = v[1_g)x[2..5 i the vector in RI:2*[2-5] that arises from deleting rows 3
through 5 and the first column in v. Note that w, ; is not defined.

The matrix product of two matrices A € RI™*[" and B € R"*[P! is matrix
AB ¢ RI™X*[P! defined by entries

(AB);; := (aix, bsj) Y(i,j) € [m] x [p]

Depending on the context, a vector v € S can be seen as a column vector (that
is, a 7 x l-matrix) or as a row vector (a 1 x Z-matrix). If not explicitly denoted,
we implicitly assume compatibility of sizes when using notation like

Ax <b or yA=c

Sometimes, we explicitly denote by MT the transpose of a matrix M € RA*B| that
is:

A = MT if and only if a;; = m, ; for all (i,j) € A x B.
(Similarly, for vectors.)

We denote by Opm)xn] OF Ljmx[n] @ [m] X [n]-matrix with only entries 0 or 1,
respectively. The matrix A = 1™ € {0, 1}[™*[™] is the unit matriz with m rows
and m columns, i.e. the matrix with entries a; ; = 1 if and only if ¢ = j. Similarly,
O[m) and 1(,,,; denote m-vectors with all entries 0 and 1, respectively, and efm] is the

kth unit vector in {0,1}" that is a vector with an entry 1 in the kth component
and Os, otherwise. If the context is clear, we drop the dimension in the index,
writing for instance 0 instead of O}« [n)-

The support of a vector £ € RZ (and analogously for matrices) is defined as

supp(x) :={i € T | z; # 0}.
Moreover, we define
suppt(z) :={i € Z | z; > 0}.

and
supp (z):={i €T |z; <0}

Mainly for estimating computational complexity, we need the size of numbers.

The size of a rational number % € Q with p,q € Z co-prime is defined by

(g) = 1+ [log,(|p| + 1)] + [log,(lg| + 1)1,
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while the size of a n-tupel of rational numbers € Q[ is defined by
size(x) :==n+ Z size(z; ),
i=1

and, analogously, the size of a rational m x n-matrix A € Q> is defined by

size(A) := mn + Z size(a; ;).
(i,4) €[m] x [n]
Landau Notation
We denote by O the Landau (“big O”) notation to estimate the growth of a and Polynomial

function. For real valued functions f,g: R — R, it holds that f = O(g) if there is Time Algorithms
a scalar A € Ry \ {0} and an index z¢ € R such that

|f(z)] < Alg(x)] Vo € R with x > xo.

Using this notation, we say that an algorithm for some problem P runs in time of
O(f(x)), if the worst case running time for an instance P of size x is of O(f(x)).
If not otherwise stated, we use the unit time model, i.e. we assume that multipli-
cations, divisions, additions and subtractions cost a constant unit of time. If f(z)
is a polynomial, we say that the algorithm has polynomial running time or is poly-
nomial. For more information concerning complexity theory, we refer the reader to
[46].

1.2.2 Notation related to Graphs and Hypergraphs
1.2.2.1 Common Graphs and Digraphs

An undirected graph is a pair G = (V, ), where V is some set and £ is a family of Undirected Graph
unordered pairs of elements of V. The elements of V are called vertices or nodes of
the graph, the set £ contains the edges of G. If not explicitly stated, we will assume
that there are no loops, i.e. v # w for each edge {v,w} € £, and no parallel edges,
i.e. £ does not contain two identical subsets. If we want to emphasize that V is the
set of vertices of graph G, we write V. (Similarly for edges.)

We say that if edge e = {v,w} € &, then vertices v and w are adjacent. If for
two distinct edges e, f, it holds that eN f = {v} # &, then we say that e and f are
incident with each other as well as with vertex v; otherwise, we say the edges are
disjoint.

A graph G' = (V',&’) is a subgraph of G if V' CV and & C E. If £’ is the set of
all edges from £ with both end nodes in V', then G’ is induced by V' and we write
G’ = G[V']. At the same time, G’ is induced by all edges in &' and G’ = G[€']. By
V[E'], we denote the set of nodes V' C V that are incident with the edges in £, and
by £[V'], we denote the edges with both ends in V' (which is £’).

A graph is called complete, if £ contains an edge {v, w} for each v,w € V with Complete Graph
v # w. We denote by K,, the complete graph with n vertices.

(Induced)
Subgraph

A directed graph, digraph or network is a pair D = (V, A) of a vertex set V and Directed Graph
a family A of ordered pairs of elements of V, called the arcs of the digraph. An
arc a = (v,w) leads from its start node or tail v to its end node or head w. The
reverse arc to (u,v) is (v,u). In arc (v, w), node w is called the successor of v, and,
conversely, node v is the predecessor of w.

. . . . . Common

Sometimes, we will write common graph or common digraph, respectively, to (Di)Graph

emphasize that we are not speaking of a directed hypergraph (see below).
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Let S C V. We denote by
sucep(S) = {w € V| I(v,w) € A for some v € S}
the set of successors in D and by
pred;(S) :=={w € V| I(w,v) € A for some v € S}

the set of predecessors in D. If S contains one node v only, we also write succp(v)
or predp (v), respectively, and we drop index D if the context is clear.

Subdigraphs and induced subdigraphs are defined analogously as for undirected
graphs, by replacing edges by arcs. As for graphs, we assume that digraphs do not
contain parallel arcs or loops unless explicitly stated.

One can always obtain a digraph D from an undirected graph G by replacing
every edge {u,v} in £ by two arcs, namely arc (u,v) and reverse arc (v, u). We will
call this digraph the canonical digraph of G.

Moreover, we call two graphs G = (V, &), G' = (V',&’) isomorphic, denoted by
G ~ G, if there is a bijection 7 : V — V'’ such that {n(v), 7(w)} € £ if and only
if {v,w} € &. Similarly, digraphs D = (V,A) and D' = (V', A’) are isomorphic if
there is a bijection 7 : V — V' such that (w(v), 7 (w)) € A’ if and only if (v, w) € A.

A (possibly empty) subset of nodes of a graph that induces a subgraph which is
isomorphic to a complete graph Ky is called a k-clique.

The complement of a graph G = (V, €) is denoted by G = (V, £); for edge set &,
it holds that

{v,w} € & if and only if {v,w} ¢ €.

The complement of a digraph is defined analogously.

A subset S of pairwise not adjacent nodes of some graph or digraph is stable or
independent. A graph or digraph is k-partite, if its vertex set can be partitioned
into k stable sets.

Let G = (V,€) be a graph. A sequence of edges P = (eq,...,e,) is called a
(simple) s-t-path if

(i) e; = {v;,vi41} for all i € [n],

(ii) v1 = s and v,41 = t, and

(ili) v; # v; for i # j.

If s = ¢ (condition (iii) is not satisfied), then P is called a cycle. If additionally
all nodes in P are distinct, then P is called a simple cycle. We say that node v is
used by a path if v € |J;_, e;. Directed s-t-paths and cycles are defined analogously
as for undirected graphs as a sequence of arcs (aq,...,a,) with a; = (v;,v;41) for
all i € [n]. n is the length of the path or cycle. A cycle of length n is a n-cycle.
Note that P can also be the empty set, which means that for any node v, there is
a v-v-path.

A digraph that has no cycles is called acyclic. Sometimes, we write in short DAG
instead of “directed acyclic digraph”.

Two nodes u,v in an undirected graph are connected, if there is a u-v-path in
G. Connectedness defines an equivalence relation on the vertices: two nodes in the
graph are equivalent if they are connected. The equivalence classes are called the
connected components of the graph. A graph with one single connected component
is called connected.

For any undirected graph G = (V,£) and a subset S C V, we define:

» the neighborhood
Ng(S) :={we V8§ |IH{w,v} € & for some v € S},
» the star
0c(S) ={eef|e={v,w} withv e S and w ¢ S}, and
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» the reach
ra(S) :={w €V | Jv-w-path in G for some v € S}.
Analogously, we define for digraphs D = (V, A):
» the in-neighborhood
NB(S) :={w eV~ S |3(w,v) € A for some v € S},
the out-neighborhood
NAYS):={w e VS| 3(v,w) € A for some v € S},
the in-star
d(S) ={aeA|a=(w,v) withw ¢ S and v € S},
the out-star
I(S) :={ae A|la=(w,v) withw € S and v ¢ S},
the the in-reach
r8(S) :={w €V | Jw-v-path in D for some v € S}, and
» the out-reach
r3(S) := {w € V| Jv-w-path in D for some v € S}.

In-star, out-star and star are sometimes also referred to as in-cuts, out-cuts
and cuts, respectively. If the set S contains only one single element v, we write
.(v) instead of .({v}), for instance d1%(v) instead of §5({v}). Note that for sin-
gle nodes, in-neighborhood and the set of predecessors are identical, and similarly
out-neighborhood and set of successors.

For some digraph D = (V, ) and subsets S, 7 of the node set V, we denote by

S: T ={(vyw)eA|lveSandwe T}

the set of arcs with tail in S and head in 7. For undirected graphs, S : 7 is similarly
defined as the set of edges with one end in § and the other end in 7. Note that in
directed graphs, S : (V \ 8§) = §4%(S) and (VN S) : S = 411(S), and analogously,
in an undirected graph G, S : (V N\ S) = d¢(S).

In an undirected graph G, the degree of a node v is defined as deg(v) := |5 (v)].
Similarly, in a digraph D, the in-degree and out-degree of v are deg™ (v)p := |3 (v)]
and deg® (v)p := |09 (v)], respectively.

For all subsets of nodes, edges and arcs defined so far, we will always drop indices
D and G, if it is clear which (di)graph is underlying.

v

v

v

v

A tree T = (V,€) is an undirected connected graph containing no cycles. An
arborescence is a directed graph D = (V, A) arising from tree T' by choosing an
arbitrary node r € V as root and replacing each edge {v,w} € & either by an arc
(v,w) or by an arc (w,v) such that there is a directed path from v to r for each
veVin D.

Let G and H be be two graphs. Then the Cartesian graph product G x H is
defined as the graph with the following properties:

» the vertex set of G x H is the Cartesian set product Vg x Vi and

» any two vertices (u,u’) and (v,v’) are adjacent in G x H if and only if either
» u = v and v’ is adjacent with v/ in H, or
» ' =o' and u is adjacent with v in G.

We will also use flows and circulations. Let D = (V,.A) be some digraph. We
assign to each arc a € A a lower and an upper bound £¢,,u, € RU {—00, 400}
defining the capacity of a. A vector y € R* with

Ug < Yo < Lo Va € A
is called a (feasible) flow on D. If it additionally holds that
Z Ya = Z Ya Vv ey,
a€sin(v) a€syNt (v)

then the flow is called a circulation.

Degree of a Node

Trees,
Arborescences

Cartesian Graph
Product

Flows and
Circulations



Hypergraphs

F-Arcs, B-Arcs,
BF-Arcs

Relaxation of
Hypergraph

Induced Subgraphs

Hyperpath

Subsets of Nodes
and Hyperarcs

10 CHAPTER 1. INTRODUCTION

1.2.2.2 Hypergraphs

Generalizing the definitions concerning graphs and digraphs, we will now proceed

with definitions of hypergraphs, hyperpaths, and related objects. Here, we follow

in many aspects Ausiello et al. [5], in particular in their definition of hyperpaths.
Let U # @ be some finite set of vertices. A hyperarc is an ordered tupel

(8, 7) € 2"~ {a}) x (2~ {2})

with S N7 = &. Arcs and vertices define the directed hypergraph H = (U, A).
Each arc a = (§,7) in A has a (nonempty) set tail(a) := S of tail nodes and a
nonempty set head(a) := 7T of head nodes. The arc is directed from its tail nodes
to its head nodes.

A hyperarc a € A with |tail(a)| = 1 is called forward arc (F-arc), an arc with
|head(a)| = 1 is a backward arc (B-arc), and arcs with |tail(a)] = |head(a)| = 1
are called backward-forward arcs (BF-arcs). If all arcs in A are F-arcs (B-arcs,
BF-arcs), then the graph is called F-hypergraph (B-hypergraph, BF-hypergraph),
respectively. (Note that a BF-hypergraph is a common digraph.) For B-arcs, we
write (S,t) instead of (S, {t}), and for F-arcs, we write (s,7) instead of ({s}, 7).

The relazation of a directed hypergraph is the digraph D = (U, A) with vertex
set U and arc set A, where (u,v) € A if and only if there is a hyperarc (S,7) € A
withu e Sandv € 7.

For some subset £ C A of hyperarcs, we denote by U[L] the node set of L, i.e.
those nodes in U that are incident with the hyperarcs in L:

UlL] = U (tail(a) U head(a))

acl

For some subset £ C A of arcs, we call (U[L], L) a subgraph of H.
A W-t-hyperpath in a hypergraph H = (U, A) is an ordered subset of arcs £ =
ai,...,a,) € A such that
[p1] ¢ € head(ay,)
[p2] For all i € [n], tail(a;) € WU (U, head(ax)).
[pP3] Any proper subgraph of (U[L], L) violates conditions [pl] or [p2].
For each t € U, there is an empty hyperpath £ = @ leading from ¢ to t. We say
that hyperpath £ is using its node set U[L].
Similarly as for common digraphs, we define for any hypergraph H = (U, A) and
any v €U
» the in-neighborhood
NZ (@) =={uecl|3IS,T)c AwithuecSandveT},
the out-neighborhood
NG () :={uel|3S,T) e AwithveSandue T},
» the in-star
M) ={a€Ala=(S,T) withv e T},
the out-star
It (v) :={a€e Ala=(8T) with v € S},
» the in-reach
ri%(v) = {u €U | IV-v-hyperpath with u € W}, and
» the out-reach
roft(v) = {u € U | IW-u-hyperpath with v € W}.
If the context is clear, we will drop index H.

v

v

Last, a directed hypergraph is called acyclic if and only if its relaxation is an
acyclic digraph. This implies the existence of a (topological) order on the nodes U.

Remark 1.1
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Figure 1.2: Undirected cycle in the relaxation of a W-t-hyperpath.

4%

» Each W-t-hyperpath £ starts from a nonempty set U[L] N W C W.

» Definition [p1] through [p3] generalizes the definition for paths in common digraphs.

» Even in B-hypergraphs, the relaxation of the subgraph induced by a W-t-hyperpath
can contain undirected cycles, as figure 1.2 shows.

» [p3] ensures in particular that the relaxation of a W-t-hyperpath is a connected
graph.

» In literature, a couple of alternative definitions for hyperpaths can be found. (For
alternatives, see e.g. [42, 101] and for a discussion [95, 58].)

Lemma 1.2 If H is a B-hypergraph, then the relaxation of the subgraph induced
by a nonempty W-t-hyperpath L = (a1,...,a,) cannot contain directed (simple)
cycles.

Proof. Let L be a W-t-hyperpath. We call an arc ax € L dispensable,
(a) if head(ax) CW or

(b) if there is an arc a; € £ with head(ay) = head(a;) and i < k or
(c) if all arcs a; € £ with head(a) € tail(a;) are dispensable.

We denote the set of dispensable arcs in £ by D.

First, we claim that set D is empty if £ is a hyperpath. Otherwise, £ := £\ D
will be satisfying properties [p1] and [p2], as will be shown in the following. By [p3],
this is in contradiction to the assumption that £ is a W-t-hyperpath.

If t € W, then D = L; so, if D # @&, then L is indeed no hyperpath since £’ = &
is a hyperpath.

If t ¢ W, then the arc from {a; € £ | head(a;) = {¢t}} with minimal index m will
not be dispensable and is therefore in £’. Because of (b), £’ cannot contain any
arcs with index larger than m. So [pl] is satisfied for £’. Let now a; be an arbitrary
arc in £'. We consider the tail nodes of a; that are not in WW. Assume there is a
v € tail(a;) N W with

v ¢ U head(ay).

ar€L’

k<i
In this case, all arcs in £ with head v must have been regarded as dispensable.
However, this could not happen because of (a), because v ¢ W. Nor could it
happen because of (¢), as a; is not dispensable. The application of (b) always leaves
at least one arc not dispensable. So any node in the tail of a; must either be in W

or it has in-neighbors with lower index in £’. Hence, [p2] is satisfied for £'.

Last, any proper subgraph of (U[L'], L) is a proper subgraph of (U[L], £). Hence,
no proper subset of £’ can be a hyperpath by assumption that £ was a hyperpath
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and [p3] is satisfied. Therefore £’ is a hyperpath which is different from £ if and
only if D # &.

For the second part of the proof, we assume that the relaxation of £ contains
a simple directed k-cycle (ay,...,ar). We select an ordered set of arcs A :=
(a(1),...,a(k)) from L such that the relaxation of each a(i) contains arc a;. So, for
any j € [k], it holds for a(j) and a((j + 1) mod k) that

head (a(j)) N tail (a((j + 1) mod k)) # @.

There must be at least one pair of cyclically subsequent arcs ag, a; in A with k > 1.
As we are in a B-hypergraph, head(ay) and tail(a;) intersect in one single node
v. As L is by assumption a hyperpath, we get from [p2] that either v € W or
{v} = head(a;) for some arc a; € £\ C with j < ¢ or both. In any case, ar € A is
an dispensable arc. Therefore, £ contains a dispensable arc contradicting the fact
that £ is hyperpath.

O

1.2.3 Notation related to Polyhedral Theory

Let X = {@x1,...,xx} be a nonempty set of k points in R™, and let y be some point
in R™ that can be expressed in the following way:

k
Yy = Z )\i:ci.
i=1

Ai €RV i€ [K], linear
N ERViekland SF N =1, i
If €[k and 3y thenyisa ame combination of X.
i € Ry Vi e [k], conic
Ai € Ry Vi€ [k] and Zle A =1, convex

The set of all linear, affine, conic or convex combinations of finite subsets of a
nonempty (not necessarily finite) set X C R™ is called the linear, affine, conic or
convex hull of X and is denoted by lin(X), aff (X'), cone(X) or conv(X), respectively.
In each case, the set X is said to generate the hull.

Let @ € R™ and b € R. The set {x € R" | ax = b} is called a hyperplane in R™;
the set {x € R" | ax < b} is a halfspace in R™. For arbitrary b, both are called
affine; if b = 0, they are linear.

A set P of points in R™ is called a (convex) polyhedron if there is some matrix
A € Q™™ and some vector b € Q™ such that

P={xcR"|Az <b}.

In this case, Az < b is called a (complete) linear description for P. The size of the
description is the encoding length of (A, b), that is

size(A) + size(b).

Obviously, a polyhedron P is the intersection of finitely many affine halfspaces
in R™. It follows immediately that the intersection of two polyhedra is again a
polyhedron.

A central fact of polyhedral optimization is that each nonempty polyhedron can
be decomposed into the Minkowski sum of the conic hull of a finite set of points
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C C R™ (the so-called recession cone) and the convex hull of a finite set of points
Y C R™
P = conv(V) + cone(C),

and conversely, any Minkowski sum of a finitely generated cone and the convex hull
of some finite set of points is a polyhedron. Let v € P be a point in the polyhedron.
If for all x,y € P ~ {v}, it holds that v ¢ conv{xz,y}, then v is an extreme point or
vertex of P. The lineality space of polyhedron P is the largest linear subspace

lineal(P) = cone(C) N — cone(C)

contained in cone(C). If lineal(P) = {0}, then polyhedron P is called pointed.

For pointed polyhedra, it holds that if V is minimal (i.e. removing any point
from V leads to a polyhedron different from P), then it is the set of vertices of the
polyhedron, denoted by Vp, and, similarly, if set C is minimal, then each ¢ € C
generates an extreme ray of P.

If C = {@}, then the polyhedron is bounded and it is called a polytope.

The above said implies that there are two equivalent ways to describe any pointed
polyhedron: one can either specify its vertices and the generators of extreme rays
of its recession cone or one can list a set of affine halfspaces that determines the
polyhedron. In the first case, we speak of a V-representation and in the second case
of an H-representation of the polyhedron.

The dimension of a polytope, in short dim(P), is the dimension of its affine hull.
If P C R"® and dim(P) = n, then we call polytope P full dimensional.

A prominent example for equivalent V- and H-descriptions is the d—1-dimensional
standard simplex Aq—1 in R%. This polytope can either be described as the convex
hull of the d unit vectors € in R, that is

Ag_1= conv ({ei € {0,1}¢ ‘ (S [d]})

or, equivalently, as
d
Ag_r= {cc e R } S ei=landa; > 0Vie€ [d]}.
i=1
(Note that the non-standard d-dimensional simplez A4 in R? is described by
Aq = conv ({ei c{0,1}¢ ’z € [d]} U {0}) =
d
= {we[Rd‘in <landz; >0Vi € [d]}
i=1

This is — in contrast to the standard simplex — a full dimensional but non-regular
polytope, since it has edges of different lengths.)

Another example for the equivalence of H- and V-description is the d-hypercube
which can either be described as

conv ({0, 1}

or as
{:ce[Rd’—:zzig()and:z:iglwe[d]}.

A third class of polyhedra we will encounter in this work is the class of knapsack
polyhedra. Let vector @ € R™ and scalar b € R be given. Moreover, let for each
i € [m] a value s; € N5 U {+00} be given, which enables us to define a set

S:={xeN"|0<z <s; Viem]}.

Polytopes

Dimension of
Polytope

(Standard) Simplex

Hypercube

Knapsack
Polyhedra
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The associated knapsack polyhedron is then defined as
conv({x € S | ax < b}).

It is therefore the convex hull of those points in S that lie in the halfspace specified
by a and b.

The idea is to fill a knapsack of maximal capacity b (which may not exceeded) with
items that have each a certain weight a; through a,,; one can choose up to s; copies
of item 1.

If s; = 1 for all ¢ € [m], then the associated polytope is called a 0/1-knapsack
polytope. Note that the d-dimensional simplex A4 from above is a very basic 0/1-
knapsack polytope.

We say that an inequality ax < b with @ € Q™ and b € Q is valid for a set of
points V € R™, if av < b for all v € V. In other words, if ax < b is valid for V, then
the halfspace defined by the inequality completely contains set V. A vector v € R™
is called active for inequality ax < b, if

av =>,

that is, v lies in the hyperplane defined by a and b.

Let now P be a d-dimensional polytope in R" and ax < b some inequality valid
for P. We call the set

Fplax <b) :=PnN{x e R"|ax =>}

a face of polytope P defined by inequality axz < b. (If the context is clear, we
drop index P.) By definition, the polytope P itself is also added to the set of faces.
Clearly, any face is again a polytope. All faces apart from the empty set and P are
called proper faces. Proper faces of dimension 0, 1, and d — 1 are called vertices,
edges, and facets, respectively. If dim(Fp(ax < b)) =d — 1, then ax < b is called
a facet defining inequality. It is a well-known fact that any proper face of P and P
itself can be described as the intersection of a nonempty set of facets of P. Among
the proper faces, facets are inclusion maximal. For full dimensional polytopes, a
complete linear description Az < b with A € Q> and b € Q is irredundant if
every inequality in the description is facet inducing. This implies that no inequality
in the description can be obtained from a conic combination of other inequalities in
the description, that is: for all ¢ € [m], there exists no vector y € [R[J_n], y # ¢’ such
that

y(Aa b) = (ai,*v bl)

When describing a polyhedron P C R[™ linearly, we distinguish two kinds of
inequalities, trivial inequalities and non-trivial inequalities. An inequality av < b
is called trivial if | supp(a)| = 1; otherwise, the inequality is called non-trivial. If P
is a 0/1-polytope, then trivial inequalities (z; < 1, x; > 0) are also referred to as
cube inequalities. Facets defined by (non-)trivial inequalities are called (non-)trivial
facets, respectively.

Let ax < b define a face F of polytope P. Then we denote by Vp[ax < b] the set
of those vertices in Vp that are active for ax < b. Note that Vp[ax < b] is exactly
the set of vertices Vr of the face (and polytope) F. In particular, if F is an edge of
P, then F is the convex hull of exactly two vertices of P.

For inequalities az < b with @ € Q¥ and b € Q, we will from time to time
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use the following representation in graphic form:

a1,1| a1z2|| x11| 12| (L)b

az1| az2|| 21| T2,2

ag 1| asz2|| T3,1| T3,2

Consequently, we say for general vectors v € RIP*[4] that a row v; « 15 lower than
row v, if and only if ¢ > j.

Graph of a

Let P be some polytope with vertex set Vp, and let Gp = (Vp,&) be some Polytope

undirected graph with the property that there is an edge {u,v} € £ if and only if
there is an edge in polytope P containing w and v. Then Gp is called the graph
of the polytope. As the nodes of the graph of the polytope and the vertices of the
polytope are identified with each other, we will write both v € £ or v € £, depending
on whether we are stressing that v is node of Gp or that the respective vertex of
the polytope has certain properties.

A polytope P with dimension d is called simple, if each vertex is adjacent to Simple Polytopes
exactly d edges, i.e. deg(v) = d of each node v in the graph of the polytope.
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Chapter 2

The Setting, our Toolbox and its
Origins

2.1 Symmetry Breaking and Orbitopes
Many linear programs exhibit symmetry under certain permutations of variables.
What is meant by that? Let
P={xeR"| Az < b}
be some polyhedron in R™, where A € Q™*", b € Q™ and let
min({{c,z) | = € P}) (%)

be a linear problem over P with cost vector ¢ € Q. We denote by II,, the group of
permutations of n elements and let II,, operate on the variables of (*):

I, xR* = R, (o,z)+— o(x),
such that o € II,, permutes the entries in .

DEFINITION 2.1 The symmetry group G of the linear problem (*) is defined as
G:={ocell, |o(x) € Pand (c,0(x)) = (c,x) for all z € P},
G is obviously a subgroup of II,,.

If «* is a feasible solution to (*), then we can pick an arbitrary permutation
o € G and obtain with o(z*) another feasible solution to (*) with the same objective
value. In other words: each element in the orbit G(x*) does the same job on the
cost functional as x*.

Ezample 2.2 A well-known example of an IP with symmetries is the BIN PACKING PROB-
LEM. Let & C Q be a set of rational numbers (“items of size”) s; through s, with
0< s <1foralll <i< m. The problem consists in partitioning [m] into n subsets
(“bins”) Z1 through Z, such that Ziezj si <1forall 1 <j<n. A common IP model for

this problem uses binary variables z; ; that are 1 if and only if item ¢ is put into bin Z;:

max z Z Ti,j s.t.

i€[m] j€([n]
Z Ti 5 <1 Vi € [m]
j€ln]
Z SiTi,j <1 Vj [S [n]
i€[m]
z;; € {0,1} V(i,7) € [m] X [n]

17
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It is possible to pack all items into the bins, if and only if there exists a solution &* with
objective value m. However, the formulation of the bin-packing problem from above bears
a lot of intrinsic symmetry, since all bins have the same size, and all x;; are weighted
the same in the objective functional. So, the symmetry group of the IP contains any
permutation of bins, as any permutation of columns in x* leads to another solution with
same objective value.

Note that a similar IP can be used to model the problem of GRAPH PARTITIONING, see
for instance [64] or [32].

Symmetry becomes in particular a problem when solving IPs with branch-and-
bound methods, because it makes the branching tree unnecessarily large. Therefore,
several techniques have been developed to reduce or even eliminate symmetry in
integer and linear programs. (For an overview, see for instance [85].)

(1) In some cases, it is possible to find a problem reformulation with reduced sym-
metry, for example by using a different set of variables. Examples are bin
packing, see [39], or the social golfers problem, see [110, 54]. However, breaking
the symmetry often leads to larger models (more variables, for instance).

(2) Another approach to break symmetry is perturbation. One can for instance
add a small random vector to the objective vector. Before, all elements in an
orbit G(x) are equivalent as they yielded the same objective value. After, they
become distinguishable in this sense. However, the solution space is in this
case the same and the computational effort to answer the question whether a
solution is feasible or not is not reduced.

(3) The third method consists in narrowing the set of feasible solutions by disre-
garding symmetric solutions, either in advance or during computation.

There are several possibilities to go for option (3). Prerequisite is the choice of
a representative (or a set of specific points) for each orbit. To take the (unique)
lexicographic maximal or minimal solution over other solutions is an idea which has
been popular for quite a long time in combinatorics (isomorphism-free backtracking,
see [103, 87]) or in constraint programming (see e.g. [36, 48]).

When solving IPs, there are two major ways to deal with unwanted solutions: one
can cut them off by adding inequalities; or one can use knowledge about them such
that respective subtrees in the branching tree will not be entered. In practice, a
mix of both methods can be used. Note that simply adding inequalities may impair
the model, since the number of inequalities grows.

In 2000, Rothberg ([104]) presented ideas for a systematic way to generate cuts
a priori by identifying dominated subsets of variables. (His method even applied to
mixed integer programs.) However, Rothbergs “domination cuts” were a rather ad
hoc approach coming from practice.

Friedman ([41]) proposed a different approach to generate cuts dynamically. Here,
H is given as a finite group of affine transformations of some 0/1-polytope P C R™.
If for some set F C P, the set

{x e P|3JyeF, 3§ € H such that x = i(y)}.

equals P, then F is called a fundamental domain. More concrete, fundamental
domains are constructed on the basis of an ordering vector ¢ € R™

Fe={xzeP|{(c,x) > (c,d(x)) Vo H}.

Friedman’s idea is to find separating hyperplanes between a fundamental domain
and the remaining points in P. However, since the choice of cost vector ¢ is delicate
and the fundamental domains are usually not as refined as orbitopes (see below),
his framework is so far only of theoretical interest.
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Another approach was undertaken by Margot in 2002. He transferred isomorphism-
free backtracking to branch-and-cut by pruning subtrees containing symmetric so-
lutions during computation (isomorphism pruning, see [82, 83]) and applied this
method later to coloring problems ([84]). Margot generated cutting inequalities to
fix subsets of variables to certain values while running the branching algorithm. A
similar approach, called orbital branching, has been formulated by Linderoth et al.
([97], further developed in [98]).

Herr and Bodi ([56, 55]) create projections of the constraints matrix and objective
vectors depending on the symmetry to obtain smaller IPs or LPs that with optimal
solutions of the same value as for the original problems. They apply their method
to IPs with full symmetric or alternating groups.

A somewhat different perspective has been taken by Kaibel and Pfetsch. Com-
ing from packing and partitioning problems, they were interested in the structure
of the convex hulls over certain two-dimensional 0/1-vectors that are lexicographic
maximal subject to some group operating on the columns of the vectors. Kaibel
and Pfetsch called these objects orbitopes ([65]. Of course, adding the inequalities
describing an orbitope to the IP formulation would break symmetries in the IP for-
mulation and therefore narrow the solution space. But the idea was that orbitopes
could do more: The linear description of orbitopes is not only separating the lexi-
cographic maximal representative from the remaining points in each orbit but also
ensuring integrality of the extremal points. Since Kaibel and Pfetsch had observed
that symmetry also seems to weaken the bounds from the LP-bounds relaxation of
the IP, their idea was that linearly describing orbitopes could lead to a deeper struc-
tural understanding of how to strengthen these bounds by an appropriate subset of
the inequalities describing the orbitope.

We will give a formal description of orbitopes in Definition 3.3.

Kaibel, Pfetsch and Peinhardt drew also combinatorial information from their
separation algorithm over packing and partitioning orbitopes to fix variables when
optimizing over subsets of the vertices of these orbitopes, for instance in graph
partitioning problems ([64]). Another approach was to add some of the facet defining
inequalities to the graph coloring polytope and to compare the resulting polytope
with a similar polytope defined by Méndéz-Diaz and Zabala ([88, 90]. The latter had
enhanced the classic IP-model for graph coloring by inequalities inducing an order
on the color labels: before choosing color 7, all colors 1 through j — 1 have to be in
use. (Recently, they developed a branch-and-cut-algorithm using their polyhedral
results, see [89)].)

In our work, we will exclusively focus on the geometric aspects and polyhedral
properties of orbitopes. It is a different question (and would go too far) to investigate
if and how one can use those results to actually improve computations in practice.

2.2 Extended Formulations

Often, the facial structure of a polyhedron P C R™ associated with a linear problem
is too complex to be handled directly. This may become a problem when trying
to study the geometry of the polyhedron or when optimizing over it. If the lin-
ear problem describes a combinatorial problem, it can also happen that the linear
description of the feasible domain is growing exponentially in the size of the com-
binatorial problem. One way to overcome the problem is to search for a new set
of variables polynomial in size of the combinatorial problem, to formulate a new
polyhedron Q with easier facetial structure and/or smaller size of linear description
that can be linearly projected onto P. This is the general idea behind extended
formulations. (Note however that the face lattice of polyhedron P is isomorphic to
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a sublattice of polyhedron Q. Therefore, Q will have at least as many faces as P;
see [62].)

DEFINITION 2.3 (Projection) Let Q be a polyhedron in R" x R? defined by
Q = {(z,y) € R" x R | Az + By < b},
with matrices A € Q™*™ and B € Q™*¢, and vector b € Q™. The polyhedron
proj,(Q) := {x € R" | Iy € R? such that (z,y) € Q}
is called the projection of Q onto the z-space or in R”.
_ Let now Q = {y € R? | By < E} be some polyhedron in R? described by

B cQmxd and b € Q™, and let matrix S € Q™*? induce a linear map o : R* — R”
projecting Q to o(Q) = P in R™. Then for the polyhedron

Q:={(z.y) eR" xR*| By <b, —1z + Sy =0}
it holds that proj,(Q) = P.

DEFINITION 2.4 (Extended formulation) Let polyhedron Q be as in Definition 2.3.
If polyhedron P = proj,(P), then we call a linear description of Q an extended
formulation for P. The extended formulation is called compact if the size of the
matrix (A, B, b) is polynomial in n.

Sometimes, one can use an extended formulation for a polyhedron P to derive a
linear description for P by characterizing the extreme rays of the associated projec-
tion cone.

DEFINITION 2.5 The projection cone of Q is the polyhedral cone
C:={veR"|vB=0, v>0}

with matrix B as defined in Definition 2.3.

Suppose, the set extr(C) of extreme rays of the projection cone is known, then a
linear description of polyhedron P can be easily obtained by the following classical
theorem:

Theorem 2.6 ([10]) Let polyhedron Q = {(z,y) € R® x R? | Az + By < b} and
projection cone C ={v € R" |vB =0, v > 0} be given as above. Then

proj,.(Q) = {x e R" | (vA)x < (v,b),v € extr(C)}

Proof. The projection cone C is pointed, because C C R'. Therefore, C is gener-
ated by its extreme rays.

©Let € proj,(Q). Then by definition of projection, there is a y such that
(z,y) € Q. Hence, Az + By < b. Now let v € extr(C); therefore, in particular
v > 0 and vB = 0 hold. Hence, multiplication from left gives

v(Az + By) = (vA)x < vb.

® Let x satisfy (vA)z < (v,b) for all v € extr(C). Then there is no conic
combination of extreme rays v’ > 0 such that ¥'B = 0 and v'(Ax — b) > 0,
because otherwise (v’ A)x > (v’,b). Using Farkas’ Lemma, there must therefore
exist a y such that By < b — Az, which means that x € proj,(Q). O
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One reason why extended formulations are interesting is that optimization over P
can be replaced by optimization over Q: as soon as the linear map o : y — x = Sy
is known, we can use it to define the map

o :R" >Rz —y=8Tx
adjoined to o. Let now ¢ € R™ be some cost vector. Then

max({(c,2) | # € P}) = max{(0”(c),y) | y € Q},
using the identity (STe,y) = (¢, Sy) = (¢, ).

Extended formulations can be seen in a context with the classic method of lift-
and-project (for an overview, see for example [9, 10]). In literature, one can find
a large number of approaches to generating extended formulations more or less
automatically. We will only list a few of them:

» Lovasz and Schrijver provide ways to construct extended formulations for gen-
eral 0/1-problems [78] and apply their method to develop a polynomial time
algorithm for the weighted stable set problem on certain graphs. A similar,
but more elaborate approach has been developed by Sherali and Adams [109].
In both approaches, the authors introduce new variables corresponding to
products of the original variables.

» Another common idea is the derivation of extended formulations from dynamic
programming algorithms due to Martin et al. ([86]).

» Also, disjunctive programming (for instance [8]) can be seen as a method to
generate canonical extended formulations for a certain class of polytopes. Let
a set of k nonempty polyhedra P; = {& € R" | A;x < b;} be given, as well as
sets V; of vertices and sets R; of generators of the cones for each P;, i € [k].
Then the polyhedron

k

k
{yeR" [y=> p;, Ay <bipd, > pd =1, (py,pd) € R, p) > 0Vi e
=1 =1

is an extended formulation for the polyhedron

k k

conv(U Vi) + cone(U R;).

i=1 i=1

» Haus, Képpe and Weismantel construct extended formulations when relaxing
knapsack relazations in IPs (see [69]).

The use of extended formulations is a classic approach for proofs of the integral-
ity of a linear description. (See for example the proof of Balas and Pulleyblank
concerning the linear description of the perfectly matchable subgraphs of bipartite
([11]) and arbitrary graphs ([12].)

Extended formulations have been used in connection with the linear description of
hop-constrained path polytopes (Stephan, [111]), Gomory corner polyhedra (Képpe
et al. [70]), the stable set polytope for distance claw free graphs (Pulleyblank
and Shepherd [102]), the maximal clique problem with edge weights (Lee et al.
[100]), mixed integer programs in general (Wolsey [118]) or packing and partitioning
orbitopes (Faenza and Kaibel, [35]).

An overview on examples of the use of extended formulations can be found in the
excellent survey of Conforti, Cornuéjols and Zambelli ([26]).

We will mainly use extended formulations in connection with faithful sectionings
(see section 2.4).
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Remark 2.7 Note that the fact that any polytope is the projection of a higher dimensional
standard simplex gives a trivial extended formulation for any polytope P: one simply maps
the 4-th unit vector ¢ € RIYP! to the i-th vertex in the vertex set Vp of the polytope P.
However, this extended formulation does not yield much of an insight into the structure
of the original problem. Moreover, as the number of vertices of P is often exponential in
the dimension of the polytope, the same holds for the dimension of the simplex. On the
other hand, the simplex can be easily described as

V|
{y e R 3wy, =1, 5o, > 0V0; €V}
i=1
To sum up, one can say that extended formulations are a way to spread difficulty
on two shoulders: instead of directly focusing on the linear description of a polyhe-
dron, one deals with the linear description of the extension polyhedron on the one
hand and with its linear projection on the other.

2.3 Dynamic Programming

In general, a combinatorial optimization problem is characterized by a finite ground
set G, a set of feasible solutions S C 29 of subsets of G and an objective function
f 8§ — Q which maps each solution to a specific rational value. The problem can
then be formulated as

min f(x).

zeS

A problem solvable by dynamic programming (DP) is a special case of a combina-
torial optimization problem. Here, the problem is solved by breaking it into finitely
many subproblems that can be solved in a stacked process. The subproblems are
usually referred to as stages and the solutions to the subproblems are called states.
A decision chooses states from earlier stages and transforms them into a new state.
Correspondingly, each state has a value assigned that is composed from the values
of a combination of earlier states and the cost of the transition. This value is com-
puted by the Bellman equations, following the optimality principle which can be
stated as follows: any sequence of decisions (also referred to as policy) di,...,d,
is optimal only if for all k¥ € [n], subsequence dy,...,d, is optimal under the as-
sumption that decisions di,...,dg—1 are done. (Detailed descriptions of dynamic
programming can be found for instance in [16], [17, 18] or [74].)

In the easiest case, every state arises from transforming a single predecessor state.
In this case, the policies correspond to simple s-t-paths in a common acyclic net-
work, where each node corresponds to a state and each decision is represented by
an arc. Node s represents an initial state and ¢ a final (global) state. The optimal
policy corresponds to a path that is shortest with respect to the total sum of arc
weights in the path, where the arc weights correspond to the costs of transitions.
As a consequence, many problems solvable by DP are in fact solved by computing
a shortest path in a directed acyclic graph. Classical examples include the binary
knapsack problem (Bellman and Dantzig, [16]), the Dreyfus-Wagner-algorithm for
the computation of Minimum Steiner Trees ([30]), the dynamic programming ap-
proach to solve TSP, algorithms for sequence alignment, and subsequence counting
problems which have a certain practical importance in connection with DNA se-
quencing ([93, 72, 34]) or simple lot-sizing problems ([119]).

However, these models turn out to be too simple in cases where more than one
state must be combined for the computation of an output state (which can already
happen for more advanced lot-sizing problems). To model problems of this kind
in terms of graph theory, one makes use of directed acyclic hypergraphs instead
of common digraphs. This insight came up in the 1980s (see [51]; overviews in
[6, 43, 73]). Examples are multi echelon lot sizing problems ([7]) and some dynamic
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programming algorithms derived from tree decompositions, for example Maximum
Stable Set on Trees (see e.g. [29, 3]). The following small example shows the idea:

Ezample 2.8 Problem CHAIN MULTIPLICATION ([68]): given a sequence of matrices A1 €
R%0*x4 through A, € R¥»-1% one has to find a parenthesization such that the product
[T, A: is computed with as few computations as possible.

For this problem, the underlying hypergraph is H = (U, .A), where node set U contains
for each 1 < k < £ < n one node ug,¢. In an optimal solution, state ux  has as value the
optimal number of computations for the matrix product of subsequence Ay through A,.
The arc set A contains for each 1 < j < k < £ < n one hyperarc ({u;,k, ur+1,0}, uj,e). The
weight of the hyperarc is the number of computations when multiplying product Hf: y A;
with product Hf:kﬂ A;, i.e. value dj_1did,.

A solution corresponds to a W-t-hyperpath in this hypergraph, from W := {u;; €
U | i € [n]} to final state t := w1 ». The length of the hyperpath is determined by the total
sum of its arc weights.

Looking at the matter from a geometric point of view, the convex hull over in-
cidence vectors characterizing the W-t-hyperpaths in a hypergraph H = (U,.A)
associated to the underlying problem becomes interesting. Several choices of vari-
ables can be thought of to describe the hyperpaths in H. It immediately suggests
itself to encode the hyperpaths by incidence vectors & € {0, 1}, setting x, = 1 if
and only if arc a is used in the hyperpath. However, one could also describe the
hyperpath by the nodes it is passing through or think of a mix of both descriptions.

DEFINITION 2.9 Let H = (V, A) be some directed hypergraph with W C V and
t € V. We will call the convex hull over all incidence vectors in {0,1}" of subsets
V[L] C V induced by W-t-hyperpaths £ in H the hyperpath set polytope in node
space, and the convex hull of all incidence vectors in {0, 1} of W-t-hyperpaths in
H the hyperpath polytope in arc space.

Remark 2.10 We remark that if H is a B-F-hypergraph and W = {s}, then W-t-hyperpaths
become in fact simple s-t-paths in a common digraph. In this case, the hyperpath set
polytope is what is in literature referred to as path set polytope (see e.g. [112]).

Moreover, we note that a description of the W-t-hyperpath polytope in a combination
of arc and node variables is provided by means of the more general concept of branched
polyhedral systems which will be studied in chapter 5.

If there is a linear projection ¢ projecting any characteristic vector of a hyperpath
(policy) with respect to nodes to the corresponding solution, then the hyperpath
set polytope together with o provides an extended formulation for the polyhedron
of solutions.

However, it is ANP-hard to determine shortest hyperpaths in general directed
(hyper)graphs (for common digraphs, it is obvious that HAMILTON PATH is a spe-
cial case); hence, a “nice” linear description of the hyperpath set polytope can not
be expected in general. (See page 3.) The situation looks different when we con-
sider classes of hypergraphs, in particular the following class that conforms to the
properties of many dynamic programming algorithms.

DEFINITION 2.11 (DP hypergraphs) A hypergraph H = (U,.A) will be called DP
hypergraph if it has the following properties:
[dph1] H has a unique sink ¢, i.e. one single node ¢ such that there is no arca € A
with t € tail(a).
[dph2] H is an acyclic B-hypergraph.
As U is finite and H is acyclic, there must exist a set of nodes

@ # W ={welU|Pae Asuch that w € head(a)}.
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We call W the source nodes of H. Moreover, from the acylicity and the
uniqueness of sink ¢ follows that H is connected.

[dph3] For any W-t hyperpath £ in H, it holds that the relaxation of (U[L], L) is
an arborescence rooted at t.

It is easy to see that DP hypergraphs reproduce the properties of many dynamic
programming algorithms.

» A DP hypergraph H = (U, .A) is a B-hypergraph. This reflects the fact that in
each computational step, subsets of states are transformed into single output
states.

» H has a unique sink ¢, which serves as a “final state”, along with a set of
sources YW C U such that none of the nodes in W is head node of any arc in
A.

» H is acyclic; we are not interested in cycling algorithms.

Remark 2.12 In a hypergraph H = (U,.A) complying to [dphl] and [dph2], there exists
for every node u € U a W-t-hyperpath passing through node u.

Why is this so? Certainly, we can bring I/ in a topological order such that for each arc
a€ A, v wfor v € head(a) and for all w € tail(a). We will now construct a hyperpath
L C W containing some node u. If u = ¢, we initialize £ by setting £ = @. Otherwise, we
let £ initially consist of a set of arcs a1, ..., a, with the following properties:

> u € tail(ar)
» head(a;) Ntail(ai+1) #9,i=1,...,n—1
» head(an) = {t}
This series of arcs must exist as H is an acyclic hypergraph with unique sink ¢. Note
that for each node v € U[L], there cannot be more than one arc in £ having v in its head
because of the acyclicity of H.
Next, we define the set of “open ends”

Uz :={v eU[L] | v¢ W and Pa € L such that v € head(a)}

We extend L to become a hyperpath by repeatedly applying the following steps:

(1) If Uz # @, choose the topologically largest node v € Uz,

(2) add an arc a € A\ L to £ with head(a) = {v}, and

(3) update Uz accordingly.

Note that node v chosen in (1) cannot be in W by definition of 2. But by Definition 2.11
of W, it holds that for every node v ¢ W, there must be an arc a with {v} = head(a), and
a ¢ L by definition of Uz. Hence, the arc a added in (2) must exist. After the update, Uz
contains only nodes topological smaller than v. As the vertex set U is finite, the algorithm
must therefore terminate with Uy = @.

By construction, there is for each node v € U[L]\ W exactly one arc in £ with head(a) =
{v}. Moreover, for any arc a € L, it holds that head(a) "W = &. So, we can order the
arcs in £ according to the topological order of their head nodes. This ordered arc set
obviously satisfies [pl] and [p2]. Moreover, it is not possible to remove a subset of arcs
from £ without violating [p1] and [p2], because then, there exist nodes that are not head
of any arc in £. Hence, L is a hyperpath.

From Lemma 1.2, we get already that the relaxation D, of (U[L], £) is an acyclic
digraph for any hyperpath £. [dph3] ensures that D, does even not contain any
undirected cycles.

Remark 2.13 Condition [dph3] can be alternatively formulated by introducing a reference
set system R, as Martin et al. do. (See [86]):
[dph3’] Each node u € U of the hypergraph is labeled with a nonempty set R(u) € R such
that for each arc a € A, it holds:
» u,v € tail(a) with u # v = R(u) " R(v) =2
» u € tail(a), v € head(a) = R(u) C R(v)
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Figure 2.1: Condition [dph3’] forbids in particular cycles with more than one sink in W-t-
hyperpaths.

Proof. © We develop R from [dph3]. Since H is acyclic, we can bring the node set U in
topological order. Starting in that order from the last node in W, we set R(v) := v if
v €W and R(v) := UuepredH(U) R(u), otherwise. Obviously, we get for any a € A with
head(a) = v that for all u € tail(a), the inclusion R(u) C R(v) is satisfied.

Now assume that there exists an arc a with head(a) = v, u,w € tail(a), v # w, and

R(u) N R(w) # &. Then we can choose two sequences of arcs Lo = (aa,...,ax) and
Ls = (f1,...,0) such that
(1) a1 = ﬂl = a,

(ii) head(a;) € tail(cyi—1) for all 1 < ¢ < k and, similarly,
head(8;) € tail(B;—1) for all 1 < i < ¥,

(iii) tail(as) Ntail(B;) = @ for all ¢ < k, j < £, and

(iv) tail(ag) Ntail(Be) # @.
Furthermore, we can as in the proof of remark 2.12 choose a set £; C A connecting node v
with node t. We define initially a set £ as £; U Lo U Lg. Proceeding algorithmically as in
the proof of remark 2.12, we end up with a set £ of arcs that has all open tail nodes in W
and a single open head node in node ¢. We claim that £ is a hyperpath. [pl] and [p2] are
obviously satisfied, and since by construction deleting a subset of arcs from L leaves open
tail nodes not in W, we get that [p3] is satisfied, too. So we found an hyperpath which
has a relaxation that is not an arborescence, contradicting [dph3].

@ Assume that [dph3’] holds for DP hypergraph H. It suffices to show that for any W-
t-hyperpath £, Dy = (U[L], L) does not contain undirected cycles. Assume the contrary.
Each undirected cycle C in the undirected version G of digraph D, must contain a unique
sink. Otherwise, there must be an arc a in £ violating condition R(u) N R(w) = & for
all u,w € tail(a), u # w (see figure 2.1). This implies that there is also a unique source
in C. Moreover, each cycle C must contain one unique node vg** (vg"™) that is maximal
(minimal) among all nodes in C with respect to the topological order of D.. Since there
is only one source in C, for all nodes v in C holds that R(v@™) C R(v).

We proceed by induction along the topological order of D, to show that no node in
U[L] can serve as a maximal node in a cycle C. Clearly, there can not be a cycle C with
vg'™ among the sources W by definition of W.

Now assume that there is an undirected cycle C such that vg*** ¢ W is maximal node in
C. Let u,w be the direct predecessors of vz'®* such that arcs (u,vg'®*) and (w,vg'™) are
bothin C. As @ # R(vg™) C R(u)NR(w), there can be no arc a in £ with {u, w} C tail(a)
because of [dph3’]. So u and w must be in the tails of two different arcs a, and a. with
head(a.) = head(aw) = {v&**}. The proof of Lemma 1.2 shows that one of these arcs
must be dispensable. Hence, £ cannot be a hyperpath. Contradiction. O

Martin et al. gave a complete linear description of the path polytope in arc
variables for DP-hypergraphs ([86]):
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Theorem 2.14 ([86]) Let H = (U, A) be a DP hypergraph. Then the follow-
ing inequalities provide a complete linear description of the path polytope of VW-t-
hyperpaths in arc space:

> =1 (2.1)

aeé}f}(t)
Z Tq — Z Zq =0 Yueld ~(WU{t}) (2.2)
a€din(u) a€dPt (u)
2q 20 VYae A (2.3)

If we additionally postulate that H is a BF-hypergraph (i.e. a common digraph),
then this description becomes the well-known linear description of the path polytope
(in arc variables) for acyclic digraphs (see [57]).

As will be shown later (see page 55), the DP algorithm for optimization over
orbitopes (see figure 3.9) allows the construction of a corresponding DP-hypergraph.
For the special case of orbisacks, it is even possible to achieve a complete description
of the hyperpath set polytope (in node variables on this hypergraph).

2.4 Faithful Sectioning

Faithful sectioning can be a useful tool to derive the H-representation of a polyhe-
dron from its V-representation. The idea is not completely new. However, as far
as we know, it has never been introduced systematically. In the literature, faithful
sectionings are not explicitly tagged, but informally described as a reduction of one
polyhedron to another (see for instance [107]).

DEFINITION 2.15 Let o : R? — R” be a linear projection from R% to R". We call a
map s : R" — R? a og-section, if o(s(z)) = x for all x € R™.

Let now Az < b be a set of linear inequalities with A € Q™*™ and b € Q™ that
is valid for polyhedron P, and let Q be a polyhedron in R? which is projected to
P by means of the projection . The main idea is to show that for each x € R"
satisfying Ax < b, the relation s(z) € Q holds.

DEFINITION 2.16 We say that the inequality system Ax < b is Q-enforcing for s
if and only if for all @ € R™ satisfying Az < b it follows that s(x) € Q.

Theorem 2.17 Let polyhedra P C R™ and Q C R? be given. Moreover, let a set
of linear inequalities Ax < b with A € Q™*™ and b € Q™ be given that are valid
for P. Let 0 : R* — R" be a linear projection such that o(Q) C P and let the map
5:R" — R? be a o-section. If the inequalities Ax < b are Q-enforcing for s, then
P={xeR™| Az < b}.

Proof. Figure 2.2 illustrates the idea. Let P’ denote the set {x € R" | Az < b}.
Clearly, P C P’, because the set of inequalities is valid for P. So it remains to show
that P’ C P. Let ¢ € P’. As the inequalities are Q-enforcing for s, s(x) € Q.
However, 0(Q) C P, and as s is a o-section, o(s(x)) = « holds. Hence,  must be
in 0(Q) and therefore in P. O

As will be shown in the following, the application of this method does not nec-
essarily require an educated “guess” at the linear description of P. Moreover, we
remark that map s does not have to be defined in every point in R™. Instead, it
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[Rd

Figure 2.2: Projection o and o-sectioning s.

suffices for s to be defined for all x € {x € R" | Az < b}, since it can be extended
arbitrarily to R”.

In what follows, we will present some instructive examples for the application of
faithful sectionings.

2.4.1 Applications and Examples
2.4.1.1 The Clique Polytope with Clique Size 2

DEFINITION 2.18 (Clique polytopes) Let G = (V,€) be a graph and let C* be a k-
clique in G. The incidence vector £[C*] € {0,1}Y induced by C* has entries z, = 1
if and only if v € C¥. For k = 0, we define x[C°] := 0. Denoting by

Xk = {x € {0,1}V | k-clique C* in G such that & = z[C*]},
we define the k-clique polytope as
P*(G) := conv(XF),
the clique polytope with bounded clique size k as

k
P<H(@) = conv(U XY,
i=0

The clique number w(G) of graph G denotes the size of a largest clique in G. The
polytope P<¢(©) ig called the clique polytope.

As the cliques of graph G correspond to stable sets in the complement G of G,
polytope P*(G) is isomorphic to the convex hull of stable sets of size k in G for
any k. However, finding an independent set of maximal size in G (or, equivalently,
finding a k-clique of maximal size in G) is an N"P-hard problem in general graphs
([46]). In the sense of the results of Papdimitriou and Karp (see page 3, there is no
hope of obtaining a “nice” complete linear description for P*(G) or PS*(@).

But even for graph classes with known efficient algorithms for MAX INDEPEN-
DENT SET — as for instance apple (pan) free graphs (which include the claw free
graphs, see [22]) or 2Ks-free graphs (see [79]) — there is no description for stable
set polytopes available. However, there is a lot of development in this field. A
complete description of Pgw(G)(G) was formulated some years ago by Eisenbrand
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Figure 2.3: A graph G and its associated digraph D used in the construction of the extended
formulation for PS2. Gray arcs — except arc (t, s) — have lower capacity bound 0 and upper
capacity bound +oco.

et al. for quasi-line graphs ([33]). Ventura et al. found a linear description (by
extended formulation) for geared (fuzzy) line graphs ([45, 44]) and Oriolo et al.
recently obtained a description for claw free graphs with stability number at least
4 and containing neither homogeneous pairs nor 1-joins ([96]. The latter proof is
especially interesting for us as it relies on graph decomposition and is related to
branched polyhedral systems (see chapter 5; in fact, Oriolo et al. are using the
strip-decomposition of graphs proposed by Chudnovsky and Seymour, see [25]).

Much less is known about the linear description of polytopes P<F, although for
fixed k, optimization can be done in polynomial time. (Note that checking every
subgraph of size at most k to be a clique costs time of O(n*k?) in a graph with n
nodes.)

Janssen and Kilakos found a linear description of the polytope PS?(G) for general
graphs G, formulated from the stable set point of view ([59]). Their proof is based
on the work of Cook and Shepherd ([108]) and the use of sequential liftings ([99]).
However, it has slight flaws concerning the characterization of facets (see 2.27).

Our own experiments show that for PS*(G), things become much more involved
if k > 3 and G is a general graph. For graphs G with bipartite complement, i.e. for
graphs with a vertex set that can be partitioned into two subsets each inducing a
complete subgraph, Janssen and Kilakos gave a linear description of P<3(G).

In what follows, we will use the technique of faithful sectioning to (re)prove a
linear description of PS2? for some given graph G = (V,£). The main idea is
the use of an extended formulation based on the cycle polytope of a digraph D
associated with G. While a complete “nice” description of the cycle polytope of
general digraphs seems out of reach, it can nevertheless be formulated for special
digraphs. In our case, we will derive the cycle polytope for a special digraph from
the circulation polytope of D using Hoffman’s theorem describing circulations in
arbitrary digraphs.

Theorem 2.19 (Circulation theorem, [57]) Let D = (W, A) be some digraph with
upper capacity bound u, € RU {—o0,+00} and lower capacity bound £, € RU
{—00,+00} on each arc a € A. Then a circulation exists if and only if

Yoola< D ua VSCW.

aesin(s) a€dBt(S)
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Moreover, if there is a feasible circulation in D and if € and w are both integral,
then there exists an integer-valued feasible circulation.

DEFINITION 2.20 We call the set of all circulations in some digraph D = (W, A)

Qn(D,u, ) :={y € [RA| Zya—Zya:()VwEW, by € Yo < ug Va € A}

a€dB(w) a€sy (w)

the circulation polyhedron of D. Polyhedron Qe (D, u,£) is integral if u and £ are
integral. (This follows from the total unimodularity of the constraints matrix, since
the V-E-incidence matrix of any digraph is total unimodular.)

Now let us return to PS2(G) on graph G = (V,£). We define a digraph D =
(W, A) with node set W defined as

W= (V x {1,2}) W {s,1}.

So W is the union of two copies V! and V? of the node set V of G and two additional
nodes s and t. For a node v € V or subset of nodes U C V, we denote by v¢ € V* or
Ut C Vi i€ {1,2}, their respective copies. The arc set A of D is defined as the set
containing

» the arc (¢, s),

» all arcs pointing from s to V! U V?,

» all arcs pointing from from V' U V? to t, and

» for any edge {v,w} € £ one arc (v, w?) and one arc (w!,v?).
Figure 2.3 shows an example for a graph G and its associated digraph D.

Defining upper and lower capacity bounds u*,£* € R4 as follows

=0 foralla € A

ul =1 for a = (t,s)

up =400 forallae AN {(t, )},
we obtain a circulation polytope Q¢ (D, u*,£*) on D, which is bounded because of
the bounds on arc (¢, s).

We are now ready to fix the ingredients for the faithful sectioning.

DEFINITION 2.21 We provide a projection o as follows:
o:R*—=RY with T(Y)v = Y(s,01) T Y(w2,t)-

Moreover, we define a map s : [RK — R4 which is mapping any point x € [RK to an
arbitrary point in the circulation polytope Q¢ (D, u®, £%), if the latter is not empty,
and to an arbitrary point in R otherwise. Upper and lower capacity bounds u®
and £% are defined as follows:

o =2

;S’”l) IQ } forallv eV
oz =73
o =0 for all other a € A
u(;’”l) = 3 } forallv eV
U2 ) = 3
uf, o 1 for a = (t,s)

u® := +oo for all other a € A,

a
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In figure 2.3, any gray arc except arc (¢, s) gets lower capacity bound 0 and upper
capacity bound +oo. All black arcs get lower and upper bound %, where v! is end
node or v? is start node of the arc, respectively.

Lemma 2.22 o(Qn(D,u*, £)) C PS2(Q).

Proof. For any circulation y in D = (W, A) it holds that the flow on each arc in D
is implicitly bounded from above by 1 by construction of D and the upper bound on
arc (t,s). Moreover, y, > 0 for any a € A. By Theorem 2.19 and Definition 2.20, we
get that each vertex y of Qr, (D, u*,£") is integral, which means that in particular
y, € {0,1} for each a € A. Hence, supp™(y) is a simple cycle in D for each
vertex y, and by construction of D, o(y) is a vertex of PS2(G). As o is linear,
U(QO(Dvu*7£*)) - P<2(G) u

Lemma 2.23 If the polytope Qu (D, u®, £%) is nonempty, then o(s(x)) = .

Proof. If polytope Q¢ (D, u®, £%) is nonempty, then there is a feasible circulation in
D satisfying upper and lower bounds. This circulation must send % units of flow
over arcs (s,v!) and (v?,t) for all v € V. Hence, o(s(x)) = x. O

The crucial observation is that for any € RY,
Qo (D, u”, £%) C Qo (D, u”, £7).

Hence, if polytope Qe (D, u®,£%) is nonempty for some & € RY, then s(x) €
Qo (D, u*, £%). This means: if we ensure by some set of inequalities that for any
x € RY satisfying these inequalities, polytope Q) (D, u®,£”) is nonempty, then
this inequality system is at the same time Qq, (D, u*, £*)-enforcing for s. However,
this wanted inequality system has in general already been formulated in the main
statement in Hoffman’s circulation theorem.

Lemma 2.24 The following set of inequalities is Qo) (D, w*, £%)-enforcing for s:

2 Z T, + va <2 VT CV stable in G (2.4)
v€T  weEVN(TUNg(T))
T, =20 YveV (2.5)

Proof. By Theorem 2.19, there is a circulation in Q¢ (D, u*,£%) if and only if

Yoo > Uk VScw. (*)

a€din(8) acdyt(S)

However, we observe:
» If s € S and there is a node v € V? with v ¢ S, then the right-hand side of
(*) becomes +o00, and
» if {s} UV? C S, then the left-hand side of (*) becomes 0, as there is no arc a
entering § with ¢, > 0.
» Similarly, if t ¢ S and SN V! # @, then the right-hand side of (*) becomes
400 and
» if t ¢ S and SN V! = &, then the left-hand side of (*) becomes 0.
» If there is an arc a € V! x V2 with a € §°U(S), then the right-hand side of
(*) becomes +oo.
In all these cases, inequality (*) is trivially satisfied. Hence, we can in the following
assume that
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W {s,t}

e ] v

Figure 2.4: Partitioning node set V! U V2. If Vil and V; are not connected with a line, then we
can assume that there is no arc in Vil : V;, as described in the proof. Subsets of S are gray. The
partition of W induces a partition of V (dashed sets).

(i) s ¢ S, that
(ii) t € S and that
(iii) (SNVYH):(SNV?) =o.
Now we partition W into sets Vi through Vi, i € {1,2}, such that

VinS=gand V}NS =9 VoCSand VinS =9
VinS=@and ViCS VicSandV?CS.
Note that this partitions at the same time set V into sets V; through Vy; see fig-

ure 2.4.
So, we can write the left-hand side of (*) as follows:

DR S - S S e S S -

ac{s}:Vi ac{s}:V} ac{s}:V3 ac{s}:Vi
=0 =0
S Y oae X g X oA
acVi:{t} acVi:{t} acVi:{t} acVy:{t}
=0 =0

:%Z"EU—FZ%—F%Z%'

vEV vEV2 vEVy

Because of (iii), V} : Vi = @ and V} : Vi = @ for i € {2,4}. So the right-hand side
of (x) becomes u; 5y = 1. We obtain the following inequality:

Swe 42w+ Yy wy <2 (2.6)

vEV vEV2 vEVy

Observation (iii) also implies that Vs is a stable set in G. Moreover, there are no
edges between VUV, and Vs, in G. Hence ViUV, C VN (VaUNg(Vs)). In particular,
every inequality from (2.6) is dominated by an inequality from (2.4) with Vo = 7
and V; UV, C VN (TUNg(T)), since we can additionally assume that z,, > 0 for all
v € V. Therefore, it suffices to use inequalities (2.4) in connection with (2.5). O

Observation 2.25
(a) The dimension of PS?(G) C RY is |V| because it contains 0 and standard unit vectors
e’ for all v € V.
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Figure 2.5: Inequality > c 4 Tv +23, cx Tv < 2 is not facet defining in this graph.

(b) For the considerations below, the dimension of P?(G) is also of interest. This di-
mension is clearly the rank of the node-edge incidence matrix of G = (V,€&) (i.e.,
the dimension of the linear subspace spanned by P?(G)) minus one (since P?(G) is
contained in the hyperplane defined by 3 ), ®v = 2). As the rank of the node-edge
incidence matrix of a connected graph with n nodes equals n — 1 if the graph is bipar-
tite and n otherwise (see e.g. [23]), we get that dim(P?*(G)) = |V| — 1 — B(G), with
B(G) the number of bipartite components of G.

Proposition 2.26 For any graph G = (V, &), the following set of inequalities is a
complete non-redundant linear description for PS%(G):

23 @y + Yy <2 (2.7)

vES  vwEVN(SUNg(S))
T, 20 Yoey (2.8)

for all S C 'V that are (possibly empty) stable sets in G, where G[V \ (S UNg(S))]
does not contain any bipartite component.

Proof. The set of inequalities (2.4) and (2.5) provides a linear description of P<?(G)
as all prerequisites for Theorem 2.17 are satisfied:

» The set of inequalities (2.4) and (2.5) is obviously valid for P<2?(G).

» By Lemma 2.22, 0(Qq, (D, u*,£")) C PS2(G).

» By Lemmas 2.23 and 2.24, s is a o-section for any « satisfying inequalities (2.4)

and (2.5).
» Finally, by Lemma 2.24, the inequalities are Q¢ (D, u*, £*)-enforcing.
If z € {0,1}Y is active for an inequality (2.4), then = is

» either the incidence vector of a 2-clique in G[V \ (S UNg(S))] or

» ¢ for some v € S or

» the incidence vector of a 2-clique that intersects with S.
From this and Observation 2.25 (b) follows that the affine dimension of the face
defined by the inequality is |V|—1—/3, where [ is the number of bipartite components
in VN~ (SUNg(S)). Hence, an inequality (2.4) is facet defining if and only if there
are no bipartite components in V \ (S UNg(S)).

Consider now the active vertex set for inequality x, > 0. It contains all vertices
induced by 1- and 2-cliques C with v ¢ C together with the O-clique. Thus, its
convex hull is the same as PCS?(G") for graph G arising from G by dropping v and
all edges adjacent to v. The dimension of PCS%(G’) is [V| — 1.

o

Remark 2.27 This corrects the results of Janssen and Kilakos, who erroneously characterize
inequalities as facet defining which in fact are not, as example graph G in figure 2.5 shows.
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The blank node K in the graph represents a clique which is adjacent to all nodes in the
set A = {a1,az,as,a4,as} of (gray) nodes. So the following conditions are satisfied:
» Every maximal stable set in G[A] has size at least 2.
» G[A] has a stable set of size at least 3.
» K is maximal clique in N(A) := Myea Na(v) N A, where Ng(v) denotes the neigh-
bourhood of v in G.

However,

is not facet defining as Janssen and Kilakos claim, because it is the sum of inequalities

1
Z Ty +xa4 + E(mal +xa2 +:Ca3) < 1 and
veE

1
Z Ty +xa5 + E(mal +xa2 +:Ca3) < 1
veE

We close this section by characterizing P?(G) linearly. This polytope is a face
of PS?(G), namely the intersection of PS?(G) with equation Y, .y, ©, = 2. Sub-
tracting this equation from inequalities (2.4), we get that the following inequality
set

va— Z T, <0 VT CV stablein G *)
veT vENgG(T)

holds for any point in P?(G). Any face of P?(G) defined by an inequality from (*)
is isomorphic to P%(G’) with G’ the graph arising from G by deleting all edges with
one end in Ng(7) and the other end not in 7. Similarly, for every v € V, the face
of P2(G) defined by x, > 0 is isomorphic to P?(G"), where G” arises from G by
removing v.

This establishes the following

Proposition 2.28 For any graph G = (V,E), the following set of inequalities pro-
vides a complete non-redundant linear description for P?(G):

ZxU=2

veV
va— Z T, =0 forallT €B
veT vENG(T)
va— Z T, <0 forall T €S
veT vENG(T)
Ty =0 for all isolated nodes v € V
T, =0 fm’allvev

where

> 3 is the family of subsets of V containing from each bipartite component of G
exactly one of the two shores,

> S is the family of stable sets T CV of G with the property that removing from
G all edges in T : (V ~\ Ng(7T)) increases the number of bipartite components
by exactly one, and

» V contains all nodes of G that can be removed without changing the number
of bipartite components of G.
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Digression: the Edge Expansion of the Graph of P?(G)

Let P be some polytope with graph H = (Vg, ). (For the definition of the graph
of a polytope, see page 15.) The edge expansion of P is then defined as

@) = i (20

v
5| gl

The vertex expansion of the polytope is defined as

Xo(P) = min <%> |

0CSCVy
|s|< g
where N (S) is the set of neighbours of S in Vg ~ S. It is an open question
whether the edge expansion of every 0/1-polytope is equal or larger than one (this
has been conjectured by Mihail and Vazirani, see e.g. [37] and [91]). Clearly, the
edge expansion is bounded from below by the vertex expansion. Unfortunately, 0/1-
polytopes with (arbitrary) small vertex expansions do exist; they can be generated
by means of probabilistic methods (see eg. [49]).
In contrast to this, we will show in Example 2.30 that P?(G) can be used for
a deterministic construction of polytopes with vertex expansion < 1. We will also
show that P2(G) has always edge expansion equal or larger than one.

We start with the characterization of adjacency in the graph of P?(G). We will
use the fact that two vertices of the polytope are adjacent in the graph of the
polytope if and only if there is a linear cost functional maximized by exactly these
two vertices.

Lemma 2.29 Let e := {u,v} and f := {s,t} be edges in G = (V,E). Then vertices
xle] and x[f] of P?(G) are adjacent in the graph of the polytope if and only if e and
f are not opposites in a four-cycle in G.

Proof. @ Let e and f be no opposites in every 4-cycle. Let I the edge set of the
complete graph on nodes w,v,s,t except of edges e and f. We will construct a
cost vector ¢ which is maximized by z[e] and z[f] only. We have to distinguish the
following cases:
(i) e and f are incident in G, w.l.o.g. at node v = s. Define vector ¢ with ¢, := 1,
Cy = 2, ¢; := 1, components 0 otherwise. The maximum cost value of 3 is
only achieved by z[e] and z[f].

(ii) e and f are not incident and £ N K = @. Use then vector ¢ with ¢, = 1,
cy =1, cs: =1, ¢; :== 1 and components 0 otherwise.

(iii) e and f are not incident and |€ N K| = 1. We can w.l.o.g. assume that edge
{u, s} exists. (Other constellations are isomorphic.) Use ¢, := 2, ¢; := 2,
¢y =1, ¢s := 1 and components 0 otherwise.

(iv) e and f are not incident and |€ N K| = 2. We can w.l.o.g. assume that edges
{u, s} and {v, s} exist. (Since e and f are not in a four-cycle by assumption,
all other constellations are isomorphic.) Use ¢, := 2, ¢, :=2,¢5:=1, ¢ :=3
and components 0 otherwise.

© Let now e and f be opposites in a four-cycle. W.l.o.g, the other edges in the

cycle are {u, s} and {v,t}. Assume we could find a cost vector ¢ maximized by x[e]

and z[f] only. Its components have to satisfy the following system of equations and

inequalities:

Cy+cy=C( cs+c=C(
Cyt+cs < Cy + ¢ <
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Figure 2.6: Example for graph G2 inducing polytope P2(G7-3) with small vertex expansion.
Dotted edges are “red”, solid edges are “blue”.

So
!
Cy + s+ ey +cp =2C.
—— ——
<¢ <¢
Contradiction. O

Ezample 2.30 The vertex expansion of the graph of P?(G) can be as small as 2(v/2—1) +¢
for some € > 0, as the following example shows.

Let G1 := Km,m and G2 := K, , be two complete bipartite graphs. Graph G; has
vertex set V; := Vj WV? and edge set & =V} x V; for j € {1,2}.

We construct the graph G™™ from G1 and G2 by adding all edges {u,v} with u € Vlj
and v € VJ, j € {1,2}. (See fig. 2.6 for an example with m = 7 and n = 3.)

Now we color all edges inside GG1 red and all other edges blue. This induces sets of red
and blue nodes in the graph of polytope P?(G™™). We will study the adjacency of those
red and blue nodes.

As long as n? + 2mn > m?, there are at least as many blue than red nodes. There
can be no connection between blue nodes coming from edges in the graph G> and any
red node, since the corresponding edges in G"™"™ are opposites in 4-cycles. On the other
hand, any other blue node is connected to a red node. Hence, the red nodes have 2mn
blue neighbours. (In the example, there are 49 red edges and 51 blue ones, and the blue
neighbourhood of the red node set has cardinality 42.)

For m,n > 0 with n? + 2mn > m?, the vertex expansion of the graph of P?(G™™")
is therefore bounded from above by %” This value becomes smallest for m as large as
possible, which is the case if n* + 2mn —m? = 0. This implies a bound of 2(v/2 — 1) ~
0.82843.

Proposition 2.31 P?(G) has an edge expansion of at least 1.

Proof. Let G = (V,€) and let H := (V,£) be the graph of polytope P2(G). To dis-
tinguish the edges in G from the edges in H, we will refer to the latter as meta-edges.
We color an arbitrary nonempty set of edges £ C £ “red” and the complement
Ep = €\ &g “blue”, where |Er| < |Ep|. This induces sets Vg C V and Vp C V
of red and blue nodes in H. Moreover, we define a blue subgraph B := G[€g], a
red subgraph R := G[€R], and a set Vp := {v € V| degg(v) > 1} containing all
vertices in V incident with at least one blue edge.

The aim is to show that |0y (Vr)| = |Vr| = |ER].

Let v € Vp. For any red edge r € Er incident with v, there are meta-edges
between r and all edges in 0 (v), because r cannot be opposite to these edges in a
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4-cycle. This implies that

|0 ( VR Z degp(v) degg(v).
vEVER

If for all v € Vg, it holds that degp(v) > 1, then

165 (VR)| = Y degp(v) = 2|€p| > 2|€rl.
veVp

But if degr(v) = 0 for some v € Vg, then v is not incident with any edge in &g.
This implies that for every edge r € Eg, there exists at least one edge in £ which is
not opposite to 7. (Assume that for some r € g, all edges in £ are opposite. Then
there must be in particular a 4-cycle containing v (since Vg does not contain isolated
nodes). This cycle contains edge b € £p leading between one endpoint of r and v
which cannot be opposite to . Contradiction.) So for any edge in &g, there exists
at least one meta-edge between Vi and Vg, which implies |65 (Vr)| = |Ex|- O

2.4.1.2 The Path Set Polytope for Acyclic Digraphs

Our second example for the use of faithful sectionings concerns the linear description
of the s-t-path set polytope for acyclic digraphs (see Definition 2.9), which has
already been derived by Vande Vate ([112]) by means of a lift and project approach
in combination with Bender’s decomposition.

Let D = (V, A) be some acyclic digraph with unique source node s and unique
sink node ¢. The s-t-path set polytope in D will be denoted by P*(D).

Just like in the first example, we give an extended formulation based on a directed
graph D = (V, A). The construction is standard: node set V is defined as

V= (V x {in, out}),

that is, we split each node v € V into two clone nodes v and v°**. Again, for any
subset of nodes & C V we denote by U™ C yim or YoUt C YOUt the sets of their
respective copies in V.

The arc set A is defined as

A= {0 w™) | (v,w € A)} U {(™,0") [veV} U (™).

Arcs in {(v°%, w'™) | (v,w € A)} will be referred to as real arcs while arcs in
{(v™,v°) | v € V} will be called split arcs; see figure 2.7 for an example. The
construction of the faithful sectioning is as follows. _
» We consider the circulation polytope Q¢ (D, £*,u*) on the digraph D with
the following bounds on the capacity:
€* out piny 7= —O0
(vot,w } for all (v, w) € A (real arcs)

* —
u’(voutﬁwin) L +OO

f* in pouty =0
(v7,00m) } for all v € V (split arcs)
ur =400

(,Um 1w0ut)
g(tout7sin) =1
u(tout)sin) =1

Any vertex y of Qo(ﬁ, £, u*) describes a (nonempty) cycle in D.
» Projection o is defined as:

c:R*=RY, o(y), = Y(in pout)
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Figure 2.7: Example digraph D (bottom) obtained from acyclic digraph D (top).

» Map s is mapping any point in R4 to a circulation in QO(IND, £% u®) (as long
as it is not empty), which is defined by bounds

Eons winy 7= =00 } for all (v,w) € A
u’:(z:vout_’win) = 400

T —

é(:in’vout) T } forallv eV
Uiyin yout) ‘= Loy

é(tout7sitl) =1

U(tout)sin) =1

It is easy to see that map s is a o-section for those € RY where it is defined,
that o(Qe (D, u*, £%)) € P**(D) and that Qx (D, u®, £%) C Qu (D, u*, £¥).

It remains to ensure by some set of inequalities, that for each & € RY satisfying
these inequalities, polytope Q¢ (D, £*, u®) becomes nonempty, since in this case,
the inequality system is Qo(ﬁ, £*, u*)-enforcing for s.

Proposition 2.32 Let D = (V, A) be an acyclic digraph with unique source s and
sink t. The following system of inequalities provides a linear description for the
s-t-path set polytope:

day— > x,<0 VT C V-~ {t) (%)

veT vesucep (7))
Ty =0 Yv ey

Proof. By theorem 2.19, Q¢ (D, u®, £%) is nonempty if and only if
Yoo > ul vSCV. (*%)
aGJ%‘(S) aeé%“t(S)
Let S be an arbitrary subset of V. From S. , we derive three subsets of V:
S":={veV|v" eS8 and v°" ¢ S},
S = (v eV |v" ¢S and v°" € S}, and
Sneut .— £y eV [ v € S and v°" € S}.
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(i) Note that if 6%*(S) or (5%‘ (8) contain any real arc, then (**) is trivially satis-
fied. So, instead of (**), it suffices to ensure that

atr Y a< Y (r*%)

veSin peSout

where « is set to 1 if 5%‘ (S) contains arc (t°%%, si); otherwise, we set o = 0.

(ii) Assume now that ¢ € S™. We remove t°" from S. If s € S, then this does
not change the values of the left and right hand side in (¥¥%); if si* ¢ S, then
we subtracted 1 from both sides. _

(iii) a = 1 implies that s € S. By removing s from S, we either subtract 1 from
both sides of inequality (¥**) (if s°" ¢ S) or leave both sides as they are (if
5ot e §),

Hence, (¥*¥) is satisfied for S if it is satisfied for a set S’ with ¢ ¢ S™ and o = 0,
which will be assumed in the following. Moreover, we can add ZUE gimout Ty t0 both
sides of (***) obtaining

Z Ty < Z Ty, (***7)

Ue(sinusinout) Ue(SOUtusin out)
Last, we observe that because of (i), we can take it as given that

suCCD(Sinout Usout) C Sinout U Sin' (****)
Putting this together, we get

> a < > T, < >

Ue(sinusinout) UESUCCD(SiHUSinout) vesinusinout

by using 7 = SUS™ U in (*) and exploiting that =, > 0 for all v € V to establish
(***’). }
Hence, inequality system (***) together with & > 0 is Qe (D, u*, £*)-enforcing for
5. As 0(Qu(D,u*,£%)) C P5*(D) and the inequality system is valid for P**(D),
we obtain the statement.

O

2.4.1.3 The Matching Polytope of an Arbitrary Graph

As said at the beginning of chapter 1, the perfect matching polytope of a general
graph is given by inequalities (1.1). Schrijver ([107]) derives a linear description of
the matching polytope for general graphs by a reduction (as he calls it) from the
linear description of the perfect matching polytope. In essence, he is using a faithful
sectioning. We will rephrase his proof in terms of faithful sectionings.

Proposition 2.33 The matching polytope PM (G) of a general graph G = (V,€) is
given by the following set of inequalities:

ze 20 Veef& (2.9)
> oz <1 Yovey (2.10)
e€dg(v)
1
3 oz < b|u|J YUCV odd, (2.11)
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Proof. Define graph G = G x K,. We denote by v’ the copy of node v € V and by
e’ the copy of e € £. Moreover, we write V' := {v' | v € V} and &' := {¢' | e € £}.
Hence, graph G = (VUV', €) consists of two identical subgraphs G and G’ = (V', &’)
and a set of edges {{v,v'} | v € V} connecting both.

The crucial observation is that if M is a perfect matching in graph G , then MnNE
is a matching in graph G, and, on the other hand, supposed we found a matching
M in G and define sets M’ :={e’ € &' | e € M} and M := {{v,v’} v ¢ V[./\/l]},
then

Mi=MUM UM
is a perfect matching in G. (See figure 2.8 left for an example.)

First, we construct an extended formulation for PM (G) from the perfect matching

polytope PFM ((N?) and the orthogonal projection ¢ which maps any point y € R®
to € = yg. Therefore, 0 maps in particular the incidence vector y of a perfect

matching in G to the incidence vector @ of a matching in G.
Next, we define a map s : R — R as follows:

Ye = Te Vee &
Yer 1= Te Ve' € &
Y{v,v'} = 1— Z Te V{U, 1)/} S £
e€dg(v)

We observe:
» The polytope P described by inequalities (2.9) through (2.11) contains P (G).

» o(PPM(G)) C PY(G).
» o(y) =z for all y = s(x); hence, s is a o-section.

Therefore, by Theorem 2.17, it remains to show that inequalities (2.9) through
(2.11) are PPM(G)-enforcing for s. In other words: we have to show that inequali-
ties (1.1) are valid for any point s(z) if inequalities (2.9) through (2.11) are valid
for x.

» Equations ) . 5

» Inequalities y. > 0 for all e € £ and y., > 0 for all ¢’ € £ follow readily from
inequalities (2.9).

» Inequalities ¥, 3 = 0 for all v € V follow from inequalities (2.10).

vy Ye =1 follow from the definition of map s.

» Finally, we have to ensure inequalities ) . st Ye > 1 for all odd sets U C V.

Let X :=UNVand YV :=UNV" and let Y? C V arise from U by deleting all
nodes in XNY and X'NY’ from Y. The symmetric difference 65U?) A 65(U)
can be partitioned into six subsets.

set... | contains all edges in E[U] with. ..

Ay ...one node in X \ (¥ NY) and one node in X NY
Al ...one node in X’ )’ and one node in X' N )’

Ao ...one node in Y’ ~ (X’ NY’) and one node in X' N )’
Al ...one node in Y \ X and one node in X Ny

As ...one node in X NY and one node in ¥V \ (¥ UY))
A ...one node in X’ N'Y’ and one node in V' ~ (X' UY"))

(See figure 2.8 right.) Because of the symmetry of G, there is a one-to-one-
correspondence between edge set A; and edge set A} for any i € [3]. Moreover,
edges in A; and A5 are in §5(U4”) but not in §5(U), and, vice versa, edges
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DV\(XUy)

As
X

Y
(===
xXny

X’ x'ny V'
(=t =)

Az
V(XU

Figure 2.8: Left: example of graph G~Gx K. Edges {v,v'} are dashed, and bold edges make
a perfect matching in G obtained from a matching in G. Right: partitioning dz (L{’J)Aéé ).

in A} and Aj are in d5(U) but not in 65(U?). The edges in A3z U Aj are in
65(U) but not in §5(U?). As y. > 0 for all e € £, we obtain that

Zye> Z Ye

665@(“) 665@(Z/IZ)

Hence, we can assume that X 1) = &. So, either X or Y must be odd.
W.Lo.g., we can assume that X is odd; again, w.l.0.g, we can therefore assume
that Y = @.

Now,

S o2 Y pe= 3650w =1

e€d5(X) c€E[X] veX

because of equations ) . 5(v) Ye = 1. Rearranging gives

(%)
S owe=lxl-2 Y g > 2| gal] =1

e€85(X) e€&(X]

where (*) holds because of inequalities (2.11).

So, in fact, inequalities (2.9) through (2.11) are PP (G)-enforcing for s and we
obtain the result by Theorem 2.17. O

Remark 2.34 Schrijver uses faithful sectionings also for other linear descriptions.

» He derives with faithful sectioning the linear description of several classes of poly-
topes related to the b-matching polytope, in particular the b-matching polytope
(theorem 31.2 in [107]) and the c-capacitated b-matching polytope (theorem 32.2
in [107]). In the first case, the extended formulation is based on the matching poly-
tope, in the second case, it is based on the b-matching polytope.

» He also shows that the linear description of the b-edge cover polyhedron can be
obtained by faithful sectioning, using the description of the edge cover polytope
(theorem 34.2 in [107]).



Chapter 3

Mapping the Terrain

3.1 Definition of Orbitopes

In 2006, Kaibel and Pfetsch introduced orbitopes!' as the convex hull of all 0/1-
matrices with lexicographically ordered columns. We will now specify the different
classes of orbitopes in detail, largely following [65].

Throughout the following, we denote by M, , the set of 0/1-matrices with p rows
and ¢ columns and by M an element of M, ,. We let some subgroup G of the
symmetric group &, on ¢ elements act on M, ,:

GXMp7q_’Mp,q7 (gvM)’_)g(M)u

such that any group element g € G permutes the columns of matrix M. So, G
generates an orbit from each matrix M:

G(M):={9(M)[ge G} S M,,

and these orbits partition M, 4.

To pick out some unique representative from each orbit, we define an order on
the elements in M, ; by comparing their entries columnwise (see figure 3.1.); we
will use the lexicographic ordering (see page 5) and compare the entries of vertices
columnwise.

More precisely, we define an order on the entries by means of the following function
T mapping each element in [pg] to a tupel (¢,7) € [p] X [g]:

_ { [pa]  — [p] x [q]
14 = (=1 modp)+1,[(¢—1)/p] +1)

For two elements M, N € M, , with entries m; ; and n; j, respectively, we say that
M is lexicographically larger than N (or, equivalently, M and N are in lezicographic
order, in short M = N), if there is some ¢ € [pq] such that m, ) > n. and
Mr(i) = Nr(i) for all 7 € [pq] with ¢ € [é — 1]

DEFINITION 3.1 We define M}'%*(G) as the set of those matrices in M, ; that are
lexicographically maximal within their orbits under action of G.

Depending on the number k € [g]g of l-entries in the rows of the matrices in
My, 4, we define now the following subsets of M, 4:

INot to be confused with orbitopes in the sense of Sanyal et al., see [105]. They understand
orbitopes as the convex hull of an orbit of a compact group acting linearly on a vector space.

41
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Figure 3.1: When comparing two matrices, the significance of the entries decreases columnwise.
Top left entry with indices (1, 1) is the most significant entry. In this example, p = 4 and ¢ = 8.

Mk ={MeMp,| > mi; <k Vie[pl}

P,q
J€lal
M;]; ={M € My | Z mi; =k Vi€ [p]}
J€lal
MZE={MeMp,| > mi; >k Vie[pl}
»,q p,q 1, =
J€lal

Generalizing this concept, we let k € NP be some list of integers. Entry k;
determines the number of 1-entries in row i. We define

ME = {MeMyy| Y mij=k Vi€ p]}

j€ld]
DEFINITION 3.2 For a given group G C &g, the full orbitope is
0,,4(G) = conv M (G),
the k-packing orbitope is

OSH(G) i= conv(MP2X(G) N MSE),

p,q

the k-partitioning orbitope is

O55(G) = conv(MIPEX(G) N Mh),

p.q

and the k-covering orbitope is

O74(G) := conv(MP=X(G) N M),

For an arbitrary list k& € NP, we call

=k o =k
0, 4(G) == conv(MP*(G) N M)
the fized row sum orbitope over group G.

Note that we drop the group G if the context is clear.

Furthermore, we always drop k if &k = 1 and speak in this case of packing-

(O54(@)), partitioning- (O3 ,(G)), and covering-orbitopes (07 ,(G)) over group G.



CHAPTER 3. MAPPING THE TERRAIN 43

A majority of the following work concentrates on orbitopes over the full symmetric
group and ¢ = 2 columns. Only to a limited extend, we will study orbitopes over
the cyclic and other groups, as well as orbitopes with more than two columns.

DEFINITION 3.3 A full orbitope with ¢ = 2 columns and p rows over the full sym-
metric group &, is called an orbisack. We shorty write Oy 2.

Clearly, in the case of orbisacks, the group G could just as well be the cyclic
group. For general orbitopes however, the choice of group G definitely matters.

Remark 3.4 We remark that there is a relationship between orbitopes and revlez-initial
polytopes. A set X C {0,1}? is called revlex-initial, if X’ contains with any =z € X also
all points in {0, 1}” that are lexicographic smaller than @. If set X is revlex-initial, then
the convex hull of X is called a revlex-initial polytope P(X). Gillman and Kaibel gave a
complete facial description of revlex-initial orbitopes, see [50].
Choose now an arbitrary vector ¢ € {0, 1}[”]. From ¢, we derive a vector & € RPI*[2 by
setting

51"1 = 1, if C; = 1,

¢ =-—1, if¢; =0, and

Ci2=0 for all 7 € [p].
Furthermore, we define b := (c«,1,¢). It is easy to see that the inequality ¢x < b is valid
for the orbisack. Moreover, the set {@ € {0,1}P*[? | (& 2) = b} contains all 0/1-vectors
that have first column ¢. Hence,

0,0 N{x e RP*E | (@ z) < b}

is a face of the orbisack. All faces that arise from fixing the first column in the vertices of
an orbisack to a certain 0/1-pattern are reflex initial polytopes.

We close this section with a small remark concerning our definition of lexico-
graphic order.

Remark 3.5 The lexicographic order defined above differs from the one used in [65]. This
does not become apparent as long as one sticks to packing and partitioning orbitopes as
Kaibel and Pfetsch did. However, with arbitrary groups (e.g. the cyclic group) and more
than one 1 per row, M;'7*(G) starts to look different. For example, using the ordering
from [65], M5'5%(€3) contains the following matrix:

1 1 0
0 1 1

which is apparently not a representative according to our notion of lexicographic ordering.
We chose our ordering, because it seems to fit better with column permutations.

3.2 What can be done and what cannot?

Immediately, several questions pop up. What do the vertices of the orbitopes look
like, depending on the choice of group G and on the restriction on the number of
1s in each row? What is the complexity status for optimization over the different
orbitopes and what do optimization algorithms look like? As outlined in the in-
troduction, particularly the complexity status is interesting, as it indicates whether
there are chances to find "nice“ complete linear descriptions for the actual orbitopes
(see page 3).

The results are quite encouraging for orbitopes over the full symmetric group
(section 3.2.1) or over products of symmetric groups (section 3.2.5). Figure 3.2 gives
a short overview over the known facts concerning orbitopes over the full symmetric
group. The details will be presented in the following.
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complexity of optimization complete lin. descr.
covering NP-hard p. 61 —
packing polynomial time [65] v
partitioning polynomial time [65] v
k-packing NP-hard even for k = 2 p. 61 —

k-partitioning | NP-hard even for k = 2 p. 61 —
fixed row sum | NP-hard even for k = 2 p. 61 —
full, ¢ > 2 polynomial time Theorem 3.33 open

full, ¢ =2 polynomial time Theorem 3.33 v

Figure 3.2: Complexity of optimization and the state of knowledge on linear descriptions for full
orbitopes over the full symmetric group.

However, if the cyclic group is operating on the columns, things seem to become
much more complicated. Apart from the results of Kaibel et al. ([65]) concerning
partitioning and packing orbitopes over cyclic groups, a lot of questions are open.
It is unclear how to optimize over full orbitopes when the columns can be cycli-
cally permuted, and there is even no elementary description of the vertices of these
orbitopes known.

3.2.1 Full Symmetric Group

Let M € M, 4. For the remainder of this section, the full symmetric group &, is
operating on the columns of M. Hence, each orbit G(M) contains by definition all
matrices arising from arbitrary permutations of the columns of M. The represen-
tative of G(M) is therefore the matrix with all columns in non-increasing order. In
other words: in any vertex x of an orbitope — no matter which restrictions on the
number of 1s per row exist —, any two columns . ; and =, k, j < k, are either
identical or there is some row index i* € [p| such that z; ; = z; ; for all i € [¢* —1],
and z;« ; = 1 and x4+ = 0. This follows from the definition.

Ezxample 3.6 The following is an example of two lexicographic descending ordered vectors
with length p = 6. As there are up to two l-entries per row, this could be the vertex of a

packing orbitope Ofg = 0p2.

= o= O = = O
O = = O = O

Roughly speaking, the gray row in this example "decides“ that the columns of the
0/1-vector are in lexicographic descending order. This row will become particularly
important when we are studying orbisacks. Therefore, we define for any vector in

Mp722

DEFINITION 3.7 (Critical row) Let v € M, ;. We define a set Z(v) C [p] as follows:

i€I(v) & v;.=(1,0).
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We call
in(Z U 1}), ifv e MPE
crit(v) := min(Z(v) U {p+1}),  ifv P2 €lp+1]
undefined, otherwise.

the critical row. Note that if the two columns of v are equal, then the critical row
is p+ 1, and if v, 1 < v, 2, then crit(v) is undefined.

Using this concept, we define for an arbitrary number of columns:

DEFINITION 3.8 (Split) Let v € M, ,. The split pattern o € [p+ 1]77! is a vector
containing as entry o, j € [¢ — 1], the critical row of the submatrix v, ; ;11 (that
is the critical row of neighbouring columns v, ; and v, j4+1). If 0; =4, we call 0; a
split in row i.

Next, we make some small observations concerning split patterns of vectors in

Mmax

p,q

Observation 3.9
» For any j € [¢ — 2], it holds that if o; = i, then 041 # 4.
» There are at most min(qg — 1,27 1) splits in row i.
» There are at most O(p? ™) split patterns possible, since we can choose for each pair
of neighbouring column p + 1 possible splits.

Last, we will define a map that will be useful in several situations.

DEFINITION 3.10 (Flipping a vector) Let v € M, , and define the following two
affine transformations f to invert the order of columns and g to flip 1s and Os in
v, that is, f : Mpq — M, with f(z) = y defined by y;; = ;441 for all
(1,7) € [p] x [q], and g : Mp ¢ — M, 4 with g(x) =1 — .

Observation 3.11 fogis an affine transformation with a nice property: fog(v) is in Mp'g*
if and only if v € MP5*, i.e. if the columns of v are in non-increasing lexicographic order.
Proof: & Transformation f inverts the order of the columns, and it is easy to see that
any pair of neighbouring columns in g(v) is ordered in lexicographic non-decreasing order
if they were in lexicographic non-increasing order. Hence, if v is in lexicographic order,

fog(v) is, too. @ f o g is self-inverse.
This has the following implications:

Observation 3.12
» The partitioning orbitope O;]; is isomorphic to the partitioning orbitope O;‘};k,
since because of the fact that any vertex v of O;'; has ¢ — k 0-entries in each row,
any vertex f o g(v) has ¢ — k l-entries in each row.
» Similarly, Oi’; is isomorphic to Oig*k.

After these general observations and definitions, we will now consider special
orbitopes in detail.

3.2.1.1 General Properties and Characterization of Vertices

3.2.1.1.1 Full Orbitopes

The vertices of the full orbitope O, 4 can have an arbitrary number of 1-entries per
row. From the definition of splits, it follows that vector v is a vertex of O, 4 if and
only if o; is defined for all j € [¢ — 1]. Moreover, there is at most one split in the
first row (Observation 3.9).

Hence, we can characterize the vertices of the full orbitope as follows.
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Op)q

Op,q

<k
p,q»

Og, Z and Oig for any k € [¢]o. Packing and covering orbitopes are isomorphic to each other by
transformation f o g. (See definition 3.10 and observations 3.11 and 3.12.)

Figure 3.3: The vertex set of a full orbitope Op 4 contains in particular the vertex sets of O

Lemma 3.13
(i) The first row of any vertex x of the full orbitope Oy, 4 over the full symmetric
group consists of k 1-entries, with k € [qlo, followed by q — k 0-entries. In
particular, (z1,,21,j41) = (0,1) is forbidden for all 1 < j < q.
(i) For 1 < k < q— 1, both subvectors T(2.p)x[k] ANA T[2. p|x[k+1..q have lexico-
graphically ordered columns and are therefore vertices of Op_1,5(Sk) and
Op—1,g—1(Bq—1), respectively.

Proof. (i) follows from Observation 3.9. For (ii), see the example below. We consider
first the left submatrix @ x (k). The statement is trivial for £ = 0 or k = 1. So
assume that k > 1. Any column in x, ;) has first entry 1. Consider now the pattern
of splits o € [i]P~Y for . By definition of splits, it holds that for any j € [k — 1],
the value o; € [2..p], since v € O,, ;. This implies that the columns of @[3 )« [x) are
lexicographically ordered, and since there are no restrictions on the number of 1-
entries per row, we obtain that @[3 px [k € Op—1,- The argumentation is analogous
for columns in T px[k+1..q- o

We will take advantage of this lemma when later formulating an algorithm for
linear optimization over full orbitopes.

Ezample 3.14 This is an example of a vertex of the full orbitope O45. Note that both the
left and the right gray submatrix are vertices of an orbitope of smaller dimension.

— = O~
e Y K=}
e =)

el
= O ==
S O M=o
o o = |o
o O OO

Observation 3.15 In any vertex v of Op 4, one can read the columns of v as the binary
expansion of numbers in [2P — 1]o. Ordering the columns lexicographically is equivalent to
ordering them according to the value of their decimal representations.

This observation leads to the following characterization of the vertices of orbisacks
0,2 a vector ¢ € {0,1}P1¥ is a vertex of the orbisack if and only if it satisfies
the following inequality:

P

Z 2pii($i71 - xm) =20 (31)
i=1
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Lemma 3.16 Orbisacks are knapsack polytopes.

Proof. The knapsack inequality is (3.1). O

Define now the following affine transformation ¢ : RP/*[2 — RIPIX[2 where
o(x) =y is defined by

) =1—x .
Yi,1 p—i+1,1 Vi e [p]

Yi2 = Tp—it+1,2

Since ¢ is one-to-one, & € {0, 1}P1*[? satisfies inequality (3.1) if and only if ¢(a)
satisfies inequality

p

> 2 M yia+yia) <20 - L (32)
i=1

Therefore, the orbisack is in particular isomorphic to a special 0/1-knapsack in
RIPIX2] ) called the sequential knapsack polytope. This will be explained in detail
(and exploited) in section 4.2.

Apart from the orbisacks, there are more knapsack polytopes among the full
orbitopes: the orbitope O, 4 is a knapsack polytope for any ¢ € Ns. This follows
from the fact that Oj, is isomorphic to a g-dimensional simplex A,, which is a
knapsack polytope (see page 14).

Lemma 3.17 Orbitope O1 4 is isomorphic to the (non-standard) q-dimensional
simplex Ag.

Proof. The vertices of Oy 4 make a set of ¢ + 1 affinely independent points. O

In fact, orbisacks and O, ; are the only two classes of orbitopes over the full
symmetric group that contain knapsack polytopes.

Proposition 3.18 Any full orbitope over the full symmetric group with ¢ > 2
columns and p > 1 rows is not a knapsack.

Proof. Assume, there is a vector ¢ € RP!*19 and a right-hand side b € R defining a
hyperplane (¢, ) < b separating the vertices of the orbitope O, 4 from the remaining
vertices of M, 4, i.e.

(c,x) <b Yre M,,NO0,,

and
(c,x) >b Y e Mpy,~0p,.

However, because of the lexicographic ordering, e''! + e¢"? and e*>! + ¢?? 4 23
are vertices of Oy, 4, but ! + %3 and e''! + e!? + ¢*? are not (see figure 3.4).
Therefore, the following inequalities must hold:

(3.3&) C2,1 +cC23>b (3.4&)

€21+ Coo+Ca3 (3.3b) ci1+cio+ceo>0b (3.4b)
Multiplication of (3.3a) by —1 and addition to (3.4b) gives

ci1+ci2<b
<b

C22 > 0,
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eeeh

Figure 3.4: Vertices of the full orbitope (top row) and vertices of the cube that are not in the
orbitope (bottom row). We show the upper left corner of each vertex; all other entries are 0.

Figure 3.5: Visualization of triangular number T'(2,6) = 21.

while multiplication of (3.4a) by —1 and addition to (3.3b) yields
Ca2 < 0.

Contradiction. O

We close this section by counting the number of vertices in full orbitopes. For
this purpose, we use the mth k-simplex number T (k,m), which can be defined as
the number of integer points in the set

k+1
T(k,m) = {:13 S R{frl | le =m — 1},
i=1
for k,m € N-. Note that T(k,2) is the number of integral points in the k-

dimensional standard simplex and that T'(2,m) is also known as the mth triangular
number (see figure 3.5 for an example). It is easy to see that

m

> Tk —1,i) = T(k,m)

=1

holds, using inductively that there are T'(k — 1,m — i) different integer points in
T (k, m) with first component ¢ for all i € [m — 1]o.

Proposition 3.19 The full orbitope O, 4 has T'(q, 2P) vertices, where T'(k,m) de-
notes the mth k-simplex number.
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Proof. If x € [m]* is a k-tupel = (z1,...,x) with entries ;1 > z2 > ... > a3,
we refer to @ as an ordered (k, m)-tupel. Because of Observation 3.15, the number
of ordered (g,2P)-tupels equals the number of vertices of the full orbitope. (Note
that each entry of an ordered (g, 2P)-tupel lies between 1 and 2P while the columns
of the orbitope have decimal representations between 0 and 2P — 1.)

We count the number of ordered (k, m)-tupels inductively. For k = 1, there are

ordered (1, m)-tupels.

For k > 1, we observe that if « is an ordered (k, m)-tupel and entry x; has value
¢, then the remaining entries zo, ...,z form an ordered (k — 1,¢)-tupel. Hence,
there are by induction T'(k — 1, ¢) different (k, m)-tupels with entry 1 = ¢ possible.
Therefore, we get a number of

iT(k —1,60) = T(k,m)
=1

ordered (k, m)-tupels.

T(k, m) can be computed by

rim) = (") - %f{lmw—n,

(which can for instance be shown using the properties of Pascal’s triangle). More-

over, it is easy to see that (];) > (%)é using induction and the identity (lz) = %(kil).

-1
This yields the following corollary.

Corollary 3.20 The number of vertices of the full orbitope grows exponentially in
p and q.

For orbisacks, the identity from Proposition 3.19 can be simplified.

Corollary 3.21 The orbisack O, 2 has

opr

S k=211 +27)

k=1

vertices.

3.2.1.1.2 (k)-Packing and (k)-Partitioning Orbitopes

In [65], Kaibel and Pfetsch study packing or partitioning orbitopes, i.e. k-packing
and k-partitioning orbitopes with & = 1. They observe for example that for each

vertex v of Oiq or O, the "upper right triangle” is fixed to 0:

Observation 3.22 For any vertex v of a packing or a partitioning orbitope, it holds that

v;,; = 0 for each (¢,7) € [p] X [q] with i < j.
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Figure 3.6: Example for upper triangle fixing for k-partitioning and k-packing. Here, k& = 3,
p=>5and g = 14. Any white entry is fixed to 0.

This observation implies that for partitioning orbitopes, v; 1 = 1 must hold, and
similarly, v ;1 = 1 must hold for packing orbitopes, where £ is the first row containing
a nonzero entry. We will generalize these results to k-packing and k-partitioning
orbitopes using basically the same argument as Kaibel and Pfetsch.

Proposition 3.23 Let k > 1 and let  be a vertex of packing orbitope OE’; or of
partitioning orbitope O;’;. Then the following equations hold for x:

z; ;=0 for alli € [p] and j € [ik + 1..q].

(See figure 3.6.)

Proof. Assume the statement is false. Then there is an index (s,t) minimal with
respect to the total order on [p] x [¢] such that zs; =1 and ¢t > sk.

Since there are not more than k l-entries in row s allowed, this implies that
there must be a column ¢ among the k indices [(s — 1)k + 1..sk] such that v, , = 0.
Moreover, because of the minimality of (s,t), we know that vs, = 0 even for all
i € [s]. We move column ¢ before column ¢, i.e. we shift all columns [¢..#] cyclically
by one position to the right:

(L.l oty — (1, 80 .. t—1,t+1...,q)

This gives a vector lexicographic larger than @. Contradiction. O

Proposition 3.24 For partitioning orbitopes, the following equations hold addi-
tionally to the equations from Proposition 3.23:

q
E Ti,j = k
j=1

for all i € [p)].

Proof. Follows from the definition of partitioning orbitopes. o

Kaibel and Pfetsch also give an inductive method to generate vertices of packing
and partitioning row by row. This can as well be extended to k-partitioning and
k-packing orbitopes in general.

We will construct row ¢ of some vertex v. For ¢ = 1 and packing orbitopes,
the first row can either contain only Os or we fill the first row with up to k£ 1s on
positions vy j, j € [k], starting with v; ;. For partitioning orbitopes, v1,; = 1 for
all j € [k] is the only possibility. Note that this automatically fixes for partitioning
orbitopes the split o, = 1, and for packing orbitopes there is a column j € [k] such
that o; = 1 if the first row is not 0.
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¢ —1 ~~ {£. Note that for packing orbitopes, it is possible that all entries in the
list of splits o are yet undefined. We choose now a family 7 of pairwise disjoint
ranges [s..t] C [¢] with the following properties:
(i) If range [s..t] € T, then there is no range in 7 starting at ¢ + 1.
(ii) For any range [s..t] € 7, either s = 1 or there is a split defined in o with
0 =8— 1.
(iii) The total length [{J;.7Z| equals k for partitioning orbitopes and is less or
equal k for packing orbitopes.

We set vy := 1 for all j € (J;o,Z and v ; := 0 otherwise. Moreover, for any
[s..t] € T, if o, is undefined so far, we set oy := /.
Last, after defining the entries in row p, we set o; := p 4+ 1 for any o; that is

undefined so far.

Remark 3.25 Note that the vertices of the packing orbitope Ojfl,qfl can also be con-
structed from the vertices of the partitioning orbitope O , by simply deleting the first
column and the first row in each vertex. On the other hand, one can construct from each
vertex of Ojfl,qfl a vertex of O, , by means of linear map ¢ : RlP—Uxle=1] _, RIrIxld]
defined by

Ti—1,j—1, otherwise

q—1 e
¢<x>i,j‘{1_z“l i WI=1 g ) € ) x [l

Therefore, O, , and Oyffl,qfl are affinely isomorphic (see [65]).

Similarly, we can construct any vertex of a k-packing orbitope oSk

p—k,q—k
of O;'; by deleting the first row and the first £ columns. However, for k > 1, O;]; and
Ofkly 4—k are not isomorphic anymore.

from a vertex

We make some observations additional to Observation 3.12 which concern special
cases of k-partitioning and k-packing orbitopes.

Observation 3.26
» For p = 1, the partitioning orbitope Of’;, and for arbitrary p, the partitioning
orbitope O;ﬁ consist both of one vertex each.

<k
p.q

. <k . - .
» For an arbitrary number of rows p, O} is isomorphic to Op,.

» The packing orbitope Oy ¢ is for p = 1 isomorphic to the full orbitope Oy .

» From Observation 3.12 it follows in particular that O;’ZH is isomorphic to O, ;1.

Proposition 3.27 For k > 2 and p > 1, k-packing OE’; orbitopes and for k > 2,
p > 1, and ¢ > k + 1, k-partitioning orbitopes are not isomorphic to knapsack
orbitopes.

Proof. For k-packing orbitopes, the proof is identical to the proof for full orbitopes
(Proposition 3.18).

For k-partitioning orbitopes, we observe that the 0/1-vectors shown in the top row
of figure 3.7 are in O;’; and the 0/1-vectors in the bottom row of figure 3.7 are not.
Assuming there is a knapsack inequality (¢, x) < b separating the allowed vectors
from the forbidden ones, we get inequalities

Cij < b (353)

M-
M=

s
Il
-
<.
=
-

Cij —C2k—1—C2k + Cok+1 + Co 2 < b (3.5b)

-

N
Il
-
<.
I
-
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Figure 3.7: Vertices of the partitioning orbitope (top row) and vertices of the cube that are not
in the orbitope (bottom row).

—_

[\]

DN —

and

M@

Z Cij —C2k—1+ C2k+1 > b (3.5¢)

J

N
Il

-
I

-

M=
B

Ci,j — Cok + C2.k+2 > b. (3.5d)

T
Il
-

1J

Multiplying inequality (3.5a) with —1 and adding it to inequality (3.5¢), we obtain
that
C2 k+1 > C2k—1-

On the other hand, we can multiply inequality (3.5b) with —1 and add it to (3.5d)
to get
C2k—1 > C2k+1-

Contradiction. O

3.2.1.1.3 (k)-Covering Orbitopes

As has been observed in the section on k-packing and k-partitioning orbitopes above,
Ok is isomorphic to OZ4~%. Therefore, most of the facts concerning k-partitioning
and k-packing orbitopes can be transferred and adapted to k-covering orbitopes.

In particular, for ¢ =2 and k =1, Oi 5 and Oiz are isomorphic. This opens the
way to a full facial description of covering orbitope Oi é via [65]. (See page 70, in
particular Proposition 3.61.)

It is clear that for k£ > 1, the method of generation of vertices described for k-
packing and k-partitioning can also be applied to k-covering orbitopes; in this case,
one has to ensure that at least the first k£ entries in the first row are set to 1 and
|Uzer Z| = k for each row below.

We immediately obtain that all vertices of OZ*

' share the following property:

>k

Proposition 3.28 Let k > 1. For any verter x of OF;,

equations
X1 g = 1

hold for all j € [k].
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Moreover, we obtain from Observation 3.26 and Proposition 3.27 the following
proposition.

Proposition 3.29 For k < ¢ —2 and p > 1, k-covering orbitopes Oi’; are not
knapsack orbitopes.

3.2.1.2 Optimization and Complexity
3.2.1.2.4 Full Orbitopes

Lemma 3.13 shows how to generate all vertices of orbitope O, ;. Roughly speaking,
this can be done by “glueing” together an arbitrary vertex of Op,_1 and another
one of Op,_1 4—1, and topping both with a row filled with £ 1-entries followed by
q — k O-entries. Note that 0 < k < ¢, so in particular £ = 0 or ¢ — k = 0 are allowed.

This idea is the cornerstone of the construction of an algorithm for optimization
over full orbitopes. For a formal description of this algorithm, we introduce the
notion of bricks.

DEFINITION 3.30 (Bricks) Let Z := {[s..t] | [s..t] C [¢]} be the family of all ranges
in [g]. We define the following sets of tupels

By, = [p] x I x {black} and B, ,:= [p] x T x {white}

as well as set
Bp,q = B;,q U B;ﬂ'

We denote by b;,[s..t] the elements of Bj  and by b;[snt] the elements of B .
Furthermore, we define a map

Dyq .
M By g — Mpg

that maps any element by, |5 4 € By 4 to a 0/1-matrix with p rows and ¢ columns
and is defined by

1, ifi=kandje€][s.t
(wsiy,.), =4 b EIEETER o ) e o)
g 0, otherwise

and
MP( Z,[s..t]) =0pq

for all k € [p] and [s..t] C [g]. The matrices in M?9(B, ) are referred to as bricks.
Note that M™? is defined on B, , only for sake of completeness; for the following
considerations, these bricks are not needed.

For the construction of the vertices of O, ,(&,), we use two liftings ¢4 :
RP—1Lk — RP-¢ defined by

¢left,q($)ij: { O, 1f’L:101‘]>k

Zi—1,5, otherwise,
and ¢tight:a . Rp—LE _, RP:F defined by

0, ifi=lorj<qg—=k

Ti_1j—(¢—k), Otherwise,

¢rEt () ; = {
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Figure 3.8: Vertices of a full orbitope over the full symmetric group can be generated recursively
row by row. There are basically three possibilities to put together a vertex.

where k < ¢ in both cases. (Note that for k = ¢, it holds that ¢'*f7 = gright.a )
Lemma 3.13 shows that any vertex v of orbitope O, 4 has one of the following three
forms. Either,

v =M )+ ) (3.62)
or

v= P (v') (3.6b)
with v' some vertex of O,_1 4 in both cases, or

0= MPIQ 1 )+ () 4 G (o) (3.6¢)

with v’ some vertex of O,_1 %, v” some vertex of Oy, 4—, and 0 < k < ¢g. (For an
illustration of these three possibilities, see figure 3.8.)

Next, we tackle the problem P of linear optimization (maximization) over full
orbitope O, ,. Any instance P(p,q,c) of this problem is described by some cost
vector ¢ € QP/*14 and we aim to find a vector * € O, , such that

(x*,c) =max{(c,z) | x € O, 4} (3.7)

Let
CP(p.gie) = (x*, c)

denote the objective value of the optimal solution.
Lemma 3.31 Let c € RP)*M9 be some cost vector and let * be an optimal solution
to instance P(p,q,c). Then

(e,x™) = (3.8)

= max ({3

J

{CP(pflyqu[z.,mx[qJ)} U

C1j+ CP(;Dflﬁqﬁc[z,.p]x[q])} U
1

k
{chd + CP(;D*Lk,C[z,.p]x[L.k]) + C,P(pilvqikvc[Z.,p]X[k+1,.q]) ‘ ke [q - 1]})7

j=1

where ;. j1x (k.. denotes the submatrix of ¢ defined by rows i through j and columns
k through £.
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Proof. We build * according to Lemma 3.13 either from the combination of two op-
timal solutions to subproblems P(p—1, k, €2, p)x1..x) and P(p—1, ¢—k, €2, p)x[k+1..q))
or from the optimal solution to subproblem P(p — 1, ¢, €[2. p)x[q])- O

Note that equation (3.8) is the Bellman equation for a dynamic programming
algorithm to linearly optimize over O, 4(&,).

For a description of this algorithm, we first extend the set B, , by adding an
element by [, 4 Which will serve as final state in the algorithm; that is, we define set

32711 = Bp,q U {b07[1..q]}.

Next, we define a dynamic programming table £ containing one entry L(b; [;..x)) for
each element in Bg) 0
» For element b} (s..4]

1 <k <pand [s.t] C [l.g], entry L(b} (s
value

1) stores the

¢
CP(P—k7t—S+17C[k+1Up]x[s“t]) + Z Ck,i-
» For element by 1 <k <pand [s..t] C [l..¢], entry L(bz[

]) stores the
value

s..t]? s..t

Cp(p7k1t75+lwc[k+l..p] X[s..4])"

» For elements by . 1 in row p, [s..t] C [1..q], we set

.t

¢
L( ;),[s..t]) = Zcpu’v
Jj=s
» and for elements by |, in row p, [s..t] C [1..q], we define

L(b;,[st]) = 0
» Last, L(bg,[1..q) stores the optimal objective value to P(p, g, c).

The complete algorithm is shown in figure 3.9. Note that in the form shown there,
only the optimal objective value is computed. However, if one stores in each state
which predecessor node(s) are used to derive the respective partial solution, then
one can easily reconstruct the set of nodes S C Bgﬁq that take part in establishing
the optimal objective value. The optimal solution is then given by

e =y MU )

b st € SNBg

Theorem 3.32 The algorithm in figure 3.9 works correctly.
Proof. Follows from Lemma 3.31. O
Theorem 3.33 The algorithm in figure 3.9 has running time O(pg®).

Proof. There are O(pq?) entries in £. For each entry, the computation needs time
of O(q). Hence over all, we need time O(pg?). O

The algorithm for optimization over full orbitopes is based on dynamic program-
ming. Hence, we can define a directed hypergraph associated with this algorithm
(see section 2.3). Any vertex of the full orbitope can be mapped to a hyperpath in
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Data: cost vector ¢ € RIPI¥[d]
Result: optimum max{(c,z) | * € O, 4}
// Initialize
foreach [s..t] € [¢] do
L(b;),[s..t]) A Z;:s Cp,js
L(b;),[s..t]) — 0;
end
// Build up L row by row
k—p-—1,;
while k£ # 0 do
foreach [s..t] € [¢] do

L(b;,[st]) — Z Ck,jt+ max ({L(b;-l—l,[s..t])vL( Z-{-l,[s..t])} U

JEl[s..1]
{LO% 11 5.) + LG 1 er1.0y) | 8 SL< D)5

L(by (5.4) < max ({L(b7 41 (s.n)» LOR 11 5.))) U

{L(Ops1,5.00) + L1 og1.4) | s << t})

end

k—Fk-—1,

end

// Global solution

L(bo,[1..q) < max ({L(0] ;1 ), LT 1 )} U

{LOF 1) + LS g1 [ 1 <L < q})
return L(bo1..q);

Figure 3.9: Algorithm for finding max{(c, ) | € Op,q(Sq)}. The algorithm can straight-
forwardly be adjusted such that it also allows to reconstruct the optimal solution recursively.
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this hypergraph. In what follows, we will briefly characterize the DP-hypergraph
H = (B, A) with vertex set B and hyperarc set A that is associated with the DP-
algorithm from above (in the following referred to as the orbitope hypergraph) and
append some polyhedral results.

The vertex set B is partitioned into subsets By W By ... W B, defined as follows:

{bi,[l..q]}a ifi=0
B; = {b;,[l..s] [1<s<q} U {b;’y[an] |1<s<q}, ifi=1
{b;,[s..t] [1<s<t<q}U {bZ[s..t] |1<s<t<q}, otherwise

for all 7 € [p]o. We refer to nodes corresponding to elements in By , as black nodes
and to nodes associated with elements in B, ;, by white nodes.
The set of hyperarcs A is defined as

{ ({b;,[s..l]a b?,[ZJrl..t] }5 bi—l,[s..t])

{(bi,[s..t]v bi1,[s..4])

We denote in the following the final state by [1. 4 also by b;.

b8 ot Vo pe1.) € Bis binfs.01 € Bia Vi € [p] } U

bi,[s.t) € Biy bi_1,[s..) € Bi—1 Vi € [p]}

Observation 3.34

(a) It is easy to see that H = (B, .A) is in fact a DP-hypergraph: it has a unique sink
bs and it is an acyclic B-hypergraph. The set of sources is 3,. Obviously, the map
R : b;[j.k — [j.-k] constitutes a reference system R satisfying alternative criterion
[dph3’].

(b) Each Bp-bs-hyperpath in this DP-hypergraph corresponds uniquely to a vertex of Op 4
and vice versa. This follows from the construction of vertices as described on page 53 ff.
An example for a composition of a vertex is shown in figure 3.10. The nodes of the
hypergraph are in this illustration ordered by color and by sets I3; they are contained
in, so brick b7 ; ;) can be found among the black nodes in B; in row j and column k.

(¢) The number of arcs in H is

A =1+ %q —3q” + 2pg” + gpq + %pq3 - §q3 = O(pg”)
Proof. Let H associated with O, ; and denote by hg; (ﬁq,i) the number of hyperarcs
with two (one) vertices in the tail, respectively, that are leaving from set B; and ending
in set B;_1.
» Fori=1, hg1 =¢—1 and iLq,l =2
» For i = 2, it holds that for any hyperarc a with |tail(a)| = 2 either b, €
tail(a) or b7 € tail(a) (or both) for some s € [g]. Moreover, the first kind

i,[s..q]
of arcs has a black node in the head, the second one a white node. Hence,

hg,2 = q(q — 1); on the other hand, hq2 = 4q.

» Let i € [3..p]. Clearly, ha,; = 2. We proceed from g—1 to g. Then hq; = hg—1,:+
hg.i, where hy ; counts those hyperarcs a with | tail(a)| = 2 and b7 [, € tail(a)
for s € [1..g—1]. For each value of s, these are 2s hyperarcs, namely the hyperarcs
({bz,[z“sp '?,[s«klnq]}?bi*l,[fuq]) for £ € [1..s]. Hence

hai =hq-1:+qla—1) =q(g—1)(¢+1)/3
On the other hand, Bq,,— =2q(qg+1).
(d) The number of nodes of H is
1
Bl =1+2¢+ 5(p—1)gla+1)

Now, we will focus on the polyhedral aspects.
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Figure 3.10: The composition of a vertex of the full orbitope (O4,6, in this case) by bricks. The
complete vertex is shown on the top left. On the left side, one can see the relevant entries of the
bricks in use. On the right side, the corresponding B4-b:-hyperpath is shown, together with the
complete set of nodes B of the DP hypergraph associated with orbitopes. Black nodes correspond
to elements in By , and white nodes to elements in B ;. The node set is partitioned into subsets
By through By as described in the text. The nodes are ordered in arrays such that by (.4 can be

found in By in row s and column ¢.
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DEFINITION 3.35 We denote by P*¢(H) the B,-b;-hyperpath polytope in arc vari-
ables and by P"°%¢(H) the B,-b;-hyperpath set polytope.

It is easy to obtain a complete linear description of P*¢(H) by means of Theo-
rem 2.14 due to Martin et al..

Corollary 3.36 Denoting by y € {0,1}4 the incidence vector of a hyperpath in arc
variables, the following inequalities provide a full description of P*(H):

Z Yo =1 (39)

a€s®B (be)
p—1
Z Ya — Z Ya = 0 vbi,[s..t] € U B; (310)
a€d (bs [s..4]) a€dY (bi[s..4]) =1
Ya = 0 Va € A (3.11)

As a consequence, one can derive from this linear description an extended for-
mulation for the orbitope O, 4 using a linear transformation which is based on the
following observation:

Observation 3.37 If the hyperpath enters some node b, [;. ) € B, then this corresponds to
fixing entries x;,; through z; 1 in the associated vertex x of the orbitope to either 1 or 0
(depending on the color of the node). On the other hand, each entry x; ; of an orbitope
vertex is determined by the choice of one node b; ;. € Bwith 1 <s<j<t<gq In
particular, if x;,; = 1, then the hyperpath corresponding to & must have been using one
black node in {b7 |, ; | 1 < s < j <t < g}, and this means at the same time that one arc
in the outstars of these nodes has been used.

Lemma 3.38 There is a linear projection of P*°(H) to O, that establishes to-
gether with the linear description from Corollary 3.36 an extended formulation for
the orbitope.

Proof. Let linear projection 9 : P**°(H) — O, , be defined as follows:

19Z[R'A—>[R[p]><[q], Ti,5 = Z Z Ya

ISs<G<t<a a€dyt (b3, )

©v(P¥°) C Op 4. @ On the other hand, the DP-algorithm allows to generate for
each vertex of the orbitope one B,-b;-path in H, so O, , C 9(P°). O

Remark 3.39 Of course, we can similarly project P**(H) to Oy, 4, by means of a projec-
tion ¥ : P™%(H) — O, , defined by

Tij = § Ub; [s..4]

1<s<j<t<a
where u € P*°%°(H).

It is obvious that the algorithm from figure 3.9 can be seen as the computation
of the length of a B,-b;-hyperpath in H of maximal length.

3.2.1.2.5 Packing and Partitioning Orbitopes

The first optimization algorithm over orbitopes with symmetric groups has been
given by Kaibel and Pfetsch for packing and partitioning orbitopes in [65]. In its
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Figure 3.11: Digraph giving an extended formulation for partitioning orbitopes. The nodes in-
side the gray area correspond to the entries of the vertex of the partitioning orbitope; entries in
the upper right triangle are fixed to 0 and are therefore disregarded for the digraph (see Observa-
tion 3.22). In each row, one can either put the 1-entry within the columns used so far or one can
extend the column range by one. For each row, the s-t-path encodes the maximal allowed column.
Modifying the setting to packing orbitopes is simply done by making column j = 1 encode whether
a O-row is used or not.

initial form, it had time complexity of O(p?q) in a unit-cost model. Later, it has
been improved by Faenza and Kaibel [35] to time O(pg). On the way, they devel-
oped an extended formulation which relies on the fact that any vertex of the packing
and partitioning orbitope induces an s-t-path in an acyclic network. We will briefly
plot their idea in the partitioning setting which can easily be adapted to packing
orbitopes.

Assuming p > g > 1, we start by defining the vertex set of a DAG D = (V, A) as
Vi={(i,j) € [p] x lg] [ 1 <j}w{s,t}.
For the arc set, we set
AL = {((i,4), (i +1,7)) | (i,4) € V with i < p}

and
A ={((4,5), i+ 1,7+ 1)) | (i,4) € V with i <p and j < q}.

Then the whole arc set A is defined as

A=A UA U{(s, (1L, 1)U {((p,):t) | 7 € [a]}-

(See figure 3.11 for an example.)

The main idea is that for optimization, it is not necessary to construct the whole
vertex of a partitioning orbitope: it suffices to decide in row ¢ whether one stays
within the columns used so far or uses a “new” column.

Let the cost functional be (c,x) with given cost vector ¢ € QP1*[9 and assume
we aim to find

¢ := max({ Z cijTij | ® €0, ,})
(é,7)€lp]x[q]
This can be done by fixing the following arc weights in D:
» arc (s, (1,1) gets weight ¢q 1,
» any arc ((i,7), (i +1,5)) € A* gets weight max({ci41,k | k € [5]}),
» any arc ((i,7), (i +1,j+ 1)) € A" gets weight ¢;11,j41, and
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» all other arcs get weight 0.
Obviously, the length of a longest s-t-path in D is exactly the optimum value and
¢ can be found in time O(pgq).

The isomorphy between OS5, and O3, .., (remark 3.25) makes it easy to adapt
the algorithm to the packing case.

3.2.1.2.6 k-Packing, k-Partitioning, k-Covering and related Orbitopes

Optimization becomes in general hard as soon as the upper, exact or lower bounds
on the number of 1s in each row of the solution become larger than 1. More precisely,
we will show in the following that optimization over k-covering orbitopes is already
NP-hard for k = 1, while k-packing and k-partitioning become both AN'P-hard with
k > 2, as long as the respective orbitopes have sufficiently many rows and columns.

However, optimization over k-covering, k-packing, k-partitioning and fixed row
sum orbitopes can all be done in polynomial time for constant number of rows or
columns. (See propositions 3.53 and 3.52.)

Before proving these facts, we will formulate the decision problems associated
with the optimization problems above.

Problem 3.40 (ORBITOPAL k-PACKING) Given a number of rows p, a number of columns
q, an objective vector ¢ € [R[T’]X[q]7 an integer k£ > 2 and a bound B: is there a vertex

v* € O5¥ such that (v*,¢c) < B?

Problem 3.41 (ORBITOPAL k-PARTITIONING) Given a number of rows p, a number of
columns g, an objective vector ¢ € RPI¥M - an integer £ > 2 and a bound B: is there
a vertex v* € O, % such that (v*,c) < B?

Problem 3.42 (ORBITOPAL k-COVERING) Given a number of rows p, a number of columns
q, an objective vector ¢ € RP ¥4 and a bound B: is there a vertex v* € Oi’; such that
(v*,e) < B?

Problem 3.43 (OrBITOPAL FIXED ROW SUM PARTITIONING) Given a number of rows p, a
number of columns ¢, an objective vector ¢ € RP*149 and a bound B: is there a vertex
v* € 0;% such that (v*,c) < B? (Note that in contrast to ORBITOPAL k-PARTITIONING,
k is a vector here; its entries are fixing the row sums independently from each other.)

We will reduce MINIMUM ExACT COVER (exact set cover) to ORBITOPAL k-
PARTITIONING.

Problem 3.44 (MiNniMUM ExacT COVER) Given is a family C = {S1,...,8n} of sets S;
and a bound B. Let S := Us,ecS;. Is there a subset C* C C with |C*| < B, Usiec* Si=S8S
and C* partitioning S?

Remark 3.45 MINIMUM COVER is the slighty weaker problem than MINIMUM EXACT
COVER; here, C* is required to contain at least one set S; for each element z in Usiec S;
C* such that z € S;.

However, MINIMUM COVER is already strongly NP-hard and hard to approximate.
Feige [38] showed that there cannot be a (1 — €) In(|S|) approximation algorithm for any
e > 0, unless NP contains problems only solvable with certain super-polynomial time
algorithms. Lund and Yannakakis ([80]) show that MINIMUM EXACT COVER is at least as
hard to approximate than MINIMUM COVER.

To reduce MINIMUM ExXAcT COVER to ORBITOPAL k-PARTITIONING, we con-
struct for k£ > 2 an objective vector ¢(C, k) depending on the given family of sets
C ={81,8s,...,5,} and on the bound k on the number of 1-entries in each row of
the orbitope vertex. Any optimal solution to the optimization problem

min({{c(C, k), z) | x € O;g ) (3.12)
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will yield an optimal exact set cover of set

and vice versa.

We define an ordered family C = C x {1,2} as

C:={(S1,1),(851,2), (82,1),(S2,2), (S5, 1), (S3,2), ...}

Moreover, let o and 3 be two weights in QT that will later be fixed to appropriate
values. We compose the objective ¢(C, k) from the following eight submatrices M L1
through M2

Ml,l — {—O[}[I]X[k], M1,2 = {0}[1]><C

, forj<k—-1

M?*! € {0, -} with mfjl )
0, otherwise,

C B f .’.6 S’S’l 8587 éGC
M2 € (0,0}, with m22= ] @ for (0J) {(Se,(8e,1)), (St (Se,2)) }, £ € [c]
’ o, otherwise,
for j <k
M3,1 c {—Oé,()}cx[k], with mz] . or j
otherwise,

6/27 for (Zv.]) = (SZ’ (847 1))

2e{B/2,a}°%¢,  with m>? .
«, otherwise,

,J

—a, forj<k
M* e {—a,a}5* M with mi’jl J

Tw
-
I

— — — " —
|
o R

«, otherwise,

-3, for (i,7) = (s, (Sg,2)) with s € Sp

M*? € {0,a}5%C, with m)"? ==
. .
«, otherwise.

Cost vector ¢(C, k) is then a composition of these submatrices:

Ml,l M1,2
M2,1 M2,2

elCk) = | o e (3.13)
M4,1 M4,2

See figures 3.12 and 3.13 for an example with & = {a,b,¢,d, e, f}, set system C =
{{a} {v},{c,e},{a,b,c},{a,d},{d,e}} and k = 3. Note that in each solution v €
O\TS|+2IC\+1 kt2lc| subject to a cost vector (3.12), we will interpret a 1-entry in the

part of the solution corresponding to submatrix M*? as a covering of the element
corresponding to that row. On the other hand, a 1-entry in the part of the solution
that corresponds to M?? indicates which subset is responsible for this covering,.

Proposition 3.46 MINIMUM EXACT COVER can be reduced to ORBITOPAL k-
PARTITIONING for k > 2, p >4 and q > k + 2 in polynomial time.

Proof. We choose « big enough such that any ¢(C, k)-minimal vertex v* € Op’; has

1 at —a-positions and 0 at a-positions, and define 8 := 1. Matrix ¢(C, k) as defined
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Se

Figure 3.12: Example instance for minimum set cover with sets S1 through Sg¢ over a ground
set S = {a,b,c,d, e}.
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Figure 3.13: Objective vector associated with the instance of a minimum cover problem from
figure 3.12. We are minimizing over O;I:’I here. Black “+” correspond to components +c«, black
“—” correspond to —a, gray “4” correspond to +/(3/2, and gray “—” correspond to —3. White
cells contain 0O-entries. « is chosen such that all components of a solution corresponding to cells
with gray background are a priori fixed to 0 and 1, respectively, as described in the proof of

Proposition 3.46.
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in (3.13) can obviously be generated in time polynomial in the size of the instances
of MINIMUM ExAcT COVER.

Hence, in any of the last |S| rows of v*, there remains exactly one 1 to be set to
one of the —1-positions. However, this requires a 1 at the respective +1/2-position
in M32,

A solution v* constructed in such way has value

(c(C,k),v*) =& —|S|(ka — a+ 1) — |Clo(2k — 1) — ka

where K is the number of 1s in the part of the solution vector corresponding to
submatrix M>?; hence, K is the number of chosen subsets. The minimality of
(v*,¢e(C, k)) guarantees the minimality of the set cover and the constant row sum
ensures that all elements are covered by exactly one subset.

On the other hand, if one has a solution for an instance of MINIMUM EXACT
COVER, it is easy to construct a solution for the associated instance of ORBITOPAL
k-PARTITIONING from it.

Hence, we can cover S with K or less sets from C if and only if the associated
optimization problem (3.13) has value & — |S|(kav — ar + 1) — |C|e(2k — 1) — ko or
smaller. O

Note that problems 3.40, 3.41, 3.42, and 3.43 are all in AN"P. This yields

Corollary 3.47 ORBITOPAL k-PARTITIONING is N'P-complete for all problems
withk >2,p>4andq>k+2.

The same cost function ¢(C, k) as defined above for k-partitioning orbitopes can
be used to reduce MINIMUM COVER to ORBITOPAL k-PACKING, similarly to above.
We obtain

Proposition 3.48 ORBITOPAL k-PACKING is N'P-complete for all problems with
k=22, p>4andq>k+2.

Proof. To construct an optimal solution v* for cost vector ¢(C, k), we proceed as
described in the proof for the partitioning case. Since (v*,¢(C,k)) has to be as
small as possible, we obtain that in each of the last |S| rows, exactly k entries must
be set to 1. O

Exploiting the isomorphy between O§§ and Oig’k (Observation 3.12), we obtain

Corollary 3.49 ORBITOPAL k-COVERING is N'P-complete for all problems with
k=22, p>4andq>k+2.

Remark 3.50 It is also possible to reduce WEIGHTED SET COVER to ORBITOPAL k-
PACKING, ORBITOPAL k-PARTITIONING, and ORBITOPAL k-COVERING. Differing from
MINIMUM (ExAcT) COVER, in WEIGHTED (EXACT) SET COVER, there are weights w; €
Q+ associated with the sets S; € C. The task is to find a set cover with minimal total
weight. Hence, WEIGHTED SET COVER with weights w; = 1 for all ¢ € n becomes MINI-
MUM (ExacT) COVER. For WEIGHTED (EXACT) SET COVER, one can use essentially the
same reductions as above with the following adaptions in the respective cost vector:

» In M>2, entry B/2 is replaced by weight w; /2 associated with the respective set S;.

» In M™*?, the entry —@3 is chosen as — max({w; | i € [n]}).

Remark 3.51 The complexity results concerning partitioning orbitopes imply that OR-
BITOPAL FIXED ROW SUM PARTITIONING is also N'P-hard, as long as k; > 2 for all k; € k,
i € [p]. This can also be shown directly, since it is not too difficult to modify the cost
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vector as defined in (3.13) such that in each row of submatrix M*? one l-entry can be
positioned, and in each row of matrix M*?2, at least one 1 can be positioned in each row.

In contrast to the results obtained so far, optimization over all the aforementioned
orbitopes can be done in polynomial time as long as the number of columns or rows
are not part of the input.

Let us start with a fixed number of columns. The number of possible split patterns
is bounded by O(p?) (see Observation 3.9). Therefore, if we can show that it is
possible to compute in a time that is polynomial in p for a given split pattern
o € [p+1]7~! and an objective vector ¢ € Q¥4 a vertex of one of the orbitopes
in focus that produces an objective value which is minimal among all vertices with
the same split pattern, we are finished.

How can this solution be constructed?” The main idea is to define for each row a
family of ranges 7 similar to the family used in the construction of vertices from
page 50.

For this, we define for row ¢ a sequence (s;) as follows: s; := 1 and, for ¢t > 1,

s¢ =min({j € [ss—1+1..¢—1] | 0; < {})

We add all ranges [s;..s;+1] to 7. For each range, we have to distinguish three
cases:

(i) os,,, = ¢; then we set all entries vy, with k € [s;..5541] to 1.

(ii) os,—1 = ¢; then we set all entries v with k € [s;..5;11] to 0.
(ili) Otherwise, we can either set the entries vg, with k € [s;..s;41] either all to 1
or all to 0.

For full orbitopes with no restriction on the number of 1s per row, we would
choose vp i, = 1 for all k € [s;..sj41] if and only if Zke[sj_sjﬂ] cer < 0. This is
different for k-packing, k-partitioning and k-covering orbitopes. Here, the ranges in
the third case require the solution of a subset sum or a knapsack problem for row
¢. However, these subproblems can be solved by enumeration in time O(27) which
is constant in the size of the input. Hence, we obtain the following proposition:

Proposition 3.52 Optimization over k-partitioning, k-packing, k-covering and
fized row sum orbitopes can be done in polynomial time if the number of columns is

fized.

Next, we assume that the number of rows is part of the input. In this case,
we will generate vertex v of a k-packing, k-partitioning, k-covering or a fixed row
sum orbitope column by column. There are 2P possibilities to choose from when
building column v, ;. However, we have to exclude those columns that are lexico-
graphically larger than column v, ;_1, as well as those columns that violate the row
sum conditions.

For this purpose, we define an acyclic digraph D = (V, A). In what follows, we
will show what this digraph looks like in the case of fixed row sum orbitope O;’;.
(The construction can easily be adapted to other orbitopes.)

The node set is defined as

Vi=[q] x {0,1}7 x [k]g U {s, 1},

where k := max({k; | i € p}) is the maximal entry in the vector k defining the row
sums. Node (j,y, z) will be identified with the choice of vector y as column v, ; in

case of ZZ:1 v;¢ = z; for all ¢ € [p].
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The arc set A contains the following arcs:

(s,(1,y,9)) for all y € {0,1}? and
((G,y.2), (i +1,y,z+7v") foralljelg—1], y,y €{0,1}? with y = ¢/,
and z € [k]}.

Additionally, there exist arcs that are specific for the orbitope. For the fixed row

sum orbitope O;’;, these are the following ones:

((9,y,2),t) forally e {0,1}? and z =k

It is obvious that there is a one-to-one-correspondence between the s-t-paths in D

and the vertices of O;’;. Let now ¢ € RP*14 be the given cost vector. We will

solve the minimization problem
min({(z, c) | € 0;%}) (*)
by assigning weights

(€e1,Y) to each arc (s, (1,y,y)) € A,
(cej41,Y’) toeacharc ((j,y,2),(j+1,¥,2+¥)) € A and
0, to each arc ((j,y,2),t) € A.

A shortest s-t-path in D corresponds then to a minimal solution for (*).

The cardinality of V is within O(¢2PkP), and the cardinality of £ is within
O(q2%7k?P). Tt costs O(|V|+|€|) to bring V into topological order (which is possible
since D is acyclic); a shortest path can then be found in time O(|€]).

Since k-partitioning, k-packing and k-covering orbitopes can be treated similarly,
we obtain the following proposition:

Proposition 3.53 If the number of rows is not part of the input, one can opti-

mize over k-partitioning O;’;, k-packing O;Z, k-covering Of’; and fixed row sum

orbitopes O % in linear time O(q).
3.2.1.3 Dimension

Before we focus on the facial structure of the orbitopes, we briefly study their
dimension. As the characterization of vertices (see page 45) already indicated, only
full orbitopes are full dimensional.

Lemma 3.54 The full orbitope Oy, 4 is full dimensional, i.e. it has dimension pq.

Proof. For any (i,7) € [p] x [q], we define a vector v*I! with components

iy ) L ifs=iandte€[j]
' 0, otherwise.

Together with 0, ,, this gives a set of pg + 1 affinely independent points that are
vertices of the orbitope. O

Lemma 3.55 Writing ¢ as mk +n with m,n € N and n < k, the packing orbitope
OE’; has dimension
m(m — 1)

2

pq — k —mn.
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= —) - _

Figure 3.14: Examples concerning the packing orbitope O;g. Set 7 is marked gray in the left
image. The middle image shows vertex w(2, 5), while the right image shows vertex w(6, 8).

Proof. Let 8 :={(i,j) € [p] x [¢] | 1 < j < min({g,ik})}. In each vertex v of OSk,
the upper right stepped triangle is fixed to 0, that is:

v;; =0 for all (4,7) € ([p] x [q]) \ S. @)

This makes Wk + mn equations.
We define now the set

T:={(i,5) € [p] x gl [j € [((( = Dk +1).ik]} U {(0,0)}

(see figure 3.14 left). Since there is for each column in [¢] at most one element in
Z, we can order set Z columnwise. This order is denoted by <7z.

» For each (s,t) € Z, we define a vector u(s,t) € [p] X [q] with components
u;i(s,t) = 1 for all (4,5) <z (s,t), (4,7) € T ~{(0,0)}. Otherwise, vector
u(s,t) has only O-entries. (See figure 3.14 middle.) Note that «(0,0) = 0,
by this definition.

» For each (s,t) € S \Z, we define vector u(s,t) as e** +u(s’,j — 1), where s’
is choosen such that (s',7 — 1) € Z. (See figure 3.14 right.)

(m

We obtain by this a set of pg — mT_l)k — mn + 1 affinely independent vertices

u(i, j) of OSk. O

For the vertices of the k-partitioning orbitope, the equation set (*) is also valid.
However, we find more valid equations.
» In the first row of each vertex v, the first k entries are fixed to 1:

T1,5 = 1 for allj S [k] (**)
» In the second row, it holds that

T2 k—j1 + Topts =1 (**%)

for all j € [k].
» For every row i € [p], it holds that Ete[ g Tit = k. (In fact, this follows for
rows 1 and 2 already from equations (*), (**), and (***)).
m(m—1)k
2

Therefore, at least +mn + 2k + p — 2 equations are holding for O;’;, where

m and n are defined as in Lemma 3.55. This leads to the following observation:

Observation 3.56 Let ¢ = mk + n with m,n € N and n < k. Then the dimension of the
partitioning orbitope O;]; is bounded from above by pq — W —mn — 2k —p+ 2.

It is an open question whether this bound is tight or not.

For the covering orbitope Oi’;, the first k entries in the first row are fixed to 1.

This gives the following set of equations:

x1,; =1 for all j € [k].
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Figure 3.15: For this example concerning covering orbitopes, p = 5, ¢ = 11 and k = 8. Therefore,
k=2(q—k)+2, m =2 and n =2 and the black entries in rows 1 through m + 1 = 3 are fixed to
1, while the first entry in the fourth row can be 0. Gray positions are not necessarily fixed to 1.

-

Figure 3.16: Constructing affinely independent vertices of the covering orbitope.

For the second row, one has to distinguish two cases: Either, 2k < ¢q or 2k > ¢. If
2k < g, then we can place k l-entries into columns [k + 1..2k], which means that
columns [k] may contain 0-entries. However, if 2k > ¢, we are forced to place into
columns [k] at least 2k — ¢ l-entries, starting from column 1. This implies that in
this case, the equations

x5 =1 for all j € [2k — ¢

are holding. This can be iterated; if for the ¢th row it holds that ik > (i — 1)g, then
we are forced to place ik — (i — 1)g l-entries into the first columns. Figure 3.15
shows an example for £ = 8 and ¢ = 11.

Hence, we obtain the following observation:

Observation 3.57 If ¢ > 2k, then we get k equations. If ¢ < 2k, then we decompose

k into m(q — k) + n with m,n € N and n < ¢ — k. In this case, there are at least

W(q — k) + (m + 1)n equations valid for the covering orbitope O7%.

Lemma 3.58 If 2k < g, then the dimension of Oig s pg— k.

]]_1,k (Dl,qfk
w(v) = v v
17 )

in {0,1}[PIx[d that is composed from a row vector 1, filled with k I-entries, a
row vector 01 4, filled with ¢ — &k O-entries, a vector 1,_; ; with p — 1 rows and k
columns filled with 1s only, and an arbitrary vertex v of the full orbitope Op_1,¢—k-
Then w(v) is a vertex of Oi’;. Similarly,

_ ]]_1,k (Dl,qfk
w(u) = v v
u ]].pflyq,k

Proof. Define a vector
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is also a vertex of OZ%, where u € Op_1 ;. (See figure 3.16 for examples.)

To construct a set of affinely independent vertices of Oi’;, we will now adopt the
construction of vertices of the full orbitope from the proof of lemma 3.54. Consider
the vertices w(v"U) and w(u"U'l) with (i,5) € [p— 1] x [¢ — k] and (¢/,j') €
[p — 1] x [k], and add to these for j € [¢ — k]o the set of vertices

11 bl
]]-pfl,k (Dpfl,qfk ,

where vl € Oy, and v is identified with 0 ,_%. This gives a set of
(p—Dk+(@-1(g—k)+q—k+1=pg—k+1

vertices of Oi’; which are obviously affinely independent. O

The dimension of Ofk

q for 2k > q is an open question.

3.2.1.4 Facial Structure

3.2.1.4.7 (k)Packing and (k)Partitioning Orbitopes

For k = 1, Kaibel and Pfetsch gave a complete linear description for k-packing and
k-partitioning orbitopes. For this, they introduced a class of inequalities valid for
packing and partitioning orbitopes.

DEFINITION 3.59 (Shifted column inequalities) Let («, () € [p] x [¢] with o < ¢ and
let C be a set of @« — ¢ 4+ 1 column indices ¢; € [¢] with the property that 1 < ¢ <
c2 < ... < Ca—ct1 < €. Moreover, let k some column such that ¢ < k < min({q, ¢}).
Then

min({q,a}) a—(+1
Z Ta,5 — Z Titci—1,c; < 0
j=k i=1

is called a shifted column inequality.

Proposition 3.60 ([65]) Let k = 1. The nonnegativity constraints, the shifted
column inequalities and the row sum inequalities

q
ZIEJ < 1 for all ¢ € [p]
j=1

provide a complete description for packing orbitopes.
Replacing the row sum inequalities by equations, we obtain a complete description
for partitioning orbitopes.

For k > 2, no "nice” linear description can be expected, since optimization is
NP-hard.

However, it is clear that if ax < b defines a facet of OE’;, then reading the
columns of a backwards and multiplying them by —1 must give the normal of a
facet of Oig*k; this follows from the isomorphy of both. Similarly, any facet of

=k —q—k
O, 4 corresponds to a facet of O, ¢7".
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3.2.1.4.8 (k)Covering Orbitopes

Optimization is NP-hard for k > 2, p > 4, and ¢ > k + 2. So we cannot expect
a "nice’ hnear description for general P and q. However, if ¢ = k —|— 1, the covering
orbitope o=k k1 becomes isomorphic to the packing orbitope 0s k1) 8S Observa-
tion 3 11 shows Therefore, one can from Proposition 3.60 derive a hnear description

for O;k+1 This is in particular possible for k = 1.

Proposition 3.61
1. The following inequalities provide a complete description for 01022
(a) Trivial (in)equalities:

zi; <1 forall2<i<p1<j<2,
—212<0 and
T1,1 =1

(b) Row-sum inequalities:
—xi1 —Ti2g < —1 forall2<i<p

(c¢) Column-sum inequalities:

—:Ck71+z:vi)2 <k—2 forall2<k<p
2. All of these inequalities, but not the equation x11 = 1, define facets.

Proof. Follows from Proposition 3.60 (and can also be shown by total unimodularity
of the constraints matrix.) For the characterization of facets (in the packing case),
see [65]. O

Note that all valid equations for the orbisack are also valid for the covering or-
bitope Oi 9

3.2.1.4.9 Full Orbitopes

Not much is known about the facial structure of the full orbitope. This is astounding,
because it is possible to optimize polynomially over full orbitopes; therefore, a
“nice” linear description seems not to be a priori excluded. However, our computer
experiments using the software package polymake ([47]) exhibit a rather complicated
facial structure.

As examples, we show the computed facets of O34, O44 and of Os 3, in fig-
ure 3.17, 3.18, and 3.19, respectively. All inequalities are in the form ax < b with
right-hand side b at the top right corner of each facet; red entries mark negative
coeflicients, blue coefficients are positive.

As one can see, the linear description of O, 4 contains all lifted facets from Oy g4,
5 < p. This is not by chance.

Lemma 3.62 Let for p > s > 1 the lifting ¢ : R®? — RP9 be defined by

¢<w>i,j={”“”" TED bl ) e bl < (g

0, otherwise

Then inequality ax < b with a € RE*4 s facet defining for O;,q, if and only if
inequality ¢p(a)x < b is facet defining for Op 4.
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Figure 3.17: The facets of O34(S4).
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Proof. @ Since ax < b is facet defining, there exists a subset C of vertices of Oy
containing sq affinely independent vectors active for ax < b. From C, we derive a
subset C’ of vertices of O, 4 as follows: For each v € C, C’ contains vector ¢(v).
Moreover, pick out some arbitrary vector v"* € C’. For any (i,5) € [s + 1..p] x [q],
we add to C’ the modification of v'* in all components ¥} := 1, £ € [j]. Obviously,
any of these modifications is a vertex of O, 4.

Hence, C’ contains gs + (p — s)q = pq affinely independent vertices that are active
for inequality ¢(a)x < b.

@ We use the orthogonal projection 1 : RIP/*[9 — RIsI¥l4] that maps « to T[s]x[q]-
¥ (F) is the face of Oy 4 defined by ax < b. We have to show that ¢(F) is facet
defining. The face lattice of Oy, and the sub-face lattice of O,  consisting of the
1-compatible faces are isomorphic (see for instance [61]). Since F is obviously -
compatible, F is either a facet of O, 4 or O, , C F; however, the latter is not possible
since O, 4 is full dimensional (Lemma 3.54). O

Corollary 3.63 The linear description of orbitope O, 4 contains the lifted facets
of Oy 4 for any 1 < s < p. In particular, the facet set of the orbisack Op 2 contains
all lifted facets of any smaller orbisack Og2, 1 < 5 < p.

Observation 3.64 Similarly as for k-packing and k-covering orbitopes (observation 3.11), if
ax < b defines a facet of Op 4, then reading the columns of a backwards and multiplying
all entries by —1 gives the normal of another facet of Oy 4. This follows readily from the
affine transformation from Definition 3.10.

Observation 3.65 It is also possible to lift facets by inserting empty columns instead of
rows as in Lemma 3.62. The lifted facets are clearly valid, but do not have to be facet
defining, as the computational experiments show.

3.2.2 Cyclic group

For this subsection, the full cyclic group €, is operating on the columns of the
vertices of each considered orbitope. As we will see, much more questions than for
the symmetric group are open. We will collect the few known facts.

In the case of two columns, the operation of cyclic and full symmetric group
becomes the same. Therefore, everything that can been said about orbitopes with
two columns over full symmetric group also holds for the cyclic group. This is in
particular true for the orbisack (see chapter 4). We will in the following assume
that ¢ > 2.
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Figure 3.19: The facets of O5 3(S3).
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3.2.2.1 Characterization of Vertices

For the cyclic group and k = 1, the vertices of the packing orbitope Oéq(Eq) and the
partitioning orbitope O, ,(€;) can be easily described. For partitioning orbitopes,
the lexicographically maximal column in each vertex is unique, and for the packing
case it is either unique or the matrix is Opyjx[q, i-e. all columns are equal 0, then.
A vector in M, , is therefore vertex of the packing (partitioning) orbitope with
respect to the cyclic group, if and only if

(i) its lexicographic largest column is the first one, and

(ii) every row contains at most (exactly) one l-entry.
In particular, the vertices of O, (€,) are exactly the vectors v with vy ; = 1 and
row sum 1 for each row.

However, other (or no) restrictions on the number of 1s in each row seem to make
things much more complicated. For the full orbitope O 4(€,) with cyclic column
permutations, the vertex set is already obviously quite intricate. In the following,
we collect observations about these vertices to get nearer to a characterization.

Observation 3.66 (i) If a vertex v € Oy 4(€) has last column 1,, then all columns are 1.

(ii) Similarly, if v«,1 = 0p, then v, ; = 0, for all j € [q].

Proof. (i) v.4 must be lexicographically smaller or equal than v, i, so v.1 =
1,. But v, must also be lexicographically smaller or equal than v, 2; otherwise

(Vs g, Vi1, - ., Vs g—1) Would be a lexicographically larger permutation of v. There-
fore v, » = 1,. By induction follows that v, ; = 1, for all j € [g]. The case (ii) is
analogous. O

It follows that in particular for p = 1, each vertex v of Oy 4 is either 14, or it is
04, or it has first entry 1 and last entry 0.

DEFINITION 3.67 All vertices v € Oy with v1; = 1 and viy = 0 will in the
following be referred to as non-trivial vertices.

Observation 3.68 Each non-trivial vertex of O;,, can be identified with a sequence of ¢
tupels (af,a?), 1 < i < £ where o and of denote the length of the ith sequence of 1s and

0Os, respectively, and
¢

g=> (ai +af).
i=1
The lexicographic order induces an order on the set of tupels as follows:

(af,a) > (aj,a)) if and only if either (o) > a}) or (o) = aj and oy < a)).

3.2.3 Optimization

Of course, it is possible to decide in polynomial time whether a given vector in M, 4
is in Oy 4(&,) or not. However, it is unclear whether it is possible to optimize in
polynomial time over Oy, 4(€,); the observation above does not seem to lead to an
algorithm for optimization. Consequently, the complexity status for optimization
over O, 4(€) (even for p = 1) is open for the full case as well as for all restricted
cases (except < 1, =1 and k = const).

However, even if there are no restrictions on the number of 1s per row, optimiza-
tion over O 4(€,) is at least as hard as optimization over O, 4(€,), as the following
considerations show.

Let m,n € N» with 1 < m < n. We define a projection ¢, : My nq — M, 4 that
splits 0/1-vector v € M ,,q into segments each of length n and interprets the jth
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segment as the jth column of the image vector, that is:

V1 Un+1 T ’U(qfl)nJrl
¢n(v = ('U17U27 cee 7vnq)) =
Un V2n e Vgn
Moreover, let 1., : My, ; — My _n—1,4 be the orthogonal projection that maps any

vector v 10 Vi q1..n—1]x[q- In other words, ¥y, deletes the first m and the last row
inv e My,

Lemma 3.69 Let p,q € Ns. For any ¢ > p, we set s(£) := (20+p+ 1)q and define

T:=Por © Pyp),

where ¢ and 1 are defined as described above. Moreover, let the set By C© My 4
contain all vectors in {0, 1}1%O] that are of the following form:

v = (I].g, 0¢,v1,0, 1p,00,v2,0,...,1,, @g,vq,O), (3.14)

where v; € My, for all i € [q]. Then the following holds:
(i) If ve BN 0175(@(@:5(@)), then T(v) € Op 4(€y).
(ii) For any vertexw € Oy 4(€,) and £ > p, there is a vector v' € Oy 44 (Ese))NBe
such that T(v') = w.

Proof. (i) Since v € By, we know that
T(v) = (v1,v2,...,0q).
Assume that 7(v) ¢ O, ¢(€,). Then there is a cyclic permutation 7 : [g] — [g]
such that
(Vr(1), Vr(2)s - - - Vn(q))

is lexicographically larger than 7(v). However, this implies that
(1]-@7 ®€7 ’U7T(1)7 07 :ﬂ-éu ®f7 vﬂ'(?)u 07 1]-@7 ®€7 ’U7T(3)7 07 RS} 1]-@7 ®€7 vTr(q)u O)

is lexicographically larger than v. Contradiction.
(ii) It suffices to show that for any vertex w of Oy 4, the vector

/
v :(1€7®f7w*,1707 ﬂ-f7®€7w*,2707 :ﬂ-éu(]:)faw*,?nou'"71€7®f7w*,q70)

is in Oy 4(p) for an arbitrary £ > p. Obviously, only those cyclic permutations
7 : [s(€)] — [s(£)] have to be considered that shift (1,,0,)-segments to the first
position. Assume there is a 7 that gives a lexicographically larger vector than
v, ie. v' ¢ O 4. Then 7 induces a cyclic permutation 7" : [q] — [q] such

that

(W 77 (1) Wa 7/ (2), Wi 17 (3)5 - -+ » W 1/ (q))

is lexicographically larger than w. Contradiction.
O

Corollary 3.70 Optimization over O1,4 is at least as hard as optimization over
O, for general p.
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Proof. From some given cost vector ¢ € RIPIX[9 we construct the following cost
vector

= (Cj]'f? _Cj]-fa C« 1, _Cv C:ﬂ-b _Cj]-fa Cx 2, _Ca"'7<]]-fv _Cj]-ev C*,qv _C)a

with ¢ € R sufficiently large (i.e. ¢ > Z(z‘,j)esupp+(c) ¢ ;). Any optimal solution
for max({(c’,x) | £ € Oy 4y }) induces by projection 7 an optimal solution for
max({{c,z) | € Opq}). 0

3.2.4 Facial Description of Packing and Partitioning Orbitopes

Kaibel and Pfetsch gave a linear description for packing and partitioning orbitopes
also for the cyclic case, see [65]. The facial description for the partition orbitope

O;q(c’lq)is
11 =1
ZELj:O V2< éq
xi; 20 V2<i<pandj€ g
Zx”—l V2<i<p,
J€ld

while the packing orbitope Oi (&) is fully and non-redundantly described by

1,1 =0

;=0 V2<j<q

;20 V2<i<pandje€ g
d wi;<1 V2<i<p
Jeq]

. _
in,j—Zxk,l <0 v2<i<p.
j=2 k=1

Apart from these special cases (and two-columned orbitopes), no facial description
is known for orbitopes over the cyclic group. Moreover, our computer experiments
seem to indicate that the facial structure of full orbitopes over the cyclic group
is even more complicated than the facial structure of full orbitopes over the full
symmetric group. For instance, we computed the facial structure of O3 4(€4) using
the software package polymake ([47]; for a visualization of the facets, see the fig-
ure 3.20). The results do not seem very encouraging. (Compare with figure 3.17:
for p = 3 and ¢ = 4, there are 361 facets when the cyclic group is operating on
the columns versus 39 facets with the symmetric group operating. However, what
counts more is the fact that recurring patterns seem to become much less obvious.)

3.2.5 Other Groups Operating on the Columns

Partition the column indices [¢] into k subsets G;. If it is possible to simultaneously
decompose the group G operating on the columns into a product of G; x ... x Gj,
of subgroups G; such that subgroup G; is operating on subset G; for all i € [k], then
the representatives of O, ,(G) can be characterized as follows.

-k
Proposition 3.71 Let [¢] = J,_1Gi and G ~ Gy x --- x Gy, Let the action of G
be defined by the actions of the G; on G;. Denote moreover by V; the vertex set of
O,.6,(Gi). Then x is a vertex of O, 4(G) if and only if x.g, € V; for all i € [K].
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Figure 3.20: The facets of O34(¢4).

Proof. @ Assume v is a vertex of O, 4(G) and there is an ¢ € [k] such that v, g,
is not vertex of O, ¢,(G;). Then there is an element g € G; such that v, 4g,) ~
Vy4,g;- Therefore, applying (id,...,id, g,id,...,id) € G on the columns of v yields
a lexicographically larger vector than v. (id denotes here the identity in groups
G, k # i.) Contradiction. @ Assume that for some v € O, 4(G), v.g, is a vertex
of Oy, (G;) for each i € [k], but there is an element g € G such that v, gq) is
lexicographically larger than v. We compare v, 4(q) and vs 4 column by column.
Let j the index of the first column such that v. ; < v, 4). Then by definition
of G, there must be some subset G; C [g] such that both j,¢(j) € G;. Moreover,
the restriction g of g on the elements of G; must be an element of GG;. But then,
operating with (id, ...,id, g,id,...,id) on the columns of v gives a lexicographically
larger vector than v. Contradiction. O

For G; ~ &g, for all i € [k], this fact has been observed by Faenza. It is clear that
in full orbitopes over products of full symmetric groups, Proposition 3.71 implies
that one can optimize over O, ,(G) in polynomial time, by optimizing separately
over each column partition G;. Note that an optimal vertex of O, ,(G) can definitely
have undefined splits, meaning: the columns of the vertex do not have to be in
lexicographic order.

Proposition 3.71 has also implications for the linear description of O, 4(G). If a
linear description of O, ¢,(G;) is available for any i € [k], one can obtain a linear
description for O, ,(G) by lifting the inequalities appropriately, independently of
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the type of groups G, since O, 4(G1 X -+ X Gg) = Oy g, (G1) X -+ x Opg, (Gp).
In other words: assuming that for any i € [k], the linear description of O, g, (G;) is
given by

0,.6.(Gi) = {y € RP*9 | Ay < b;},

with A; € QIFIx([P1x9) "y € 10, 1}P1¥9% and b; € Q¥ and defining
P :={x cRPXlD | Az, o <b; Vie[k]},
then P = Oy, 4(G) holds.

For other groups, for instance alternating groups, we have neither experimental
nor analytical results.



Chapter 4

Orbisacks

Orbisacks Oy, 2 are full orbitopes over the symmetric group, and, as we will see, they
are — apart from some other special cases like packing and partitioning orbitopes
— the best understood class of orbitopes. The reason is that orbisacks are special
in many respects. As has been shown in Lemma 3.16, the orbisack is a knapsack
polytope. Moreover, each orbitope vertex has exactly one split, the critical row,
which opens the way to nice extended formulations.

But, because of their very special properties, orbisacks are a kind of laboratory
mice. To us, there is no real world application known which could profit from the
linear description of orbisacks. Our interest in orbisacks is more theoretical. From
studying them, we tried to learn how to describe full orbitopes with more than
two columns linearly. However, it turned out that all the properties that make
orbisacks so nice get lost as soon as we consider more than two rows, as indicated
in the introduction.

In this chapter, we will present in the first main part three different ways to derive
a linear description of the orbisack Oy 2.

» The first proof shows in a direct way that if inequality ax < b is defining a
facet, then the entries of normal vector @ show a certain sign pattern, and all
inequalities based on the same sign pattern are dominated by one with certain
absolute values (the so called valued block inequality), which will prove to be
facet defining.

» The second proof relies on the fact that the orbisack is a special knapsack poly-
tope: its weight set is ordered such that the ratio of two subsequent weights
is integral. This is what is generally known as a sequential knapsack polytope
(SKP). In [117], Weismantel and Pochet gave a complete linear description of
all SKPs which gives us a second approach for a linear description of orbisacks.

» Our third proof relies on an extended formulation for orbisacks (see page 19)
and a two-step application of faithful sectioning (see Theorem 2.17).

The second main part of the chapter is mainly dedicated to the graph of the
orbisack.

4.1 Facial Description of Orbisacks |
(Combinatorial Proof)

For the following proofs, the term “critical row” will become of great importance
(see Definition 3.7). Additionally, we will give now some more definitions that will
prove to be useful.

Let Vo, , denote the set of vertices of the orbisack.

79
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DEFINITION 4.1 (Layers) The position of the critical row can be used to partition
the vertex set of the orbisack. For k € [p + 1], we define sets

Ly :={v €Vo,, | crit(v) = k}.
The equivalence classes Ly, are called layers.

DEFINITION 4.2 (Maximizing vertex set) For a given vector a € RIPI*[2 we define
the set
Vla] := argmax, ({(v,a) | v € Vo,,})

of orbisack vertices maximizing cost functional (@, a). Sometimes, it will be conve-
nient to also partition set V[a] into subsets

Vila] :=V][a]|N Lk, ke[p+1].

A key tool for our proofs will be the modification of a vector, that is: a change
in selected components of some vertex (see page 5). For a given vector v € RIPIx[2]
a modification ¥ € RIP* of v in component Uk,¢ = $ is the vector

~ s, if (i,7) = (k, ¢ o
Vij = { (@,9) = (k. 6) for all (4,7) € [p] x [2]-

v;j, otherwise.

Before we look at the linear description in detail, we need two more definitions:

DEFINITION 4.3 (n-rows, p-rows, np-rows) For some vector a € RP)*[2],

» a negative row (in short n-row) has the form (—a,0),

> a positive row (in short p-row) has the form (0, 3), and

> a negative-positive row (in short np-row) has the form (—a, 3),
where a, 8 > 0. If the row contains only Os, we call it empty.

DEFINITION 4.4 (Basement) Let ax < b be an inequality with a € QP/*[2l and
a # 0. We call row

base(a) := max({i € [p] | a; . is not (0,0) (empty)})
the basement of a (or of the inequality ax < b, respectively).

Remark 4.5 From lemmas 3.54 and 3.62 it follows that any facet defining inequality with
basement s < p is a lifted facet from Os 2. Hence, if not otherwise stated, we can (and
will) for the following proofs w.l.o.g. assume that any considered inequality ax < b has
full extension, i.e. base(a) = p.

We will obtain the full description in four steps:

(i) We give for some candidate ax < b necessary conditions on the sign pattern
of @ and b.

(ii) We define the class of so called valued block inequalities (VBI). These show the
sign-pattern of a facet defining inequality and dominate all inequalities with
same sign pattern.

(iii) We prove that all VBI in fact define facets.

(iv) Last, we briefly consider trivial inequalities.

4.1.1 Sign Pattern of Non-Trivial Facet Defining Inequalities

If the facet F is defined by inequality ax < b, then it is denoted by F(ax < b).
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Lemma 4.6 Let facet F(av < b) be non-trivial. For all i € [p| and j € 2], there
is at least one vertex v with v, ; = 1 and at least one vertex v’ with v;j = 0 both
active for facet F.
Proof. If all vertices on facet F have component v; ; = 1 in common, then

FC {.’13 € OP-,2 | Ty = 1},
i.e. F is contained in a trivial face of Op 5. But F is not trivial by assumption.

Contradiction. Similarly with v; ; = 0. O

Lemma 4.7 For any non-trivial facet F(av < b), it holds that a;1 < 0 and a; 2 > 0
for all i € [p)].

Proof. Assume a;; > 0. There is some vertex v in F with v;; = 0 (Lemma 4.6).

We modify v in component v;; := 1. Then v € O, but it violates ax < b.
Contradiction.

For the assertion a;2 > 0, we modify some vertex v with v;2 = 1 in component
51')2 =0. O

Lemma 4.8 Let F(av < b) be a non-trivial facet. Then there is no empty row r
with 1 < r < p.

Proof. We assume that base(a) = p (Remark 4.5). This implies that either a,1 <0
or a2 > 0 or both (Lemma 4.7); let’s say that a,1 < 0. (The other case can be
treated similarly).

Assume row r < p was an empty row in a. Let v be some vertex on F with v, 1 =1
(Lemma 4.6). Then crit(v) ¢ p, because we could then modify v in v, = 0,
obtaining v € O, 2 with (a,v) > (a,v) =b. So v, . is either (1,1) or (1,0), and we
can find another modification of v in components v.1 := 1, U2 := 0 and vp 1 := 0.
Row r is then critical row in v. v is also vertex of O, 2, but (a,v) > (a,v).
Contradiction. O

DEFINITION 4.9 We call a; . a balanced row, if it is an n-p-row and its row sum
ai,l + CLLQ = O

Lemma 4.10 Let F(av < b) be a non-trivial facet. Then row a, + is balanced.

Proof. We assume base(a) = p (Remark 4.5). We assume ap 2 > 0 (the case a1 < 0
is similar).

There is a vertex v with v,1 = 1 that lies on facet F (Lemma 4.6). Then v
must be 1, because if not, then we could modify v in component v, o := 1 without
leaving the orbisack, but (a,v) > (a,v) = b. We can modify v also by v, := 0
and U, 2 := 0. v is a vertex of the orbisack, so av < b and (a,v) — (a,v) > 0. So
we get that ap 1 + ap.2 = 0 must hold to keep ax < b valid.

But there is also a vertex w with u, o = 0 (Lemma 4.6) and u, 1 = 0. By modifying
u by Up1 :=1 and up o =1, we obtain ap 1 + ap2 < 0. Hence a1 +ap2=0. O

Lemma 4.11 Let F(av < b) be a non-trivial facet. Then row ay . 15 balanced.

Proof. Assume first that a1; + a12 < 0. There is a vertex v with vy = 1
(Lemma 4.6). But then v1 1 = 1 because of the lexicographic order, and we could en-
large (@, v) by modifying the first row of v to (0,0). Contradiction. If a; 1+a12 > 0,
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then it’s the same situation with vy . = (0,0). Contradiction.
So a1,1 + a12 = 0. As the first row cannot be an empty row (0,0) because of
Lemma 4.8, the first row must be balanced. o

4.1.2 Block-Inequalities

We will now focus on the sign structure of a of non-trivial facet defining inequalities
axr < b.

DEFINITION 4.12 (Sign-pattern, block types) A vector o € {0, +, —}P*Pl is called
a sign-pattern. We are especially interested in those sign-patterns that can be
segmented into certain substructures, called blocks. A block is a set of subsequent
rows of ¢ with the following properties:

» The first row has sign-pattern (—, +).

» All the following rows inside the block have sign pattern (0,+) or (—,0).
A sign-pattern that can be divided into a set of blocks is said to be of general block
type. If the lowest block — that is, the block with a first row with largest row index
among all blocks — additionally consists of one row only, the sign pattern is of special
block type.

DEFINITION 4.13 (Function sign) We define function sign : RP*[2I — {0, 4+ —}PIx[2]
by

-+, if ;5 > 0
sign(a);j = —, ifa;; <0 for all (4,7) € [p] x [2].
0, if Q5 = 0

The following observation is crucial for the further considerations.

Observation 4.14 Lemmas 4.6 through 4.11 show that if inequality ax < b defines a non-
trivial facet, then sign pattern sign(a) is of special block type.

We will further narrow the set of candidates by considering a certain subset of
these inequalities, the valued block-inequalities.

DEFINITION 4.15 (Valued block inequality (VBI)) We call an inequality axz < b a
valued block inequality (VBI), if the following holds:
» sign(a) is of special block type.
» Inside each block, every nonzero entry has the same absolute value. We will
call it the value of the block.
» The values of the blocks are powers of 2 and ordered such that if B,,,..., By
are the blocks from top to bottom with block By the basement, then the value
of By is 2°, and the value of B; is 2i~! for all i € [n].
» Last,

b:= Z a; 2

Ci=1
i is p-row

Fig. 4.1 shows two examples of inequalities. The left one is a VBI.

Lemma 4.16 Let a € RPIX2. Then for every a-mazimizing vertex v € Vy, [a] with
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414 <9 4[4 | <10
4 |0 4 (0
Block Bsg 0 4 0 2
-4 10 -3 10
-4 |0 -4 (0
-2 |2 -2 |2
-2 |0 310
By |0 |2 0 |2
2|0 2|0
0 |2 0 |2
B { -1 )1 101
0 |1 0 |1
Bo{ |-1 |1 -1 |0

Figure 4.1: The sign pattern of the left inequality is of special block type. Moreover, by choice
of the values on the entries and of the right-hand side, the inequality is a VBI. The inequality to
the right has a sign-pattern of general block type, and it is no VBI.

k € [p + 1], the following holds:

{(1,1),(0,0)}, ifai1+ai2=0

vix €9 {(1,1)}, if a1+ a2 >0 Vi<i<k
{(0,0)}, if a;1 + a2 <0
{1,0}, ifair=0

vie €9 {1}, if aie >0 Vk<i<pand/{e€ 2
{0}, if aie <0

Proof. Above the critical row, vertex v contains only rows (1, 1) or (0,0). So if the
row sum of row i is negative, we will choose row type (0,0) when constructing an
a-maximizing vertex v, and row type (1,1) if the row sum is positive.

Below the critical row, v;y1.. )« forms a cube. O

Note that the statement of Lemma 4.16 is in particular true if sign(a) is of special
block type.

Corollary 4.17 Let a,a’ € RIP*PI be two vectors with sign(a) = sign(a’) of special
block type, and let moreover a'x < V' be a valued block inequality. Then V[a] C
Via'].
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Proof. If Vi, # & for k € [p + 1], each vector v in V[a’| has the following shape.

{(1,1),(0,0)}, if a}, is np-row

vix €4 {(1,1)}, if @], is p-row Vi<i<k
{(0,0)}, if @}, is n-row
{1,0}, if aj, is np-row

vie €4 {1}, if a} , is p-row Vk<i<pand/e]|2]
{0}, if @ , is n-row

In particular, V[a'] # @. Comparing with the vertices in Vi [a] (proof of Lemma 4.16),
we get that V[a] C V[a']. O

Thus, showing that every VBI defines a facet finishes the characterization of the
linear description of orbisacks. This problem will be tackled in the following section.

4.1.3 Block-Inequalities are Facet Defining Inequalities

For this and the following section, we drop the assumption that base(a) = p for any
VBI ax < b, i.e. we also consider valued block inequalities that are lifted.

Lemma 4.18 Valued block inequalities are valid.

Proof. Let ax < b be a valued block inequality and let vertex v € Vi[a]. Let « be
the value of the block where critical row k lives in. Then

—a, if ag 4 is n-row or np-row
(A, Vg x) =

0, if ag,« is p-row

So there are two possibilities:
(i) Row k is p-row. Then v is collecting at most
» the positive entries in all p-rows of a, except for entry +« in row k, and
» all positive entries in np-rows below row k.
(ii) Row k is np-row or n-row. Then v is collecting at most
» the positive entries in all p-rows of a,
» all positive entries in np-rows below row k, and
» the negative entry —« in row k.
Thus, vector v collects in both cases at most the same value

=Y aiat Y ap-a= Y b (4.1)

i €[p] i €[k+1..p] i€lp]
1 p-row i np-row 1 p-row
N———’

*
=«

where both identities (x) hold by definition of valued block inequalities 4.15. (]

The following almost immediately follows from the lemma above.

Observation 4.19 For any valued block inequality ax < b,

Vi[a] # @ for all k € [p+ 1] \ {base(a)}.
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Proof. Any vertex v of O, 2 with critical row in the basement base(a) that is sup-
posed to maximize (a,x) collects the entries in all p-rows above the basement, as

well as entry apase(a),1 = —1 in the basement. Therefore,
(a,v) = Z aj2 —1 < b,
i €[p]
1 p-rOw

where (*) holds because of Definition 4.15. For k # base(a), the proof of Lemma 4.18
shows that (a,v) must equal b (see equation (4.1)), which implies that Vi[a] # @
then. O

Proposition 4.20 All valued block inequalities define facets.

Proof. As it is clear that all trivial inequalities are valid (see Lemma 4.21), we
know so far that the trivial and valued block inequalities together yield a complete
description of the orbisack. Therefore, it suffices here to show that for any valued
block inequality ax < b, the set of vertices V[ax < b] is not completely contained
in the set of vertices on any other (block or trivial) inequality.

First, let F(ax < b), F'(a’x < V') be the faces defined by az < b and a’z <V,
respectively, and suppose that V[a] C V|[a].

From Observation 4.19 follows that base(a’) = base(a) must hold; otherwise,
Flax <b) € Fla’z < V).

Let now row 1 < i < base(a) be a row with differing sign pattern in a and a'.

From Observation 4.19 follows that Vi[a] # @ and Vpy1[a] # @. In particular,
depending on the shape of a; . and a),, we can choose a vector v from V;[a] or

T,%)

from Vp41[a], respectively, with the following entries in row v, .:

sign(af ) sign(al,,)
| (—.0) (0,4) (-+) | (-0 0+) (-+)
= =0 — 00 (00
S 0H| @y — (1LY
2 (—+) | 1Y) 00

v € V1[a] v € Vyr1]a]

By this choice, v € V[a] and v ¢ V]a']. Contradiction.
Last, suppose that either trivial inequality x; ; < 1 or x; ; > 0 contains F(ax < b).
However, this would imply that

Vla] C{x € Op2 | z:i; = (},

with ¢ = 1 in the first case and ¢ = 0 in the second. But Lemma 4.6 shows that
this is not true. Contradiction. O

4.1.4 Trivial Facet Defining Inequalities

Last, we consider the trivial inequalities.

Lemma 4.21 Inequalities

;5 20and z;; <1 Vie [p] and j € [2]
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are valid for the orbisack.
Proof. Obviously true. O

Proposition 4.22 The following trivial inequalities are defining facets:
(i) wij <1 for(i,5) € ([p] x [2]) ~ {(1,2)}
(i)  —wi; <0 for (i,7) € ([p] x [2]) ~ {(1,1)}

Proof. We start with the exceptions.

212 < 1: Any vertex v on the face F(x1 2 < 1) must have first row vy . = (1,1)
because of the lexicographic order of the columns of v. But then v € F(—z1,1+
212 < 0). Therefore, 12 < 1 cannot be a facet defining inequality.

—z1,1 < 0: Similarly, face F(—z11 < 0) contains only vertices v with first row
v1,« = (0,0). Hence also F(—z11 < 0) CF(—211 + 212 <0)and —211 <0
cannot be a facet defining inequality.

Now consider inequality x;; < 1 with (¢,5) # (1,2). The set of vertices on face
F(x;; < 1) is clearly

V[z;; < 1] ={x €Vo,, | z;; = 1}.

Since (i, 7) # (1,2), there is for each k € [p] a vector in V[z; ; < 1] with critical row
k; in particular, there is at least one vector v with crit(v) = 1. One can modify
this vector v at any position (s,t) # (i,5), ¢ > 1 by component vs; := 1 — v,
and obtains a vector that is also in V{z; ; < 1]. The vector w := 1, is also in
V(z;; < 1], and if (4, 5) # (1,1), then we can additionally modify w by components
w1+ := (0,0) to obtain another vector in V[x; ; < 1]. Hence, we can find for every
position (s,t) # (i,7) at least two vectors w, v’ in V[z;; < 1] with us; = 1 and
u , = 0. Therefore, F(z; ; < 1) cannot be contained in another trivial inequality.

For any valued block inequality ax < b, it holds that V[ax < b] does not contain
a vector v with crit(v) = base(a) (Observation 4.19). So it follows from above that
F(z;; < 1) can also not be contained in a valued block inequality.

Case (ii) is analogously. O

4.2 Facial Description of Orbisacks Il
(Sequential Knapsack)

A classic in combinatorial optimization is the integer knapsack problem:
n
max Z Dix;
i=1

n
such that szxl <c and z; € N Vi € [n],
i=1

where w; € N is the weight of item i, p; € R is the profit associated with item
i and ¢ € N is the capacity of the knapsack. If for all i € [n], the values of x;
are additionally required to be in [s;]o C N with some s; € N, then the knapsack
problem is called bounded. If s; = 1 for all i € [n], we speak of a 0/1-knapsack
problem. An integer knapsack problem is called sequential if one can order (after
possible renumbering of components) the weights such that

O<wi <we <...<wy,
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and for any pair of successive weights w;_1, w;, it holds that u}f’il € N. Note
that after possibly scaling weights and capacity, we can for sequential knapsack
problems w.l.o.g. assume that w; = 1. The convex hull of the feasible solutions
of a (sequential and) bounded integer knapsack problem is called the (sequential)
knapsack polytope.

As has been observed in Lemma 3.16, the orbisack is isomorphic to the following
0/1-knapsack polytope

i=1

Po, , := conv <{y € Mpq

p
> 2 M yia +yia) <20 - 1}) ,

determined by knapsack inequality (3.2). The weights w; ; = 27! as well as ¢ =
2P —1 arein N and y; ; € [1]o for all (4, 7) € [p] x [2]. Moreover, after ordering the
weights as follows:

O<wig=wip <we =we2 ... < Wp1 = W2,
~N N N N~
—20 20 —21 —21 —op—1  —9p-1

it is clear that %> =1 € N and ;== =2 € N for all i € [p]. Hence, Po,, is in

Wi—1,2

fact a sequential 0 /1-knapsack polytoi)e.

Observation 4.23 Using the isomorphism defined by y;,1 = 1—2p—it1,1 and yi 2 = Tp—i+1,2,
it is easy to see that any inequality ax < b valid for Oy > transforms into an inequality
a'y < b’ valid for Po, , by setting

r ) ey, ifj=1
@ij 2= o
ap—it1,y, ifj=2

for all (z,7) € [p] x [2] and fixing right-hand side

P
b/ =b— Zam.
=1

In particular, trivial inequalities transform as follows:
;1< 1l ~  —y;1<0 Ti2< 1l ~ Yi2< 1
—z;1< 0 ~ Y 1< 1 —2;2< 0 ~  —y;2<0

FEzample 4.24 From Proposition 4.20, we get that the inequality to the left is facet defining
for orbisack Os.2. To the right, there is the corresponding facet defining inequality for
Po ,.

—4 14| <4 111]<12
0]4 11

-2 |2 212

11 014

11 414

To the left, there is a vertex of Os2 and to the right the corresponding vertex of Poy ,.
It is easy to check that both are contained in the respective facets from above.

[« el I B e
el el =l =l =]
—~|lo|lo|lr~]|rF
(el B el B
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In 1998, Robert Weismantel and Yves Pochet gave an inductive scheme to com-
pute the linear description of a sequential integer knapsack polytope P in general
([117]). We will in the following briefly present their main ideas.

Let P C R™. For some objective vector p € R", Weismantel and Pochet transform
polytope P into a polytope P, by combining certain subsets of items, called (item)
blocks'. The transformed polytope has two nice properties:

(a) Optimization over P with respect to profit vector p is equivalent to optimization
over f’p with respect to a modified profit vector p; i.e. there is an optimal
solution y* to the original problem if and only if there is an optimal solution
z* to the modified problem and (y*,p) = (z*, p).

(b) Using the standard dynamic programming scheme for knapsacks developed by
Bellman and Dantzig ([14, 28, 15], overview for instance in [71]), one can charac-
terize the optimal solutions over f’p with respect to profit vector p. Weismantel
and Pochet show that it is also possible — parallel to the run of the dynamic
programming algorithm — to recursively construct an inequality valid for P,
that is satisfied at equality by all optimal solutions to the problem of maximizing
(z,p) over Py,

Using (a), one can then transform the obtained inequality for 15,, into an inequality

valid for P. Moreover, it turns out that the profit vectors can be partitioned in

equivalence classes with respect to the inequalities; any pair of profit vectors from
the same class yields the same inequality. So, one ends up with a finite set of
inequalities. However, this set is pretty big: it contains at least 2"n! inequalities.

To show that this set provides a full description of P, Weismantel and Pochet
show that any inequality transformed originating from P, as described above is
satisfied at equality by all optimal solutions to the problem of optimizing (y, p) over
polytope P. As this is true for arbitrary profit vectors p, this implies that the set of
inequalities valid for P must contain in particular all facet defining inequalities and
therefore provides a complete linear description (this latter idea is due to Lovész,
see [77]).

We will in the following reproduce the main definitions together with some results
concerning orbisacks as far as they are needed to compute the linear description of
the sequential knapsack polytope Po, , associated with the orbisack Oy 2. In this
special case, the knapsack inequality is (w,y) < ¢ with weights w; ; = 2~ for all
(i,7) € [p] x [2] and capacity ¢ = 2P — 1. Note that for each i € [p], both items (i, 1)
and (i,2) have the same weight.

The main concept is the combination of items into item blocks.

DEFINITION 4.25 Let P be the sequential knapsack problem

n n
maxZPiyi such that Z wiy; < ¢
i=1 i=1

Yi € [Si]O Vi e [TL]

Let B C [n] and bg := min(B). Set B is called an item block if for every k € BN\{bp},
it holds that
Wg < Wpy + Z SiW;. (*)

i€B
i<k

Lemma 4.26 For orbisacks, a subset B C [p] X [2] is not an item block if and only
if there is a k € [2..p — 1] such that B can be partitioned into two nonempty subsets

1n fact, Weismantel and Pochet speak of blocks only. We use the term item block instead to
avoid confusion with the blocks from block inequalities, see Definition 4.12.
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bs

Figure 4.2: Example for an item block in the case of orbisacks (left). The gray marked indices
are in the block. The example to the right is no item block.

B< C [k —1] x [2] and B> C [k + 1] x [2]. In other words: any subset B of [p] x [2]
that does not “skip” both items (k,1) and (k,2) in some row k is an item block. (See
figure 4.2 for an example.)

Proof. (i) Let b= and b~ be the smallest elements in B< and B~, respectively.
Assume, set B=B<UB~ and B<,B~ # @. As B is a block,

Wp< + E Wy = Wy>
beB<

must hold. But the left-hand side is maximally 2* — 1, while the right-hand
side is at least 2¥. Contradiction.

(ii) Let B C [p] x [2]. Let (s,t) be the smallest item in B and let (k,¢) > (s,t) be
some other item in B. If k = s, then w, ; = wy ¢ and inequality (*) is satisfied.
So we can assume that k > s. Let W := {w;; | (1,5) < (k,?), (i,7) € B}.
From (i), we get that the smallest possible set W is

W= {271 i€ [s.k—1]}
Hence, the right-hand side of inequality (*) is at least

k—1
2871 4 221.71 — 2]671'

1=s

On the other hand, wy = 2¥~!. Hence, inequality (*) is satisfied.

4.2.1 Computation of Inequalities for Po, ,

Since we are mainly interested in the computation of coefficients and the right-hand
side of these inequalities, we skip the details of transformation and generation of
inequalities and refer for the details to the paper of Weismantel and Pochet.

Instead, we proceed with the definition of the set of variables which is needed to
construct an algorithm to generate the inequalities for P. (Note that the paper of
Weismantel and Pochet contains some typos which are corrected here.)

We will in the following run through a family of item blocks B. For each item
block B; in B, we define:

DEFINITION 4.27 Let ¢ := argmin;({w; | i € B;}). We define the weight of item
block B; by w; := wy and the normalized weight of B; by w’; := g—i Moreover, the
multiplicity of item block B; is denoted by u; := 7% Zz‘eB s;w;. The profit of a item

block is p; := py.
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The inequalities to be computed are of the form

> g—] > wiyi < gm(N),
J

j=1 icB;

with a right-hand side depending on some N € N that will be specified later.
» For j =1 and any v € N, we define

dy =1 g1(7) := min({u1,v}).
» For j € [2..m] and any v € N, we define

N . ~/
/\j := N mod w;

and
N; = €8y
777 ) max ({k €N ’ k< Y %@, and k mod @; = A;.V}), it Y @, =AY,
i€A; i€A;

The values of g;(v) are defined by

gi—1(Nj) + pi(v)d;, if 0 < py(y) <y
9;i(7) =94 gi-1(7), if pji(y) <0
9i—1(y — wiug) +ujdy, if pi(y) > Uy

and are based on the value of

Last, the coefficients d; in the inequality are computed recursively by
dj = gj—1(Nj +@}) — gj—1(N;).

These definitions also rely on values Aj. In fact, this is where the objective p
comes in, as Weismantel and Pochet define a first version of A; by

Aj::{ie[j—l]‘%>%}foraﬂje[m].
i J

It is easy to see that the size of the coefficients of p has an immediate influence only
on the order of indices. As any possible profit vector is considered when constructing
the linear hull of P, it is therefore possible to replace this definition by another one
based on permutations 7 of [m]. This leads to the following definition:

DEFINITION 4.28 Set A; can independently of p be defined by
Aj={ie[j—1]|7G) <n(j)} for all j € [m],
where 7 is some permutation of [m)].

Now, the main result of Weismantel and Pochet can be formulated as follows:
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Theorem 4.29 ([117]) The following set of inequalities provides a complete linear
description for polytope P:

yr =20 VEk € [n]
> E—J > wigi < gm(N),
=1 "7 ieB;

where N := (| £), family B is any family of item blocks B; partitioning any subset
of items W C [n|, and g; and d;, i € [m], are defined on the basis of any permutation

7 of [m].

Corollary 4.30 The following set of inequalities provides a complete linear de-
scription for polytope Po,, ,:

yr =20 Vk € [n]
m di
Z = Z w;,jYij < gm(N), (*)
k=1 " (4,5)EB,

where w; ; = 271, N = (L%J), family B is any family of item blocks B; as
described in Lemma 4.26 partitioning any subset of items W C [p] X [2], and g; and
d; are defined for i € [m] on the basis of any permutation © of [m)].

It is obvious that all trivial inequalities
yij <1

with (¢, 7) € [p] x [2] can be easily obtained by choosing item block system B = {85;}
containing one single item block By with By = {(4,7)}.

It requires a bit more work to see that the valued block inequalities are among
the inequalities (*). This will be done in the following.

Assume, ay < bis a valued block inequality for O, 2 with basement 3 := base(a),
and let @’y < V' be the corresponding inequality for Po, , as described in Obser-
vation 4.23. We choose

mljl=08—-j+1

W := supp(a’)
{(p - B +7, 1)} if ag—j+1,% 1S n-row
Bj:=4q {(p—8+742)} if ag_jt1,4 is p-row

{(p - ﬁ +.77 1)7 (p - ﬁ + ia 2)} lf aﬁ—j'i‘l,* is n-p-row,

for all j € [f]. This choice implies the following:

Aj=0
aj — 9p—fB+j—1
wf =271
2P — 1

O

w1 op—p8
- 1 2, if ap.s is n-p-ro
Uj = = 2k_1=|5'j|={ e 15 EDTEOW

W (k.0eB, 1, otherwise
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for all j € [G].

Observation 4.31
» By choice of B, W is decomposed into g item blocks.
» By choice of B, block |B1| = 2 and block |Bg| = 2.
» For any element (k,¢) in block Bj;, i € [g], it holds that % = 1. Therefore,

inequality (*) can be simplified to
m

Sdi > ke <gm(2®-1).

=1 (k,0)EB;

FEzample 4.32 In this example, p =7 and 8 = 5.

axr <b ax <t w
212 | <2 0 |0 |<8 1|1
—210 0 |0 2 |2
0|2 1|1 4 |4 B ={(3,1),(3,2)}
-1|1 1 |1 8 |8 By ={(4,1),(4,2)}
-1|1 0 |2 16 | 16 Bs ={(5,2)}
0 2 |0 32 | 32 By = {(6,1)}
0 E 64 | 64 Bs = {(7,1),(7,2)}

We will now compute d; for all j € [5] as well as gg(IN). For j > 1, the coefficients
d; depend on N;. Hence, we have to compute this value first.

Lemma 4.33 If N =2° — 1, then N; = 27~! — 1 holds for any j € [2..8].

Proof. With N = 27 — 1, we obtain for any j € [2..3]
AN = N mod @} =2° —1mod 2/~ =2/71 — 1.

On the other hand, ZieAj ww; =0 < )\j-v for all j € [5]. Therefore, N; = /\é-v by
definition. o

Observation 4.34 In fact, Lemma 4.33 is independent of the choice of permutation .
Assume there is a permutation 7’ inducing sets A’ and a index j* such that

~ ~ N
E UiW; = )\j*
iGA;.*

This implies by definition that

Ny = max ({k € N[k < 3 @} and k mod @ = A} }).

iGA;.*
However,
Jjr=1 jr=1 ¥ -1
~ ~/ ~ ~ ~/ i—1 j*
ww; < uiwi<22 wi:22 2 =20 —2<
ieA;* i=1 i=1 i=1

B P T S BN

Hence, k < @;+ + Aj+, which implies that N;» = AJ.
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Lemma 4.35 Let N = 2° — 1 and define for 3 >i > j > 1 the scalar
| N+ @ - whie ifi> g
TN @ ifi=j.

Then
gi—2(Vij—1) + uj1dj—1 if j > 2

gj—1(vij) = { ) T

Proof. First let j = 2. From the definition of g;(y) follows that

91(7i2) = min({u1, vi2}).

But
i—1 ) . i—1
Yig=Ni+ @) — Y Wpup =271 =142 = 2k By >
k=2 k=2

i—1
>2-1-) k=2 —1-(2"-1-3)=3,
k=2

which gives the statement for j = 2.
For j > 2, we have to show that p;_1(v;;) > w;—1 for any 8 >4 > j > 2. This
can be done using Lemma 4.33:

1
pi—1(vi,5) = @,—(%,j - Nj_1) =
-1
1 1—1
=5 27 =142 = B — 2R 1) >
k=j

1—1
>227(2 =2 oF T — ) =22 (2 — ) — ) =
k=j

3 _
=122=3>2>uj_1.

Now, the statement follows from the definition of g;(). O
Corollary 4.36 We can now recursively compute g;—1(v;,;) for any 8> j > 1:
9i-1(%3.4) = 9-2(Vj5-1) + Ujrdjr = ... =
j—1 j—1 Jj—1
= g1(Yj2) + D Tdr =2+ ) |Beldy = Y [Byldy,
k=2 k=2 k=1
since |B1| = 2 by Observation 4.31.

Lemma 4.37 Let N =2° — 1. Then

gi—2(Nj—1) +dj—1  ifj>2

gj—1(Nj) == { ) Fiz2
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Proof. For j =2, Ny = 2! —1 = 1. Hence, g;(N2) = min({2, No}) = 1.
For j > 2, we will show that p; 1 = 1:

1 . ) o
pj—1 = =——(N; = Nj_1) =2279(271 =1 2772 4 1) = 2277 (29 %) = 1.
w

7—1

The statement follows then from the definition of g;(7). O

Corollary 4.38 Lemma 4.87 enables us to recursively compute gj_1(N;) for any
B>j>1:

Jj—1 7j—1 Jj—1
9i1(Nj) =gja(Nj 1) +djr=...=gi(No) + Y d =1+ dp = dy,
k=2 k=2 k=1
since d1 = 1 by definition.

Corollaries 4.36 and 4.38 together make it now possible to compute d; for 8 >
j > 1 using the definition for d;:

j—1
dj = gj1(N; +@;) — gj—1(N;) = Y di(|B| = 1).
k=1
It is easy to see that this implies that the coefficients of inequality (**) are those of
a transformed facet defining inequality of the orbisack. For j = 2, we get that
dy=di(|1B1|—-1)=1

and for j > 2, we obtain

7j—1
dj =Y di(|Bi| - 1) =
k=1

Jj—2

=d; 1 (1Bja| = 1)+ > de(|Bi| = 1) = dj 1 (1Bj1| = 1) +dj 1 =
k=1

=d;j1|Bj1].

So, for j > 2, d; = 2d;_1 holds if |B,;_1| corresponds to a n-p-row; otherwise,
d; = d;_1. It remains to compute the right-hand side gg(N) of inequality (**).

Lemma 4.39 Let N =2° — 1. Then

98(N) = ga—1(Nj) + dp.
Proof. Again, we use Lemma 4.33 to obtain that pug(N) is computed as

1 -
0 < pia(N) = —(N = Ng) =2177(27 1 — (27 = 1)) =20 = 1 < 7,
¢
O

Lemmas 4.39 and 4.37 enable us to recursively compute the right-hand side gg(N)
as follows:

B B
98(N) = gs1(Ng) +dg = ... = (Vo) + Y di = > ds.
1=1

1=2
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So far, we know that the set of inequalities from Theorem 4.29 contains all facet
defining inequalities for the orbisack. However, the set contains more inequalities.
We close this section with some examples. For all examples, p = 6.

Ezample 4.40

Ttem blocks: yield the following inequalities:
1 1| <63
2 2
Br ={(1,1),...,(6,1)} 4 4
Bz = {(172)77(672)} 8 8
w(i) =m—i+1 Vi€ [m)
16 | 16
32 | 32
={(1,1), (2,1
B {(7)7(7)} 1 1 < 48
B = {(172)7(272)} 2 2
B3 = {(37 1)7 (47 1)} 3 3
Ba = {(37 2)7 (47 2)} 6 6
Bs = {(571)7(671)}
12 | 12
Bs :={(5,2),(6,2)}
. . 24 | 24
w(i) =m—i+1 Vi€e[m]
110 <3
210
B; same as above 010
m(i) =i Vi€ [m] 0)0
01]0
01]0
<5

B :={(3,1),(3,2)}
By =A{ (4,2)}
Bs :={(5,1),(5,2)}
w(i) =m—i+1 Vi€ [m]

ol|lr|lolr|lOo|O
ol |lR|O|lO

Obviously, one can easily generate inequalities different from the transformed
facet defining inequalities for the orbisack.

It is an open question whether it is possible to describe the set of inequalities from
Corollary 4.30 in a more appealing way than is done there. Moreover, the second
and third inequality in Example 4.40 indicate that it is not possible to read off the
item block system associated to an inequality from the coefficients of the inequality.
Note that the set of inequalities from Corollary 4.30 is in N'P.
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4.3 Complete Description of Orbisacks IlI
(Proof by Faithful Sectioning)

4.3.1 Extended Formulations for Orbitopes

In the following, we will define three different extended formulations for orbisacks.
The first two formulations are specific for orbisacks, i.e. restricted to ¢ = 2 columns.
The third formulation is based on the dynamic programming algorithms for or-
bitopes in general, i.e. it relies on the hyperpath polytope and the description of
vertices of the orbitope as hypergraphs. So in this case, we obtain (also) an extended
formulation for orbitopes with more than two columns.

At the end of the section, we will give a short overview of the extended formula-
tions developed so far and the relationships between them.

4.3.1.1 The P*Y-Formulation

For this extended formulation, we append to each vertex x of an orbisack some 0/1-
vector storing information about the position of the critical row of &. More precisely,
we define for each vertex @ of the orbisack O, some vector y(x) € {0, 1} by

et @) if crit(z) <p+1
y(o) == o
0, if crit(z)=p+1

Polytope P*¥ is defined as

P™Y .= conv({(z, y(x)) € RP¥IZ x RPI | 2 vertex of O,2})

(Simplifying notation, we allow to write (z,y) instead of (z,y(x)).)

Lemma 4.41 A linear description of P*Y together with an appropriate linear pro-
jection provides an extended formulation for the orbisack.

Proof. The projection from P*¥ to O, 2 is simply the orthogonal projection
o™ RPIX2 5 RIPT  RIPIX[] (z,y) — x
to the space of z-variables. O

This extended formulation will be later used for deriving the linear description of
orbisacks with the means of faithful sectioning.

4.3.1.2 The P%¥%*-Formulation

Our second approach for an extended formulation for the orbisack uses y-variables
just like the P*Y-formulation above. However, instead of recycling @, the z-variables
are split into two new classes of variables, namely = and z. For each vertex x of the
orbisack, the Z-variables display information about the entries of @ below crit(x)
and the z-variables store information about the type of the rows above crit(x).
In detail, we define for any vertex & of an orbisack O,,2 a vector (&(x), y(z), z(x))
in RIPIX[2] x RIPI x RIP! with
(Tin, Ti2) = { (@i, @ia), il > crit(z) for all i € [p]
(0,0), otherwise
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and

i1, if @ < crit )
zi_{x’l if i < crit(z) for all i € [p]

0, otherwise

and y(x) = y as defined for P*¥ above.
The corresponding polytope is defined as

P%Y* = conv({(&(x), y(x), z(x)) € RP*E x R x R | 2 vertex of O, 2})

Again, we shorten notation by writing (&, y, z) instead of (Z(x), y(x), z(x)) in the
following.

Lemma 4.42 A linear description of P®Y:* together with an appropriate linear
projection provides an extended formulation for PTY.

Proof. The projection o®%* from P%¥* to P®Y is mapping point (&,y,2) €
RPI>¥12 x RIPI x RIP) to point (z,y) € RPI*1Z x RIP! with

Tin = Tia T Ytz (4.2)
Tig = Ti2+Z (4.3)
for all i € [p]. The projection ¢®¥7 is linear. O

The following proposition gives a linear description of P%¥*. This provides the
basis for the proof of the linear description via faithful sectioning(s).

Proposition 4.43 Polytope P%Y* is completely described by the following set of
inequalities

1—1
Fia— Y k<0 Vie[p~{1} (4.4)

k=1

1—1
Fia— Y yk<0  Vie[p~{1} (4.5)

k=1
Su+a<l Viel (4.6)

k=1

ii7j,yi,zi >0 Vi € [p] G/ﬂdj S [2] (47)
i1 =0 (4.8)
T12=0 (4.9)

Proof. The system is totally unimodular, because the constraints matrix is an in-
terval matrix (with attached unit matrices).

Obviously, the vertices (Z, y, z) satisfy all inequalities (4.4) through (4.7). On the
other hand, (4.6) makes sure that no 0/1-vector (Z,y,z) can have more than one
1in y, and if y = 1, then z; = 0 for k < i < p. Inequalities (4.4), (4.5), and the
equations (4.8) and (4.9) make sure that Z; , = 0 for all rows ¢ with 1 < i < k. So
the system in fact describes P¥¥:%, O
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4.3.1.3 Extended Formulation associated with Dynamic Programming

As we have shown on page 55, one can, based on the DP algorithm for orbitopes,
build a DP-hypergraph for orbitopes. There is a one-to-one-correspondence between
the hyperpaths in this hypergraphs leading from the set of initial states B, to the
final state b; and the vertices of the orbitope; the associated hyperpath polytope
in arc variables leads to an extended formulation for orbitopes (see Lemma 3.38).
(Note that we will in the following reuse notation from that section.)

Unfortunately, this extended formulation is not of much help for the linear de-
scription of the orbitope, as it is unclear how to describe the set of extreme rays of
the projection cone. An alternative could be the use of node variables instead of arc
variables. This would be interesting also for another reason: the number of nodes
in H is of order O(pg?) and the number of arcs is of order O(pg?®). Therefore, a
linear description of the hyperpath set polytope would need fewer variables than the
descriptions in arc variables does. Hence, a description in node variables would be
nice to have. However, computer experiments are discouraging: they show that the
description of the hyperpath polytope in node variables seems to be quite involved
in general.

Nevertheless, for ¢ = 2, a linear description for the B,-b;-hyperpath set poly-
tope P™9¢(H) is accessible. We will show that in fact, P™*9¢(H) is isomorphic to
polytope P#¥:# as defined above. Denoting by w € {0,1}% the incidence vector
of B[L] C B induced by a B,-b;-hyperpath £, we define for ¢ = 2 the following
transformation.

» Transformation 7 : PR4¢(H) — P%¥:%,

Zi = Wi g Vi € [p)
o= w;,[l,.l]

Y2 = w;,[l..l] + wg,[l..l] - wz,[l..l]

Yi =Wl T W) T Wiy ) T Wil Vi € [3..p]
i1 = wi'_l)[lnl] + wf_l)[lnl] — w;’)[lnl] Vi € [2..p]
Tio = w;,[z..2] Vi € [2..p]
z1; =0 Vi € [2]

» Transformation 77! : P%¥:* — Prode( ),

wi'y[1”2] =z . Vi € [p]
w;[l,,z] =1- (22:1 Yk + %) Vi € [p]
wi.,[l..l] =Z;1 +Yi Vi € [p]
Wy = Yope Yk — Fin Vi € [2..p]
Wi o = T2 Vi € [2..p]
Wlo o] = Dope1 Yk — Ti2 Vi € [p]

We are using here and in the following the notation from page 55 ff..

Proposition 4.44 For q = 2, the complete linear description of P*°%(H) is given
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by the following set of inequalities:

Wy (o 0] = Wi_q1[2.29) — Wi_1,2.29) SO Vi€ [pl N {1} (4.10)

Wy 4]~ Wiog 1) — Wiorpq SO Vie [pl~ {1} (4.11)

Wy 1.0) F Wy 10 — Wi_q1.2] — Wi—11.2] SO Vie [pl~ {1} (4.12)

Wy (1.2]> Wy 1.2 Wi (1.1 We [1..1)» Wi [2..2)» Wy [2..2] = 0 Vi € [p] (4.13)
wi[l = (4.14)

W} o = 0 (4.15)

Wo,[1..2] = (4.16)

Wy 9 F Wiy o) W Wiy =1 Vi € [p] (4.17)

Wy (1 9 F Wi 0]+ W o) T Wy 2.0) = 1 Vi € [p] (4.18)

Proof. Follows directly from Proposition 4.43 and application of 77 1. o

Despite the fact that the hypergraph point of view gives us a completely new
set of variables (with new meaning), from the polyhedral point of view, it does not
reveal more information than P*¥7* does.

One can also map P*(H) to P*¥* by means of the following projection. We
denote the arc variables by u, here.

» Projection 7 : P&¢(H) — P%¥:%,

Z1; =0 vj € [2]
h = u({b;,[lul]7b?,[2u2]}7b0’[1~2])

1= u(b;,u.,z]vba,u.,z])

i = u({b:,[l.,l]’bs,[2.,2]}’b:—1,[1,.2]) + u({bi.,[l,.l]’b?,[Q,.Q]}’bS—l,[l,.Q]) Vi€ [2]9]
:Ei,l = u(b:,[lul]’b:—l,[lul]) + u(bi.,[lul]’b;?—l,[lul]) Vl € [2]9]
Tiz = u(b;,[2“2]7b;71,[2“2]) + u(bi.,[zuz]’bio—l,[2u2]) Vi e [2p]
i = u(b;,[l.,2]7b;—1,[1,.2]) + u(bi.,[l,.Q]’bio—l,[l.,Z]) Vi€ [2p]

Together with projection 71 : P%¥# — P1ode([]) from above, we get therefore
also a projection 771 oy : P¥¢(H) — Prode(H).

4.3.1.4 Overview of the Extended Formulations

Focusing on the orbisack, the extended formulations that have been defined so far
can be arranged in a hierarchical structure, as the following illustration shows.
Each of these extended formulations is set together from a polytope and a linear
transformation mapping this polytope to another one. Projection ¢ has been defined
in Lemma 3.38. Note that so far, for ¢ = 2 columns, we have only linear descriptions
for Prode(H), Pa(H) and P¥¥*. (Marked by boxes in the illustration.) We will
undertake the task of formulating the linear description for the remaining polytopes
in the following sections.
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— )

Pparc (H) = Pnode(H)

T

9
P
oY

Op,2

4.3.2 Linear Description of P*Y via Faithful Sectioning

We are now ready to derive a linear description of P*¥ via faithful sectioning, using
the linear description of P%%# from Proposition 4.43.

We will start collecting the ingredients for the faithful sectioning. First, it is clear
that the linear projection o is as in Lemma 4.42:

Next, we have to determine the map s : RPI*B] — RIPIXM (2 4) — (2,9, 2).

Observation 4.45 (a) Let s be some o-section and Az < b a linear description for P*¥
that is P*¥*-faithful for s. This implies that (at least) for any

(,y) € {(z,y) | A(z,y) < b},

(i) s((z,y)) € P"¥* and

(i) o(s((=,9))) = (z,9).
From (i) follows that any point (Z,y, z) = s((x, y)) lifted from {(z,y) | A(z,y) < b}
must satisfy the inequalities from Proposition 4.43, in particular inequalities (4.4) and
(4.5). From (ii) follows that we can use equations (4.2) and (4.3) to replace Z;,1 and
Zi,2, respectively, to obtain the following conditions

Ti1 — Zyk < z Vi € [p] \ {1} and (*)
k=1
i—1

Ti2 — Zyk < 2 Vi € [p] N {1}7 (**)
k=1

for any (z,y) € {(z,y) | A(z,y) < b}. Moreover, from (4.7) follows that z; > 0. Any
other inequality in the linear description of P*¥'* bounds z; either from above or not
at all. So, defining component z; of s((:c7 y)) as

i i1
Z; '= max ({xll - Zyk, Ti2 — Zyk, 0})7
k=1 k=1

is not a contradiction to the fact that s is a o-section and Az < b is P¥Y'*-faithful.
(b) For ¢ =1, we obtain from equations (4.8) and (4.9) and the properties of o that

Z1 = 1,1 — Y1 = T1,2. (4.19)

Therefore, equation 1,1 — 2,2 — y1 = 0 must hold for P*Y.
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So, we define s : (z,y) — (Z,y, z) component wise as follows:

Til = Tyl — Yi — 2

Tio = Ti2 — % for all i € [p]
yi =y

z1 = max({x11 —y1, T1,2, 0})

zi = max({zi1 — by Yk Tin — Sop Yk, 0})  for all i € [2..p).

Note that i = 1 and 7 > 1 can be considered simultaneously, if we keep in mind that
equation (4.19) holds and thus identify yo with 0.

Lemma 4.46 Map s is a o-section.

Proof. Easy computation shows that o (s((z,y))) = (z,y) for all (z,y) € RPI*2I x
RIPI.

O
Lemma 4.47 The following set of linear inequalities is P¥Y>*-enforcing for s.
Ti1 — Yi >0 (420) Tio + Yi <1 (421)
i—1 4
T =i+ Y g 20 (4.22) —wii T+ Yy Y20 (4.23)
k=1 k=1
P
Swet @2 5o (429
k=1
Zi,1 < 1 (426) Zi,2 2 0 (427)

for all i € [p], together with equation

T11—T12—y1 =0 (4.28)

Proof. We need to show that for all possibilities of z;, s(x,y) is satisfying the in-
equality system from Proposition 4.43 determining P%¥*. (Remaining inequalities
are satisfied by definition of s, see Observation 4.45.)

In the following table, we list in the first column the inequalities from Proposi-
tion 4.43, in the second column the possible cases for z;, in the third column the
inequalities which are necessary to satisfy the inequality from column one, and in the
fourth and fifth column the respective numbers from the inequalities Lemma 4.47.

So it can be read as follows: Inequality ... is for z; = ... satisfied if inequality ...
is holding; this latter inequality has number ... in Lemma 4.47 or it is dominated
by inequality number ... in the same Lemma.
inequality Zi ineq. satisfied if dom. by
Shei Uk 2 <1 | @i — Y Uk | —min = —1 (4.26)
Ti,2 — 22;11 Yk —1’7;72 —Yi 2 —1 (4.21)
0 — ki Yk > 1 (4.24)
Fi1 >0 Tig— b Yk | Sy yk =0 (4.25)
Tig — D poiVk | Tin—Tiz —Yi+ D ey yk =0 | (4.22)




102 CHAPTER 4. ORBISACKS

0 i1 —Yyi =0 (4.20)
Ti2 20 Ti1 — 22:1 Yk | —Ti1+ T2+ 22:1 yr =0 (4.23)
Tioa— Y oYk | Soph Yk =0 (4.25)
0 i >0 (4.27)
yi =20 Tig— b Yk | ¥i =0 (4.25)
Ti2 =y Yk | i =0 (4.25)
0 yi =0 (4.25)

|

Corollary 4.48 The inequality system from Lemma 4.47 provides a complete linear
description of P*Y.

Proof. Obviously, the inequalities are valid for P*¥. Moreover, o(P%¥?) C P*¥,
because o and P%¥* provide an extended formulation for P*¥ (Lemma 4.42). Map
s is a o-section because of Lemma 4.46. Lemma 4.47 shows that inequalities (4.20)
through (4.27) and equation (4.28) are P%¥*-enforcing. Hence, the prerequisites
for Theorem 2.17 are given. O

4.3.3 Linear Description of O, > via Faithful Sectioning

From the linear description of P*¥, we will now derive a linear description for the
orbisack. We will proceed similarly to above.
We define o := 0®¥ by (@, y) — « (Lemma 4.41).

Observation 4.49 Consider some point (z,y) € P®Y. It satisfies inequalities (4.20) through
(4.27) as well as equation (4.28). For ¢ > 1, inequalities (4.20), (4.21), (4.22), and (4.24)
define upper bounds for y;. Hence, for any point (x,y) € P*¥, it holds that

i—1 i—1
y; < min ({xi,h 1—xi2, Tig —xi2+ Zyk7 1-— Zyk}) forall i >1
k=1 k=1

and
Yi = 1,1 — 1,2 fOI‘ 1=1

Therefore, map s is defined by

{ RIPIX[2]  _, RIPIX[2] « RIP]
S

x = (z,y)

where
i—1 i—1
Yi = min ({inJ, 1-— LL‘i72, LL‘i71 — LL‘i72 + Zyk, 1-— Z yk}) fOI’ all 7 > 1 (*)
k=1 k=1

and
Y1 =211 — 1,2 for i =1.

Lemma 4.50 s is a o-section for all x € RIPIX[2],
Proof. Obviously, o(s(z)) = x for all x € RIPI*[, O

Lemma 4.51 The valued block inequalities (see Definition 4.15) and the cube in-
equalities form a set of P¥Y-enforcing inequalities for s.
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Proof. We proceed by induction on ¢. For i = 1, equation y; = 21,1 — 21,2 is satisfied
by any point s(z). The question is: which properties must & have such that s(x)
also satisfies inequalities (4.20) through (4.27) for ¢ = 17

inequality in description of P™¥ | is satisfied if
0 z1,2 20
1 <1

1,1

)

11— T12—y1 =0 —

—r11+x12+y1 20 —

y1 <1 zii<land z12 20
y1 =0 —21,1+ 21,2 <0

1,1 <1 T1,1 < 1

1,220 T12 20

Note that the block inequality —z11 + z12 < 0 and 27,; < 1 imply that 72 < 1.
Moreover, inequalities —x1,1 + 21,2 < 0 and z; 2 > 0 imply that z;; > 0. So, for
i1 =1, we add inequalities x1,; < 1,21 20,7 € 2], as well as the block inequality
—21,1 + 21,2 < 0 to the set of P”E’y-enforcmg inequalities.

For induction step i ~» ¢ 4+ 1, we can assume that

>0 for all k € [i — 1] and (**)
i—1
Zyk <1 (<)
k=1

Moreover, by choice of s, s(x) already satisfies inequalities (4.20), (4.21), (4.22), and
(4.24). Tt remains to identify those inequalities in @ that ensure that s(x) satisfies
the remaining inequalities (4.23), (4.25), (4.26), and (4.27).

inequality in description of P®Y | y; ineq. satisfied by
—Zi1 + T2+ 22:1 yr =20 Zin (**) and z;2 = 0
1—xi0 (**) and x;,1 < 1
Ti,1 — T2 +ZL;11 ye | (*%)
1—Zk 1 Yk zip <land x;2 >0
yi 20 Ti,1 zin1 2 0
1—mi2 ZTi2 <1

Tig — iz + Sy yk | ()

$L1—$L2+Zk 1 Yk
Zk 1 Yk

8
©

— > il Uk (%)

zi1 <1 Ti,1 zi1 <1
1 -2 T <1

Ti1 —mz-ﬁ-zz;ll Ye | i1 <1

1= e zin <1

Ti2 20 Ti,1 Ti2 20
1—zip2 zi2 =0

>0

>0

&
©
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The inequalities obtained so far imply that x € [0, 1][p]x[2]. It remains to ensure

that any z € [0, 1]P1* ] satisfies inequalities

i—1
Ti1 — Xi2 + E Yk
k=1

for all 7 > 1. Note that Y1 =T1,1 —T1,2-

>0

(****)

Ezample 4.52 Let ¢ = 7. If yi, k € [2..6], equals the second, fourth, and three times the

third option in (*), we obtain:

Ti1 — T12 —(z1,1—x12) | O 0 0
1-— T2,2 —(1 — 502,2) 0 0 0
1 1 2 4
Ta1 — Ta2 | Tag —Ta2 | 2(Ta,1 — x4,2)
T5,1 — T5,2 | T5,1 — T5,2
T6,1 — T6,2
Y1 Y2 Y3 Ya Ys Y6

To satisfy the corresponding inequality (***) is equivalent to ensuring that the sum over
all entries of this table (except the last row, of course), plus x7,1 — x7,2, is larger or equal

than 0; that is:

N
o0

T1,1| T1,2
T2,1| T2,2
T3,1| T3,2
—4 | +4 || z4,1| xa,2
—2 | 42| x5,1| x5,2
—1| 41| xs,1| xs,2
—1| 41| 71| x7,2

Note that this inequality is the sum of trivial inequalities —z;1 < 0 and z;2 < 1 for all

i€ [4.7].

On the other hand, we obtain with the first, second and three times the third option:

1,1 — T1,2 1,1 — 212 | 2(z1,1 —x1,2) | 4(z11 —x1,2)
2,1 T2,1 2121 4x21
1-— 3,2 1-— 3,2 2(1 — 503,2) 4(1 — 503,2)
T4l — X4,2 | Ta,1 — Ta2 2(xa1 — T4,2)
T5,1 — T5,2 T5,1 — T5,2
T6,1 — T6,2
Y1 Y2 Y3 Ya Ys Ye
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Therefore,  must satisfy inequality

=8| +8 || z1,1| x1,2

N
o0

-8 T2,1| T2,2

+8 || z3,1| x3,2

—4 | +4 || xa,1| xa,2

—2 | 42| x5,1| x5,2

—1| 41| xs,1| xs,2

—1| 41| 71| 7,2

Note that this inequality is a valued block inequality.
Observation 4.53 Obviously, one can define vectors a1, a2 and b all in R such that

P

i—1
Ti1 — Ti2 + E Yk = E (ak,1Tk,1 + ak,2Tk,2 + bk)
k=1 k=1

simply by reading off the coefficients. Inequality (****) can then be rewritten as

P
—(a7:v> < Zbk7
k=1

where a = (ax,1,a+,2) and © = (T«,1, T+,2).

We will in the following describe the coefficients of a. 1,a.2 and b. Clearly,
a1 = —1, ajo = +1, and ax; = 0 for &k > i and j € [2]. Assume entries yi
have a value from (*) for k € [{ — 2]. What influence has the value of y;_1 on the
components of vectors a and b?

Observation 4.54

» If y;—1 is option 1 or 2 in (*), then for all kK < i — 1, a1, a2 and by keep unchanged,
and either a;—1,1 = —1, a;—1,2 =0 and b;—1 = 0 (option 1) or a;—1,1 =0, aj—12 =1
and b;—1 = 1 (option 2).

» If y;—1 is option 3 in (*), then for all K < i— 1, ak,1, ak,2 and by are each multiplied
by factor 2. Moreover, a;—1,1 = —1, a;—1,2 =1 and b;—1 = 0.

» If y;—1 is option 4 in (*), then for all k < ¢ — 1, ax1 = 0, a2 = 0 and by = 0.
Moreover, a;—1,1 =0, a;—1,2 =0 and b;—1 = 1.

» By construction of the map s, y1 = x1,1 — x1,2. Together with the above-mentioned,
this implies that ai1,1 = —« and a1,2 = « with a € {2* | p € N} U {0}.

From these observations, it follows that if yj is equal to one of the first three
options in (*) for all k € [2..i—1], then inequality (****) is a valued block inequality.
If, on the other hand, not every y; comes from the first three options, the resulting
inequality ax < b looks like a block inequality with basement i, where rows 1
through k* are replaced by empty rows for some 1 < k* < ¢ — 1. The right-hand
side is the sum of all p-rows in the modified vector a plus the value of the block
that contains row k*; so the right-hand side equals the sum of all positive entries
in a. Therefore, the inequality ax < b is a block inequality plus the sum of trivial
inequalities. (See the first of examples 4.52.)

Therefore, for any ¢ > 1, if x satisfies all valued block inequalities with basement

i, s(x) does not violate inequality (****). O

Proposition 4.55 The set of valued block inequalities and the cube inequalities
provide a complete description of the orbisack.
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-1 1 -1 1 -1 1 -2 2

a = -1 1 ~ 0 1 or -1 0 | or -1 1
0 0 -1 1 -1 1 -1 1

case (A) case (B) case (C)

Figure 4.3: The idea behind the separation algorithm as listed in figure 4.4: row by row, we shift
the basement down and modify vector a and right-hand side b appropriately such that ax < b
stays a valued block inequality and (ay) becomes maximal.

Proof. The valued block and cube inequalities are valid for the orbisack. Map s
is a o-section (Lemma 4.50). Moreover, Lemma 4.51 shows that the valued block
inequalities and the cube inequalities make are P*Y-enforcing inequalities for s. So
we obtain the statement by Theorem 2.17. O

4.4 Selected Properties of the Orbisack

4.4.1 Number of Facets
It is easy to enumerate the facets of the orbisack.

Observation 4.56 The orbisack O, 2 has ©(3?) facets.

Proof. There are 2(2p — 1) trivial facets. Each non-trivial facet ax < b is fixed by
the sign pattern of the components of a. There is one sign pattern (and therefore
one non-trivial facet) with basement in row 1 and one with basement in row 2. For
basement k > 3, each row between first row and the basement can be filled with
one of three sign patterns. For p > 2, we get therefore a total number of facets of

p
3
22p—1)+2+) 3P =dp+ 53— 1),
k=3

using the geometric sum. O

4.4.2 The Separation Problem for Orbisacks

The separation problem is to decide whether a given vector y € RIP/*[2 lies inside
a polytope (here: an orbisack Oy 2) or not and, if not, to find a valid inequality for
the polytope that is violated by y. This problem can be solved in time O(p?) as the
algorithm in fig. 4.4 shows. The main loop is executed not more than p-times, but
in the worst case, it may be necessary to cycle through a in each run to multiply
each entry by factor 2.

Lemma 4.57 Algorithm 4.4 works correctly.

Proof. The algorithm obviously terminates. Correctness can be shown inductively.
For basements £ = 1 and ¢ = 2, the algorithm considers all existing VBIs. £ ~» £+1:
In the main loop, the algorithm varies the sign pattern of the inequality obtained in
the preceding step (only) in the last row and appends a new basement. Let ax < b
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be the inequality obtained in the preceding step with base(a) = ¢. The algorithm
constructs a’ and b’ from a and b such that a’y — b’ becomes

max ({ (a,y) +yeq —Yo+1,1 +Yeg1,2 — b,
(a,y) — Y2 — Yo+1,1 + Yer1,2 —b—1,
2(a,y) + Y1 — Yoz — Yer11 +Yer1,2 — 2b }).

If there is an inequality a/z < b’ with base(a’) = £+1 and ay—b >ay-V, then
this implies that there exists an inequality ax < b with basement ¢ and ay — b >
ay — b contradicting the induction hypothesis. o

4.4.3 The Graph of the Orbisack

The graph (sometimes also phrased as the “1-skeleton”) Gp = (V, €) of a polytope
P has vertex set V = Vp and edges € C V x V with {v,w} € £ if and only if
polytope P has an edge F such that v,w € F. As it is usual, v and w are called
neighbours then.

The graph of a polytope reflects a lot of information about the polytope itself
(for a survey, see [66]).

In this section, we will give a complete characterization of the graph Go, , of
the orbisack O 2; this will allow us to compute the average degree of each vertex.
Our aim was to prove that the graph of the orbisack has edge expansion at least
1 by inductively constructing the graph of Oy o from graphs of Oy 2, k < p. This
would be a further support for the conjecture of Mihail and Vazirani (see page 34).
However, we did not succeed.

First, we will show necessary conditions for adjacency, followed by a proof that
these conditions are sufficient. The section is closed by the computation of the
number of edges and the average degree.

4.4.3.1 Characterization of Adjacency
The main ingredient of the following proofs is a standard observation.

Observation 4.58 It is clear that two vertices v, w € P cannot be adjacent if there are two
other vertices x,y € P and scalars 0 < p, A < 1 such that

pr+ (1 —pwy =+ (1-Nw,

ie. if conv({v,w}) N conv({z,y}) # @. Restricting to A\ = p = %, we get that in
particular, v and w cannot be adjacent if there are «,y € P such that

v+w=z+y. (4.29)

For certain classes of 0/1-polytopes, the latter condition is also necessary for
non-adjacency; so, for these polytopes, two vertices v and w are neighbours if and
only if there is no other pair of vertices ,y such that € + y = v + w. Among
these polytopes are e.g. matching, matroid, and stable set polytopes. Naddef and
Pulleyblank called these polytopes combinatorial (see [92]).

As we will see, orbisacks are combinatorial in this sense. Naddef and Pulleyblank
showed that the graphs of combinatorial polytopes are either hypercubes or Hamil-
ton connected. We will see that the latter is the case for the orbisack, i.e. any pair
of nodes in the graph of orbisack is joined by a Hamilton path.
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Data: y € RPI*[
Result: (false) or (true and violated inequality)
if y ¢ [0,1]P1xP] then
| return true; y violates trivial inequality;
end
if —y11+y1,2 >0 then
| return true; y violates inequality —x11 + 1,2 < 0;

end
if p > 1 then
-1 1
-1 1
a — 0 0 and b« 0O;

while base(a) < p do
if (a,y) > b then
| return true; y violates inequality ax < b;
end
if base(a) < p then
// basement becomes p-row
A <aa y> + Ybase(a),1 — Ybase(a)+1,1 + Ybase(a)+1,2 — b—1;
// basement becomes n-row
B — <a7 y) — Ybase(a),2 ~ Ybase(a)+1,1 + Ybase(a)+1,2 — b;
// basement becomes np-row
C 2<(1, y> + ybase(a),l - ybase(a),Z - ybase(a)-i-l,l + ybase(a)+l,2 - 2ba
switch max({A, B,C}) do
case A
b—b+1;
a<—a-+ Qbase(a),1 — Abase(a)+1,1 + Abase(a)+1,2)
endsw
case B

| a<—a— abase(a),Q - abase(a)+1,l + abase(a)+1,2;
endsw
case C
b «— 2b;
a < 2a+ Qbase(a),1 — Abase(a),2 — Abase(a)+1,1 + Qbase(a)+1,25
endsw

endsw

end
end

end
return false;

Figure 4.4: Separation algorithm for orbisacks.
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v w

St
crit(v)

NG
crit(w)

Sb

Figure 4.5: Partitioning the rows of two vertices v and w into segments S, S™, and SP. Critical
rows are marked gray.

DEFINITION 4.59 (Segments) Let v, w be a pair of vertices of O, 2. We define three
intervals St, 8™, S® C [p] of row indices and refer to them as segments. The range
of each segment depends on the positions of the critical rows crit(v) and crit(w):

§'={i€p]|i < min({crit(v) D
S™:={i € [p] | i > min({crit(v) )} and i < max({crit(v), crit(w)}}), and
S’ = {i € [p] | i > max({crit(v), crit(w)})}.

,crit(w

, crit(w

Note that S™ = @ if crit(v) = crit(w).
Moreover, S® = @ if max(crit(v), crit(w)) = p + 1.

Now we can start with a characterization of non-adjacent pairs of vertices.

Lemma 4.60 Two vertices v and w with the same critical row cannot be adjacent
if they differ

(a) in more than one row in segment St or

(b) in more than one position (i,j) in segment S or

(c) in at least one row in segment St and at least one position (i, j) in segment S°.

Proof. (a) Suppose, the vertices differ in rows i, k € S*, i # k. Modify v in v; , 1=
1—-v;, and wby w;« := 1 —w,;,. Then v ¢ {v,w} and w ¢ {v,w}, but
v+ w = ¥ + w and condition (4.29) for non-adjacency is satisfied.

(b) Similarly, if v and w differ in positions (i, j) and (k, £) with i, k € S°, we modify
v in Ei,j =1- Vs, and w in ’&)}J =1- Wi, ;-

(¢) Analogous to (a) and (b).

O

Lemma 4.61 Let v and w be two vertices with different critical rows. (W.l.o.g.,
we can assume that crit(v) < crit(w).) The vertices cannot be adjacent, if any of
the following holds:
(a) Vst « F WSt x,
(b) Vsb « 7é Wb s
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(c) there is some row i € 8™ such that v; ., w; .« € {(1,1),(0,0)} and v, « # w; ,
(d) there is some row i € 8™ such that v; . = (1,0),

(€) Verit(w),« € 1(1,1),(0,0),(0,1)} and vse , is lexvicographically ordered.

Note that if for case (e), S = @, then vsv . can be seen as lexicographically ordered.

Proof. (a) Assume, v; . # w;, for i € §*. Then modify v in components v; . :=
1 —wv; . and w in components w; . := 1 —w; .. Because of crit(v) # crit(w), we
get that veyig(w,«) 7 (1,0). So v ¢ {v,w} and w ¢ {v, w}, but v+w = v +w.

(b) Analogous to (a).

(c) We swap the rows between v an w: modify w in components w; . := v; . and
v by 51‘7* = Wy -

(d) Analogous to (c).

(e) Analogous to (c). If Verig(w),« € {(1,1),(0,0)} and wgs . is in lexicographic
order, SwWapping rows Uyt (w,«) aNd Verig(w,«) leads to modified vectors v and w
with v +w = 9 + w. If Veie(w),« = (0,1) and wgs , is in lexicographic order,
then modify w in components w; . := (1,1) and v in components v, , := (0, 0).

O

We summarize:

» To have a chance that two vectors v and w are adjacent, they must differ
either in one row above crit(v) or in one entry below crit(v) but not both, as
long as crit(v) = crit(w).

» If v and w are supposed to be adjacent and crit(v) < crit(w), then both
vectors must be identical above crit(v) and below crit(w). In rows i between
crit(v) and crit(w), the entries are either identical in v and w or row v; . =
(0,1). Last, if vgs , is lexicographic ordered, then row Verit(w),« = (1,0).

Proposition 4.62 The conditions from Lemma 4.60 and 4.61 completely charac-
terize non-adjacency, i.e.: If two vertices are not adjacent, then at least one of the
conditions from Lemma 4.60 and 4.61 is violated.

Proof. For two vertices v and w that satisfy the conditions from lemmas 4.60 and
4.61, we will construct a cost vector ¢ € RPI*[? such that V[¢] = {v,w}. For this
purpose, we define sets Z% := {(i,j) € [p] x [2] | v;; = w;; = a} for a € {0,1}.
The cost vector will be in general defined as

c(a) = Z et — Z e +a,
(i,§)€Z? (i,7)€Z°

()

depending on some vector a € RP*[ that will be fixed later. The unit vectors
(%) already fix for any vector € V]c(a)] entry z; ; to value a € {0,1} if v; ; = «
and w; ; = a. (The solutions lie in the intersection of the appropriate trivial faces.)
Thus we have to care only about entries where v and w differ from each other.

(i) First, we consider the case crit(v) = crit(w). We have to show that if v and
w do not violate conditions (a) through (¢) from Lemma 4.60, then they are
adjacent. Note that therefore, Z* U Z° covers all positions (i,5) € [p] x [2]
except either one row above crit(v) or one entry below crit(v). So, we have to
distinguish only two cases:

(i.1) If v and w differ in one position (4,7) below crit(v), we set a :=
Then, a choice is only possible for position (i, j), and therefore V[c(a)]

{v,w}.

0.



CHAPTER 4.

(i.2)

ORBISACKS 111

If, on the other hand, v and w differ in one row k above crit(v), then we
must ensure by choice of a that no vector in V[e(a)] has critical row k.
So we define vector a as the vector with the following properties

» there exists b € R such that ax < bis a VBI,

» base(a) =k, and

» each nonempty row of a has sign pattern sign(a; ) = (—, +).
Now the vectors in V[c(a)] differ only in entries in row k. However,
Observation 4.19 shows that there is no vector in V]a] (and hence no
vector in V[e(a)]) with critical row in row k. Therefore, again V[c(a)] =

{v,w}.

(ii) Consider now the case crit(v) < crit(w). We will show that if v and w do
not violate Lemma 4.61 (a) through (e), then they must be adjacent. For the
construction of appropriate additional cost vectors a, we have to distinguish
four sub cases:

(ii.1)

(ii.2)

(i.3)

rows (0,1) in 8™?  Verip(w),« = (1,0)?

(1) — v
(2) v v
(3) v —

(4) — —
In this case, vectors v and w are equal in all components except either
position (crit(v), 1) or position (crit(v),2). So we can choose @ = 0 and
the situation is similar to (i.1).
First, we define set

T :={ieS™|Ike S with k > and vy . = (0,1)}.
This set contains all rows in S™ down to the last row of type (0,1).
We then define a as follows:
» There is a b € R such that axz < b is a valued block inequality
» base(a) = max(7T).
» The sign pattern of a is chosen as follows:
(—,+), ifieSt
(=, +), ifi=crit(v)
sign(a; ) == (—,+), ifie7 and v;.=(0,1)
(—,0), ifieT and v;. = (0,0)
(0,4), ifieT and v, = (1,1).

(See the left picture in figure 4.6.)

Let now & € V[e(a)] be some c¢(a)-maximizing vertex of the orbisack.
By definition of (), @ is not completely fixed in row crit(v) and in rows
i € 8™ with v, . = (0,1). However, (%) ensures that vertex x doesn’t
have its critical row in any of the latter rows. Hence, there are two
possibilities:

» crit(x) = crit(v). Then all rows i € S™ with v; . = (0,1) are set to
xi« = (0,1) as cost vector a has np-rows there and thus  equals
v.

» crit(x) = crit(w). Then in any row above crit(x) that is not com-
pletely fixed, one component is fixed by choice of (x). Hence, these
rows will be set as in w, hence & = w.

So, V]a(c)] = {v, w}.

We define now:

T:=8"U{icS| keSS withwvy, =(0,1) and k < i}
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v w  sign(a) v w  sign(a)
1 11 1) - + 1 1|1 1 - +
0 0)j0 O} — + 0 0)j0 Of— +
1 0|1 1| - + 1 01 1) - +
1 1)1 10 + 1 1|1 140 +
0 0|0 Off— O 0 OO0 Off— O
o 1)1 1} - + 4 0 1)1 1 - +
0 1)j0 0} — + 0 10 O0f—- +
1 11 1),0 O 1 1)1 1)0 + T
1 01 00 O 0 11 0||—- +
1 11 1),0 O 1 1)1 1)0 +
1 01 00 O 0 10 1||—- +
0 0|0 Off0 O 0 0|0 O 0
1 11 1),0 O 1 11 1 0

Figure 4.6: Examples for the choice of additional cost vectors a in case (ii.2) (left) and case (ii.3)
(right) for the proof of Proposition 4.62. Critical rows crit(v) and crit(w) are drawn gray. In both
cases, rows v; » = (0,1) are allowed in S™. However, in case (ii.2), Verit(w),« = (1,0) holds, while
in (ii.3), Verit(Qw),» € {(0,1),(1,1),(0,0)} here. This implies that in case (ii.3), vgs , must be in
reverse lexicographic order.

and a as in case (ii.2). (See right picture in figure 4.6.)
Set 7 now contains all rows in S™ and the rows in S® down to the first
row of type (0,1) (which must exist because vgs , must be in lexico-
graphically reverse order not to violate Lemma 4.61 (e)).
Note that by the new definition of set 7, base(a) lies now in set SP.
The construction of ¢(a)-maximizing vertices is basically the same as
for case (ii.2).
(ii.4) This case is completely analogous to case (ii.3).
O

4.4.3.2 Number of Edges and Average Degree

To count the edges of the orbisack, we will break up the edge set £ into partitions,
depending on the endpoints of the edges. For this purpose, we will split up the set
of vertices into classes containing all vertices that are identical in a certain subset
of rows. Additionally, we partition the vertices by the position of their critical row
into layers (see definition 4.1).

DEFINITION 4.63 Let R C [p] be a (possibly empty) set of row indices. We define
an equivalence relation ~z on V as follows:

» If R = @, then v ~% w holds for all v,w € V.

» If R # @, then for v,w € V, it holds that

VR W & Vi =W ViER.
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So, if R = @, then set V is the only equivalence class; if R = [p], then V
decomposes into |V| different equivalence classes.

We will now use this equivalence class to partition the set of edges £ into four
subsets & through &;. Subsets £ and & contain edges between vertices with same
critical row, i.e. in the same layer; subsets &3 and £, contain edges between vertices
with different critical rows.

(E1) {v,w} €& & {v,w} €€ and (v,w € L and v ~[; 1] W)

for k € [1..p — 1]

(E2) {v,w} €& & {v,w} €€ and (v,w € L and v ~ 41, p W)

for k € [2..p+ 1]

(E3) {v,w}eé& e {vwlefandve Ly, weLy, withl<k</l{<p
(E4) {v,wleé&se{v,wlefandve Ly withk € [p],w € Ly11

Proposition 4.64 The graph Go, ., of the orbisack Oy 2 has

€] =27 (3 (1—27) +p(1+9-2°73))

edges.

Proof.

(E1)

{v,w} € & implies that v and w share the same rows above and in the critical
row. Because of Lemma 4.60 and Proposition 4.62, there are 2(p — k) edges
in £ containing some vector v € Ly for 1 < k < p— 1. There are 2k—192(p—k)
vertices in layer £y for 1 < k < p—1. Introducing factor % because of counting
each edge twice, we obtain:

p—1
&1 =Y 22PN (p— k) =
k=1

—1 —1
— 921 (p pz: 9k _ pz: k 2*’6) - (4.30)
k=1 k=1

=221 (p (1— 277 — 272 — p 1)) =
=27 (1-27 (1—p271)).

Two vertices v,w € Ly with v ~41., w are identical in and below the
critical row k for 2 < k < p. They are neighbours if and only if they differ in
exactly one row above the critical row. For k = p + 1, two vertices v, w € L
are also neighbours if and only they differ in exactly one row (Lemma 4.60,
Proposition 4.62, and Definition 4.63).

Hence, for 2 < k < p+1, each vertex in layer £ has k — 1 neighbours (sharing
the same rows in and below the critical row if k£ < p+ 1). Layer £ contains
22p—k=1 yertices for 1 < k < p and 2P vertices for k = p + 1.
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Summing up over all relevant layers gives

p
1 2p—k— 1
&l =p3 Lov +Y S(k 5 (k= 1)2%"
k=2
p—1
=p2r 423 ko k= (4.31)
k=1

=p2p~t 2B 2= (2P — (p 1) - 2) =
=222 +p—1).

(E3) To count the edges between different layers, we work “bottom up”. That
means: we count the edges that start from some vertex v € L with 1 < k <p
and end at any vertex w € Ly<k.

Let us at first fix some vertex v € L. If v is adjacent to some vertex w € Ly,
then vy ¢—1),« = Wii.4—1],« a0d V41, p],« = Wkt1..p),» Must hold.

However, each row w; , with £ < ¢ < k can be chosen either to be the same
as in v or to (0,1). This gives 2*~¢~1 possibilities.

For row k of w, there is either one row type possible, namely

Ve € {(1,0)}, if vpgr p)1 = Vpkg1.p),2
or there is one of four row types possible, namely
Uk, € {(17 0)7 (07 1)7 (07 0)7 (17 1)}7 if Vlk+1..p],1 = Ulk+1..p],2

That means: vertex v has either 25=¢~1 or 4 - 25=¢~1 neighbours in any layer
Li<k, depending on whether w11 )« is lexicographically ordered or not.
Thus in all layers Ly, the number of neighbours of vertex v sums up to

k— _ .
g 26t =2kl i V1)1 7 Vikt,p),2
k ) _ .

223y 2R = 22(2R N 1) i o g1 < Vet g2

In each set L7, we find

2p=k=1(2P=F 1 1)  vertices with Vikt1,p),1 7 Vlk+1,p],2

2p—k=1(2P=F _ 1)  vertices with Vit1,p),1 < Vlk+1,p],2>

which can be calculated with the help of Proposition 3.19. As there are 2F—1

different sets L£7*, we get

2p_2(2p_k +1)  vertices with w4151 & V1,92

2P72(207F — 1) vertices with Vi1 )1 < Vjeg1,p)2

in the entire layer £;. That means that there are

2P=2(2p=k £ 1) (2F71 — 1) p2r2(2p7k 1) 222k — 1) =

lex. ordered lex. rev. ordered

=2r=2(2F1 _q)(5.2P7F —3) (4.32)

edges between all vertices in layer £ and all vertices in layers Ly<;. We have
to sum (4.32) up over all layers 1 < k < p. Note that (4.32) equals 0 for k = 1,
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hence we can start the sum from k& = 1:

p
Sl = Y2 G2t -y
k=1

(4.33)

p

2PN (520 =32k 5 or R 3) =
k=1

2P72(5p - 2P~ 4+ 3p — 8(2P — 1)).

(E4) There are 2P vertices in layer £,41. For each v € L,;1, we can find 2P~%
neighbours w € Ly<pi1, as

W k—1],% = V1..k—1],%

and
Wi« € {vix, (0,1)} for all i € [k + 1..p]

must hold (Lemma 4.60 and Proposition 4.62). Thus all vertices in layer p+ 1
have together 22P=* neighbours in any layer Ly<,41. Summing up over all
k € [p] gives:

p
Ea =D 2%k =2r (2P —1). (4.34)
k=1

Summing up equations (4.30), (4.31), (4.33), and (4.34), we get in total
€] =27 (L (1—27)+p(1+9-2773)).
(]

This result immediately gives us the possibility to compute the average degree of
a vertex of the orbisack.

Corollary 4.65 (Average vertex degree) As there are 2P~1(2P + 1) wertices in
orbisack Op. 2, for the average vertex degree D(p), it holds that D(p) < 2.25 - p.

Proof. It is easy to see that lim, . @ = % and that % is bounded from above

by %. O
Corollary 4.66 The graph of the orbisack is Hamilton connected.

Proof. The orbisack is a combinatorial polytope, so the graph can be either a hyper-
cube or Hamilton connected ([92]). In a d-hypercube, all vertices have same degree
d. However, it is obvious that this is not the case for the graph of the orbisack. For
instance, a vertex v € £,41 has p neighbours inside £,41 (E3) and

p—1
doob=2r—1
k=0

into layers £y with k < p + 1 (E5). However, node w € LJ* has at least 22(P—%)
neighbours in £}, and therefore generally (i.e. for p > 1), w has a higher degree
than v. O
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Chapter 5

Branched Polyhedral Systems

A large class of dynamic programming algorithms can be associated with a certain
class of directed hypergraphs, the DP hypergraphs (see definition 2.11). The so-
lutions of these problems can then be identified with paths or hyperpaths in the
hypergraph. Describing these hyperpaths in arc variables, the convex hull of the
corresponding incidence vectors has been described by Martin et al. ([86]), see The-
orem 2.14. However, things become much more involved as soon as one chooses
node variables.

For motivation, we will briefly sketch the general idea for this framework coming

from dynamic programming. Let H = (V, A) be a DP-hypergraph with source nodes

W and final state ¢, let £ C A be a W-t-hyperpath in H, and let the relaxation of
H be D= (V,A). For each v € V \ W, the hypergraph defines a family of sets

FU:={SCV|(Sv)ec A}

Hence, F? contains those sets of states that can be combined and directly translated
into state v while running the DP-algorithm.

Based on these families, we can now define a nonempty 0/1-polytope P¥ for each
v € VW as the convex hull of feasible combinations of in-neighbours in D, i.e.

P? := conv ({w € {0, 1}N15(”) x = z[8] for some S € f”}). *)

Let * = x[V[£]] € {0,1}V be the incidence vector of the nodes that hyperpath
L is using. From the properties of a hyperpath follows that & must satisfy three
properties:
> Ty = 1
» If component z, is set to 1 and v ¢ W, then there must be a set S € F¥ of
in-neighbours of v in D such that x,, = 1 for all w € S and x,, = 0 for all
w e NB(w)\S.
» If component z,, = 1 and v # ¢, then there must be a node w € N3"*(v) such
that x,, = 1.
We will refer to these properties as path conditions.
In particular, the incidence vector of the W-t-hyperpath restricted to the in-neigh-
bours of some node v € V \. W must be a vertex of PV. These vertices correspond
to partial solutions to subproblems of the problem the DP algorithm is solving, and
they are arranged in a directed tree (arborescence) structure.

It suggests itself to generalize this approach by replacing polytopes P? with gen-
eral polyhedra Qv in RNP(*) and adapting the path conditions appropriately. (We
will in the following section define more precisely what we mean by that.)

The main goal is to describe the linear hull of all feasible combinations of points

117
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of polyhedra Qv that belong to hyperpaths by using the linear descriptions of the
polyhedra QY themselves. We will derive a description of the hyperpath polytope
in arc and node variables.

However, in general, a linear description purely in node variables is still pending.

The material presented here is joint work with Volker Kaibel and has been pub-
lished in [63]. However, that paper goes a bit further than we will in the following
chapter: It also studies other applications of branched polyhedral systems, for in-
stance to generalize Balas’ unions of polyhedra or to study certain stable set poly-
topes. In contrast to this, we will focus here exclusively on branched polyhedral
systems in the context of orbitopes. Note that different from [63], we direct in this
chapter the digraph D that is underlying the branched polyhedral systems from
its sources W to the final state ¢. This makes the construction consistent with the
definitions from the previous chapters, in particular with DP hypergraphs.

5.1 Branched Polyhedral Systems (BPS)

DEFINITION 5.1 (Branched Polyhedral System) Let D = (V,.A) be an acyclic di-
graph with unique sink ¢ and set of sources W. For each node v € V ~\ W, a
polyhedron P¥ C RN5(¥) is given by

PY .= conv(gAf}’) + cone(gAg),

generated by finite sets @ # @; C RN5(®) and Q\g C [RNB(”), with the additional
properties that any point x € G? U GY satisfies

8 (w) Nrif(w') = @ for w,w’ € supp(x) and w # w'. (*)

and that for each x € é}; U @;’;, it holds that z,, > 0 for all w € supp(x) ~ W.

Let P := {P? | v € V}. We call the pair (D, P) a branched polyhedral system
(BPS).

Let C = (D, P) be some BPS. Pick some v’ € V~ W and set V' := ril(v’) as well
as P’ := {P" | v € V'}. Then the pair (D[V’'], P’) on the subgraph of D induced by
V' is also a BPS. We call it the truncation of the BPS (D, P) at node v', denoted
by CV'.

We proceed with some small remarks.

Remark 5.2
» If polyhedra P¥ are pointed, it suffices for the linear description of P¥ that the set
@’; only contains all vertices of P”. Similarly, ég only has to contain all generators
of extreme rays of PY. However, we do not assume that a priori.
» As we can identify the in-neighbourhood N5 (v) with the in-star 615 (v), we will also

consider the polyhedra PV as subsets of ROB (@),

Let from now on C = (D, P) be some BPS based on some choice of sets Q\}j and
Gl forallve V~W.

DEFINITION 5.3 (Polyhedron associated with BPS) We define set GS as the set of
points & € RY with the following properties:

(V.2) For each v € supp(x) ~ W it holds that iniB(v) € QA};

(V.3) For each v € supp(x) \ {t}, it holds that @yeut () 7 Onoyt (v).-

The set GS is defined as the set of all points & € RY for which there exists a node

v €V~ W with the following properties:
(R.l) TNin () € g@
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(R.2) Let V := N'5(®) N supp(z). For any w € V Upep, 78 (v), it holds that
%y = 0. (In particular, 3 = 0.)

(R.3) ﬁmrbn(w) € GS” for all w € NB(®) N supp(x).

The polyhedron associated with BPS C is then defined as

PC := conv(GS) + cone(GE)

Remark 5.4

» As PY # @ for all v € V . W, we get that G5 # @.

» From the finiteness of é}j for all v € V ~ W follows that GS is finite, as can be seen
by applying (V.1) and (V.2) in topological order of V.

» Similarly, one obtains from the finiteness of G5 and (R.1) through (R.3) that GS is
also finite. .

» From (V.1), (V.2), (R.1) through (R.3) follows that if P* C RY2™ for all v € VW,
then P¢ C [RK\W x R,

» If PY is a pointed integral polyhedron for all v € ¥V ~\ W, then P¢ is also a pointed
integral polyhedron.

Remark 5.5 1t is also possible to assign to each node v € V. W a combinatorial problem.
Let SY be the set of solutions to the combinatorial problem connected with node v, and
denote by S the family of all sets S”. Then the pair (D,S) is called a branched combi-
natorial system. It is obvious that by describing the solutions in S” by incidence vectors,
one can derive from each branched combinatorial system a branched polyhedral system,
where all P € P are 0/1-polytopes, namely the convex hulls of the incidence vectors of
the feasible solutions.

5.1.1 Linear Description

We start with a small lemma.

Lemma 5.6 Vector x € GS if and only if

(Z) Ty = 17

(it) %wTiDn(v) € GS” for each v € supp(x) ~ W, and
(i11) supp(x) induces an arborescence in D rooted at t.

Proof. @ Let x satisfy (i) through (iii). Clearly, (i) implies (V.1), (ii) implies (V.2)
and (iii) implies (V.3). Hence, x € GS. @ Let € GS. Then (i) is satisfied by (V.1).
This implies that ¢ € supp(x). Let now D’ = D[supp(x)] be the graph induced by
supp(x). Proceeding in topological order starting with ¢, we obtain by inductively
applying (V.3) that from any node w € D’, there is a path leading to ¢. Moreover,
this path is unique: assume there are two different paths I'y and I's leading from
some u € supp(x) to t. There must be a node v where I'; and I'y intersect with
(8m(v)NTy) # (65(v) NTy), contradicting (*). This establishes (iii).

To show (ii), let v € supp(x) W and let ' := %wrg(v). (V.1) is trivially satisfied
for ’, since 2= = 1. (V.2) is satisfied for 2/, since for any w € supp(z) N (ri5(v) ~

x

W), it holds that

1, 11 1
— Ly = - —&Nin = — Xyin
x;u N5 (w) fc_w Ty N5 (w) T N5 (w)>

which is in G¥, since (V.2) holds for . Last, let w € ri%(v). Since z satisfies (V.3),
NG (w) Nsupp(x)| > 1. In fact, the inequality cannot be strict, since then D’
could not be an arborescence. O

In our following considerations, we will use the homogenization of a polyhedron.
Let @ # Q C R™ be some nonempty polyhedron. The recession cone of Q is defined
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as
rec(Q) :={weR" |v+w e Qforall v e Q}

and the homogenization of Q is defined as
hom(Q) = cone({(v,1) | v € Q}) +{(v,0) | v € rec Q}.

Using the linear description Q = {& € R™® | Az < b} with A € R™*™ and b € R™
for Q, we obtain that

hom(Q) = {(z,\) e R" xR | Az — Ab < 0, > 0}

(For details, see for instance section 1.5 in [120].)

Theorem 5.7 Let C = (D, P) be a polyhedral branching system, where D = (V, A)
is an acyclic digraph with unique sink node t € V and set of sources W C V.
Moreover, there is an extended formulation given for each P¥ € P, that is: for each
v € VW, we have given a polyhedron Q¥ C RY™) and a linear map ¥ : R4 —
RO5 (™) such that P¥ = 7% (Q").

Then, the polyhedron QB C RY x RA x X yepw RUY) defined by the system

ze =1 (5.1)

Ty — Z Yo =0 for allv e V ~ {t} (5.2)
a€dPt(v)

Ysin(w) — T (2) =0 forallve VW (5.3)

(2%, 2,) € hom(Q") forallve VW (5.4)

together with the orthogonal projection 7 : RY x RA X X yeow RUY) — RY provide
an extended formulation to PC, that is:

W(Qc) =PC = conv(gg) + cone(gg),

where GS and GS are defined with respect to any choice of sets @\;’ and ég) defining
polyhedra P® for allv € V ~ W.

Proof. © We show that P¢ C 7(Q¢) by constructing from each vector = € P€ a
vector (z,y, z) that satisfies (5.1) through (5.4). Let = € GS. .
(i) For all v € (V \ W) \ supp(x), we set Y(w o) := 0 for all w € Np(v), as well
as z¥ := 0.
(ii) For all v € (V \ W) N supp(x), we set Y(uwv) = Ta for all w € N5(v).
(ili) Since for v € (V ~ W) N supp(x),

» V2) 1 * 1
2 LoENBe) T Yo

where equality (*) holds because of our definition of y from above, we get
that there is a point z” € QU such that 7%(2") = iyé};‘(v) for each v €
(V~W) N supp(z). This allows us to set 2¥ := z,2" for each such v.
By (V.1), &t = 1, so (5.1) is satisfied.
From Lemma 5.6 follows that there is exactly one node w € N%'"(v) N supp(x) for
each v € supp(x). From (i) and (ii) follows that y(y, w) = To» and Y(y .y = 0 for all
w # w' € N®*(v)~supp(x). On the other hand, (i) and (ii) ensure for v ¢ supp(x)
that y, = 0 for all a € §%'*(v). Hence, (5.2) is satisfied.
By choice of z” in (i) and (iii), 7(2") = ysin(,) for allv € V' W. Hence, (z,y, 2)
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satisfies (5.3).

As x,, > 0 and by choice of z, we get that (x,y, z) satisfies (5.4).

Therefore, conv(GS) C 7(Q°).

Next, we will prove that cone(GS) C 7(rec(Q°)) by showing that Az’ € 7(rec(QF))
for any ' € gg and positive scalar A > 0.

For x := A\x’, we define vectors y and z as above except for the root node vy of

x'. Here, we define ysi(,_,) = @nin(v,,). Moreover, we choose a vector z' €

rec(Q¥=") with 7%= (2%=') = %yég(%,), which must exist, since
Vgt Vgt ) v (R.1) **) 1

TV (rec(Q¥*")) = rec(P*®) > 3’31\115(5) = Y@
where (*) holds because PV=' is the projection of Q¥+, and (**) holds because of
our choice of y. With the means of v*’', we define now z%= := \z"='.
Hence, z¥=" € rec(QY="), which implies that (z¥=',0) € hom(Qv"="). So, for v
(z,y, z) satisfies (5.4).
From (R.2) and (R.3) follows that (x, y, z) also satisfies (5.4) for all other v € VW,
as well as all equations (5.1) through (5.3).

© We will show that 7(Q¢) C P€ by proving that for all ¢ € RY and

w =max({(c,z) | (z,y,2) € Q°}),

there exist
» x* € G§ with (z*,¢) = w, if w < co and
» * € G¢ with (z*,¢) > 0, if w = oo.
Let Q¥ = {2¥ € R | A%z < b"} be the H-representation of Q¥ and let
T € R%>()*x[A(®)] be the matrix associated with linear projection 7¥. Then the
inequality system describing Q¢ from above can be reformulated as follows:

2 =1 (5.5)

To— Y Yy=0 Yo eV~ {t} (5.6)
a€dyt(v)

Ysinw) —T72" =0 Yve VW (5.7)

A¥2Y —z2,b" <0 Yoe VW (5.8)

Ty 20 Yo e VW (5.9)

We will construct vector * along the topological order from sources to sink on
the node set V ~ W.

Since the node set of D is by definition finite, the algorithm terminates, either at
some node w # t or at sink ¢. The solution v* is in gg U gg, which can be shown
by induction: the statement is obviously true for all nodes in W. Now let node v
some processed node in V ~\ W. If (¥ < oo, then ¥ € GS* and ¢, = (c,z); if
¢¥ = oo, then ¥ € G5 and (¢, z?) > 0.

We define now dual variables additionally to the A associated with inequalities (5.8)
already defined in the algorithm.
» For inequalities (5.5) and (5.6), we define dual variables v, := ¢, for all v € V.
» For inequalities (5.7), we define dual variables p? := —CNin (o) for all v €
VN W.
The objective value of vector (v, i, A) is obviously vy = c}.
Moreover, (v, pt, A) is dual feasible: for all constraints associated with z-variables,
we get that

(X*)TAY — ()T = (T*)T s )T~ (g (0)TT" = O,
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Data: ¢
Result: x*

// Initialization
foreach v € V . W do

| ¥ — 0 eRY; // x¥ € RY
end

foreach v € W do

| mv<—®v€[RV; //:B”G[RV
end

Cyy — Cw // auxiliary cost vector c* € RV

foreach v € V \. W along topological order do
let ¢V «— max({{ z) |z eP’});

if (Y = oo then

choose & € G¥ with (c;ﬁg(v), x) > 0;

set &* — Y
break;

else

*
Cniin
ND(”),

= v.
wesupp(x) L,

choose € G2 with (c;]in(v), x) =Y
D

compute optimal solution A¥ to dual problem
max({((T”)Txin (s 2 | A”Z < b});
ND ('U)

set ¥ —e¥ + >
set ¢y «— ¢y + (Y
end

5 w.
wesupp(&) Lwd ™5

end
return x*

for all v € V'\ Vir. For the constraints associated with the y-variables, we find that

v — ok *x
oy — Vaw = Cpy — Cyy = 0

for all (v, w) € A. And for the constraints associated with x-variables, we get that
—(A")TY 4+ vy = =¥ + ¢, = 0.

for all v € V, even for all v € V\ W. This implies that the nonnegativity con-
straints (5.9) are redundant. (|

The description becomes simpler if the polyhedra PV are not described by ex-
tended formulations.

Corollary 5.8 Let C = (D,P) be a BPS based on a digraph D = (V, A) with sink
node t € V and set of sources W C V. Then polyhedron Q¢ C RY x RA defined by
system

2y =1 (5.10)

To— Y. Ya=0 Yo eV {t} (5.11)
a€sNt (v)

(Ysin(v)» Tv) € hom(P?) Yo e VW (5.12)

and the orthogonal projection m : RY x RA — RY provide an extended formulation
for polyhedron PC.
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5.1.2 BPS and Orbitopes

We will use the branched polyhedral systems now to develop an extended formula-
tion for full orbitopes over the full symmetric group.

The underlying digraph D = (B,.A) is the relaxation of the DP-hypergraph H =
(B, A) associated with orbitopes (see page 55).

Define for each node b; ;.4 € B, i € [p — 1], the following set

Shiten = {b;+1,[s..t]} U {b$+1,[s..t]} U {{bzﬂ,[s..z]vbf+1,[e+1..t]} ‘E € [5-'t - 1]}

and for by (1.4 € B the set

Sbo,[luq] = {bI,[lq]} @] {b;),{l..q]} U {{b;,{l..ep i[e+1”q]} }g (S [1(] — 1]}

Denote by S := {S? | v € V\B,}. Then (D, S) is a branched combinatorial system
which induces a branched polyhedral system (D,P) over a family of polytopes
Pbis1, bi,s.t) € B\ By, where each polytope PY.s.1 is defined as conv({z[s] €
{0,1}s+] | s € Sbil=-u}), that is: the convex hull over all incidence vectors of
solutions in Sb(=-1.

However, these polytopes can be linearly described, since for each b; [,. ;) € B\ B,
PY:.[=-4 is isomorphic to

conv ({e!,e®} U {e* ' +e* | L € [2.n]}), (*)
with n =t — s+ 1. It is obvious that the polytope (*) can be linearly described by
uge—1 +uze =0 VLE[2.n]

2uq + 2u9 + Z?Zg Uy =2
u; =0 Vie][2n]

Thus, we obtain the following proposition:

Proposition 5.9 The full orbitope Oy 4 over the full symmetric group is a projec-
tion of the polyhedron defined by

Toooy — 2 Ya =05 € BN {b}
a€5°D“t(bi,[s,.t])

Y3 4 i) ~ Y by =0 VL€ [qg—1]

o
1,[e+1..q)°

2(y@s b T Yo b))

1,[1..q]

q—1
20 Wt b0 TY05 1 00) =2

b)) = 0 VEE [s..t — 1] and

y(b;+1,[s.,e]7bi,[5»«t]) o y(b2+1,[l+1,.t]’
bi,[s..t] e B~ Bp

2(Yo8, , 1o obitone) T YOy biea) T

t—1
T2 W0t b ) T YO b)) T 20000 =2 Wifey €BN By

i+ 1,[s

ya?OV@EA

where by = by [1..q and



124 CHAPTER 5. BRANCHED POLYHEDRAL SYSTEMS

Proof. First project the polyhedron orthogonally to the x-coordinates, then use
projection ¥ from remark 3.39. O

Note that this extended formulation is isomorphic to the one from Theorem 2.14.
It remains an open question whether this extended formulation can be useful for
obtaining the linear description of full orbitopes; it is for instance unclear how the
projection cone for this polyhedron can be generated.
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Conclusions

One main purpose of this thesis is to mark off for which classes of orbitopes “nice”
inequality descriptions can be expected. We showed that if the full symmetric group
is operating on the columns, then in general, the full orbitopes and the orbitopes
isomorphic to packing and partitioning orbitopes are the only orbitopes that allow
such a linear description, at least as long as NP # co-NP. The reason is that in
general, optimization is N'P-hard over any orbitope over the full symmetric group
apart from the above mentioned. On the other hand, the dynamic programming
algorithm for optimization over full orbitopes which runs in time O(pg?) still gives
hope that a linear description for these orbitopes can be found.

A series of computer experiments indicated nevertheless that the facial structure
of the full orbitope seems to be quite involved, as soon as the number of columns
exceeds two. There seems to be no obvious set of rules that would allow to guess
how to generate the set of facets in general.

Therefore, for “warming up” and deriving a better understanding of full orbitopes
in general, the full orbitope with two columns (the so-called orbisack) has been
studied in detail. We present in this thesis a set of tools and methods that allow
the derivation of the linear description of orbisacks in three different ways. Two of
these approaches, namely the faithful sectioning and the direct combinatorial proof,
even yield a non-redundant description. Since the application of faithful sectioning
requires an appropriate extended formulation, we studied branched polyhedral sys-
tems (BPS) in order to develop extended formulations for full orbitopes. However,
we obtained only an extended formulation isomorphic to the one based on the work
of Kipp Martin et al.

The framework of BPS can be seen as a tool of very general possibilities; it gen-
eralizes for instance Balas’ disjunctive programming. However, it has been treated
in this thesis only very briefly, in so far it concerns orbitopes. It would be a re-
search field in itself to study BPS in detail. However, this study could prove to be
interesting, since BPS may in future play in particular a role in context with the
polyhedral description of the solution set of combinatorial algorithms on graphs that
can be decomposed in certain ways. (There are several ideas of how to decompose
graphs. For tree decompositions, see [20] or the works of Arnborg and Bodlaender,
e.g. [4, 19], for the strip-decomposition of claw-free graphs [24], for other decompo-
sitions e.g. [60, 27, 116]). There is evidence that graph decomposition can open new
possibilities for polyhedral descriptions associated with combinatorial problems (see
for instance Margot’s thesis [81]). A concrete example is the linear description of
the stable set polytope for a subclass of claw-free graphs due to Oriolo et al. ([96]),
which is tightly connected to branched polyhedral systems.

As has been shown in examples in chapter 2, the tools developed to obtain the
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linear description of orbisacks are not restricted to use with orbisacks; they can
definitely be applied to other polytopes. We used them in particular to prove linear
descriptions of clique polyhedra with clique size less or equal 2 and exactly 2 and
the path set polytope of a directed acyclic digraph.

Nevertheless, the tools can apparently not easily be extended to orbitopes in
general, although they fit well with orbisacks. The main reason for this — apart
from the lack of an idea of the facial structure of orbitopes we mentioned before — is
that for the known extended formulations for orbitopes Oy 4~2, which are based on
the path polytope in arc variables and on branched polyhedral systems (BPS), no
constructions of faithful sectionings are known. Since full orbitopes are in general
no knapsack polytopes and the combinatorial proof seems also not to be extendable
to more than two columns, neither of the three approaches presented in chapter 4
can be directly adjusted to orbitopes in general.

For the same reasons, we are also skeptical that a linear description of the full
orbitope O, 4 with ¢ > 2 can be obtained by means of a modification of one of
the three approaches from chapter 4. However, another extended formulation based
on BPS could perhaps open a new direction. One such extended formulation in
node and arc variables is given in chapter 5; it is unclear how its projection to node
variables looks like. (This would give the hyperpath set polytope on the DP hyper-
graph associated with full orbitopes). For the linear description of orbitopes, these
extended formulations can possibly be useful in connection with faithful sectionings.

A different technique is based on an idea of Lovéasz ([77]). As Weismantel and
Pochet have shown ([117]), this approach proves to work for sequential knapsack
polytopes, mainly because of the existence of a dynamic programming algorithm for
these polytopes. Using the dynamic programming algorithm from section 3.2.1.2.4,
their strategy could therefore perhaps be adapted to orbitopes: For any cost vector
c € QPIxla one would formulate an inequality which is valid for O, , and which
defines a face containing all vertices of O, ; maximizing the functional (z,c). The
aim is to make the set finite by a suitable construction of these inequalities, and
to identify all facet defining inequalities in it. However, it is currently unclear how
these steps could be done in detail. Hence, there is still a lot of work to be done.

Much time has been spent on attempts to show that the edge expansion of the
orbisack is bounded by 1 from below, which would further confirm the conjecture
of Mihail and Vazirani ([91]). (We conjecture that the bound of 1 is tight in case of
the orbisack.) For these purposes, the adjacency structure of the orbisack has been
worked out. However, it turned out that the inductive approaches which have been
taken probably do not sufficiently take into account the structure of the graph. We
think that approaches which incorporate the details of the adjacency structure are
more promising.

Last, not much is known if groups different from the full symmetric group or
products of full symmetric groups are permuting the columns, in particular if the
cyclic group acts on the columns. For these orbitopes, possible applications could
possibly be found in scheduling problems, for instance for the development of cyclic
timetables. However, our computer experiments indicate that the facial structure of
full orbitopes over cyclic groups is even more intricate than for the symmetric group.
An interesting next step would therefore be to prove or disprove that optimization
over full orbitopes over full cyclic groups is N'P-complete.
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